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a b s t r a c t

Neutron-moderator scattering interactions in the thermal energy range are often treated with specialised
cross section data derived from the Thermal Scattering Law S(a,b). This scattering law is calculated based
on theoretical and experimental models that describe the structure and dynamics of the principle mod-
erator molecule. In this work, a perturbation scheme based on the Total Monte Carlo method is described
and the uncertainties of the parameters used to calculate S(a,b) for H in H2O and D and O in D2O from the
ENDF/B-VIII.0 library were estimated and propagated through to the cross sections and to an integral crit-
icality scenario in the OPAL Reactor, Sydney Australia, using the transport code Serpent. The calculated
uncertainties in the total cross sections are in reasonable agreement with experimental data and provide
a basis for future model refinement; uncertainties in several parameters used in the LEAPR of NJOY were
identified as critical to specific energy regions and behaviours of the total cross sections. The effect on
criticality of these uncertainties was found to be 48 pcm and 41 pcm for H2O and D2O, respectively,
within the OPAL Reactor during a low-power configuration.

� 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Neutron moderators are an important material in thermal fis-
sion reactors, providing the vast majority of the neutron thermal-
isation required to realise a critical system. The most typical
moderators used today are overwhelmingly light (H2O) and heavy
water (D2O), often serving as both a coolant and moderator. At
lower incident energies, a neutron can interact with the molecular
structure of a material as well as the nucleus of a given atom and as
such, requires a specialised treatment of interaction probability;
momentum and energy exchange between the water molecule
and an incident neutron can take place via translation, rotation,
libration and vibration of the water molecule. Using nuclear data
processing codes, such as NJOY, the thermal scattering cross sec-
tion of such materials is calculated from the thermal scattering
law S(a,b).

Up until recently, the thermal scattering data used in the major
nuclear data libraries was derived from two models: from GA
model (MacFarlane, 1994) and the IKE model (Mattes, 2005) based
on experimental data compiled by Koppel and Houston (1978).
Now, the new evaluation ENDF/B-VIII.0 library utilises a new
model for H2O and D2O: the Centro Atomico Bariloche (CAB) model
for water (Brown et al., 2018) (Márquez Damián et al., 2014). The
new JEFF-3.3 library also uses the D and O in D2O obtained from
the CAB model. This model is based on molecular dynamics (MD)
data obtained using the TIP4P-2005f flexible model for water
(González and Abascal, 2011) used for calculation of the continu-
ous frequency spectrum, vibrational modes and partial structure
factors (for D2O), and experimental data from Novikov used in cal-
culation of the diffusion parameters (Novikov et al., 1990).

While the validation of the CAB models for water look promis-
ing, an estimation of the uncertainty of the data is important. In
this work we present a methodology for parameterisation of the
H2O and D2O models and a perturbation scheme based on the Fast
Total Monte Carlo (TMC) method (Rochman et al., 2014). This will
allow estimates of uncertainties on successive calculated quanti-
ties using these thermal scattering cross sections as well as offer
a basis for future model refinement.

2. CAB model

2.1. Key parameters of thermal scattering law models

The expression for the double differential thermal scattering
cross section is given by (Parks, 1970):
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where E and E0 are the incident and secondary neutron energies, rb

is the bound scattering cross section, kT is the temperature in eV, a
is the dimensionless momentum transfer, b is the dimensionless
energy transfer and Sða;bÞ is the symmetric form of the scattering
law. The bound scattering cross section which is related to the free
atom cross section by:

rb ¼ ðAþ 1Þ2
A2 rfree ð2Þ

Sða;bÞ can be calculated using parameters derived from a physical
model of a material, typically using a nuclear data processing code
such as LEAPR in the NJOY package (Muir et al., 2012). Prior to 2017,
the major evaluations (e.g. ENDF and JEFF) were produced largely
based on two models: the General Atomics (GA) model (up to
ENDF/B-VI.8) and the IKE model (JEFF-3.2, ENDF/B-VII.1) both build-
ing primarily off the work conducted by Nelkin (1960) and
Haywood and Thorson (1962). Presently, new models, called the
CAB models for water, based largely on MD simulations and newer
experimental data are being used in ENDF/B-VIII.0 and JEFF-3.3
(JEFF-3.3 uses only D and O in D2O from the CAB model). Full details
of the CAB models can be found in (Márquez Damián et al., 2014).
Table 1 contains the key scalar parameters for these models.

In addition to the scalar parameters are three vector quantities,
the alpha and beta grids and the continuous frequency spectrum
(CFS). The specifics of the alpha and beta grids are not so important
as to warrant comparison. The CAB model CFS for H in H2O differs
Table 1
Key LEAPR scalar parameters for H in H2O and D in D2O from the GA, IKE and CAB model

Parameter GA

H2O D2O

Free-atom cross section rfree 20.36b 3.37b
Diffusion weight wd* 0.05556 0.05
Oscillator 1 energy E1 0.205 eV 0.142 eV
Oscillator 2 energy E2 0.48 eV 0.305 eV
Oscillator 1 wt w1* 0.1667 0.1667
Oscillator 2 wt w2* 0.3333 0.3333
Continuous spectrum weight wb* 0.4444 0.45

Fig. 1. CFS for H in H2O at room temperature from previous evaluations up
from the CFS used in previous evaluations in a few important
ways: the diffusion component to be added back into the spectrum
in LEAPR uses the Egelstaff-Schofield approximation (Egelstaff and
Schofield, 1962), rather than the free-gas approximation; the pres-
ence of a translational mode around 6 meV represented in the CFS,
experimentally observed in (Bellissent-Funel et al., 1995); a nar-
rower rotational mode around 60 meV and an adjusted weight.
Fig. 1 contains the CFS used in the last several evaluations for H
in H2O, adjusted to reflect the spectrum weights associated with
each evaluation.

The CAB model for D in D2O has similar differences with a nar-
rower rotational band around 48 meV, the Egelstaff-Schofield dif-
fusion model and increased weight. The IKE model used in JEFF-
3.2 and ENDF/B-VII.1, however, also featured a translational vibra-
tional mode in the CFS, in the form of a Debye distribution with a
Debye temperature of �20 meV. The CAB model for D in D2O is
used in ENDF/B-VIII.0 and JEFF-3.3. Fig. 2 contains the CFS used
in the last several evaluations for D in D2O.

The GA model assumes the scattering of D in D2O as completely
incoherent, as Koppel and Young (Koppel and Young, 1965)
showed that although coherent scattering has a significant effect
on the total cross section, its effect on thermalisation is of second
order. The IKE model does include a structure factor for D in D2O
and uses the Sköld method to apply a coherent correction to the
scattering law in LEAPR. This structure factor was obtained using
a Lennard-Jones model.

In all the models discussed above, the oxygen atom in H2O was
treated as a free-gas scatterer with a mass of 16. The GA and IKE
models also used a free-gas scatter for the oxygen atom in D2O,
s.

IKE CAB

H2O D2O H2O D2O

20.478b 3.395b 20.436b 3.395b
0.02174 0.05 0.007918 0.01629
0.205 eV 0.145 eV 0.205 eV 0.15 eV
0.436 eV 0.338 eV 0.415 eV 0.205 eV
0.1630 0.1667 0.1567 0.14293
0.3261 0.3333 0.3133 0.2925
0.4891 0.45 0.5221 0.5449

to the present. The CAB model is used in the ENDF/B-VII.0 evaluation.



Fig. 2. GFS for D in D2O at room temperature from previous evaluations up to the present.
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but the CAB model includes parameters for an explicit scattering
law of O in D2O, including a coherent correction. This is owing to
the fact that 16O constitutes roughly 1/3 of the thermal scattering
cross section over much of the thermal range.
2.2. Details of CAB models for water

Fig. 3 shows the cross section of 1H using both the free-gas
model and the CAB thermal scattering model, highlighting the dis-
parity between the two results, particularly around the 25.3 meV
range.

The generalised frequency spectrum for each material was cal-
culated using MD simulations. From the generalised spectrum, the
diffusion components were removed from the lower energies and
truncated after the rotational band, cutting off the vibrational
peaks contributed by the OAH (or O-D) bond stretching and bend-
ing modes; this resulting spectrum is referred to in this text as the
Fig. 3. Scattering cross section of 1H using the f
continuous frequency spectrum (CFS) and contains the hindered
rotational modes as well as stretching and bending of the hydrogen
bond network.

In LEAPR, the scattering law computed from the CFS by phonon
expansion is convolved with the scattering law from discrete oscil-
lators and the diffusive scattering law using the Egelstaff-Schofield
model to realise the description of the dynamics of the molecule in
the incoherent approximation.

In the case of D and O in D2O, a coherent correction is applied
using the Sköld model (Sköld, 1967):

Sða; bÞ ¼ ð1� cfracÞSincða;bÞ þ cfracScohða; bÞ
¼ ð1� cfracÞSincða;bÞ þ cfracSincða=SðQÞ;bÞSðQÞ ð3Þ

where cfrac ¼ rcoh=ðrcoh þ rincÞ is the coherent fraction, and SðQÞ is
the Sköld correction function. The Sköld correction functions for D
and O in D2O are given in the polyatomic approximation
(Vineyard, 1958) by:
ree-gas and CAB thermal scattering models.
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SDðQÞ ¼ 1þ 2
3
ðSDDðQÞ � 1Þ þ 1

3
bO

bD
ðSODðQÞ � 1Þ ð4Þ

SOðQÞ ¼ 1þ 1
3
ðSOOðQÞ � 1Þ þ 2

3
bD

bO
ðSODðQÞ � 1Þ ð5Þ

where bD and bO are the coherent scattering lengths for D and O, and
SDD, SOD, SOO are the partial structure factors for deuterium-
deuterium, oxygen deuterium and oxygen-oxygen correlations.
The partial structure factor for each atom-pair is computed from
the radial Fourier transform of the radial distribution function
(RDF) gðrÞ obtained from MD simulations:

SXXðQÞ ¼ 1þ 4pq
Z 1

0
r2ðgXXðrÞ � 1ÞsincðQrÞdr ð6Þ

where SXX and gXX are the partial structure factors and RDFs for OO,
OD or DD, r is the pair-pair distance, Q is the change in wavenum-
ber of the neutrons and q is the atomic density of the material.

3. Perturbation scheme

3.1. Fast TMC method

The Total Monte Carlo (TMC) method provides researchers with
a simple and robust way of propagating uncertainties from nuclear
data parameters to cross section or integral quantities in transport
calculations. This is achieved by sampling from distributions about
the nominal value of input parameters characterised by their
uncertainty. Then, using these perturbed parameters, a set of data
can be produced and their variance calculated. The major draw-
back of this approach is the typically high computational require-
ment, with at least hundreds of iterations required to obtained a
sample of the population of the quantities of interest. This limita-
tion is not a concern in short, deterministic calculations, such as
processing cross sections, but for Monte Carlo transport problems,
it can become an intractable limitation.

Rochman et al. (2014) proposed a modified approach to the
original Total Monte Carlo (TMC) method to improve the efficiency
of the process by greatly reducing the computational power
required. The Fast TMCmethod capitalises on the use on the Monte
Carlo method already employed in transport calculations. While
the original method would call for n unique calculations, using a
single seed, with sufficiently small statistics to justifiably quantify
propagated uncertainties, the Fast TMC approach utilises a unique
seed for each calculation, thereby reducing the number of histories
required to realise a satisfactory estimate of the sensitivity of the
quantity of interest.

The uncertainty induced onto the quantity of interest is given
by:

rXS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

obs � r2
stat

q
; if

rstat

robs
� 0:5 ð7Þ

where robs is the standard deviation of the distribution of calculated
values of the quantity of interest and rstat is the average statistical
error associated with the calculated quantity. As statistical errors
are often underestimated for calculated quantities in MC codes, a
true estimate of the statistical error can be obtained by running
many identical calculations using a unique seed, referred to in this
text as runbiased. The condition that the ratio of the statistical and
observed error is <0.5 is not rigorous, but serves as a rough guide.
If the ratio were to exceed this value, then the statistical error dom-
inates the total error of the distribution and should probably be
rejected. It is also important to check for normality in the calculated
distribution - deviation from normal will likely obfuscate the
induced error.
The perturbation can be broken up into two stages. First, a set of
486 thermal cross section files was generated each for H in H2O
and D & O in D2O. Each input parameter was assigned a random
value sampling from an associated uncertainty. Except for the
alpha and beta grid variables (further discussed in Section 3.2.3),
all quantities were perturbed by sampling from the standard Gaus-
sian distribution (mean = 0, r = 1) and multiplying by the applica-
ble uncertainty. 5 key scalar quantities were sampled orthogonally
from this distribution, discussed further in Section 3.2.1. This is
essentially a Latin Hypercube sampling, except that the subdivi-
sions of the sampling space for each set of quantities is permutated
so as to provide a more even sampling of the whole sample space,
e.g. if two quantities were to be sampled with two subdivisions of
the sample space in each quantity, orthogonal sampling will
ensure that each permutation of the sampling of these two quanti-
ties sample a unique combination of subdivisions, resulting in four
permutations. This orthogonal sampling provides a better estimate
of the variability of the of these parameters. In this work, the range
of each random variable was subdivided into 3 equi-probable
intervals, resulting in 243 permutations, namely rfree, wd, c, E1

and E2. Each permutation was sampled twice, providing 486
parameter sets. Three of these sets were produced and one used
each for H in H2O, D in D2O and O in D2O. The remaining random
variables were just sampled from the standard Gaussian distribu-
tion, with the exception of the perturbation of the a/b grids, which
used a uniform distribution.

From these perturbed cross section files, the uncertainties in
total cross section could be calculated as well as co-variances
between several quantities, such as the covariance matrix associ-
ated with the cross section data itself and covariances between
model parameters and the total cross section.

The second stage was propagating the uncertainties in the
LEAPR parameters through to Serpent (Leppänen et al., 2015), in
which the Fast TMC method was used. 486 unique thermal cross
sections for each H in H2O, and D and O in D2O were run, with
either a perturbed H or D and O file used in a single calculation.
Care was taken to randomise the pairing of the perturbed D and
O cross sections to mitigate any correlation created by the use of
orthogonal sampling of the creation of the cross sections. Based
on preliminary estimates of the propagated uncertainty onto keff
in the OPAL reactor model, each calculation ran enough neutron
histories to achieve a statistical uncertainty of �10 pcm.

A separate set of 200 Serpent calculations was run using unper-
turbed cross sections with unique seeds and using the same num-
ber of neutron histories. From this a distribution for each quantity
of interest was obtained to provide an unbiased estimate of the sta-
tistical uncertainty. Quantities of interest include keff, and detector
tallies in various positions of the OPAL reactor.
3.2. LEAPR parameters

The LEAPR module of NJOY is used to calculate the thermal scat-
tering law and requires several input parameters, which will be
broken down into four sections:

� Scalar quantities
� CFS qðbÞ
� Momentum ðaÞ and energy ðbÞ grids
� Structure correction functions SðQÞ

The scalar quantities are straight forward to perturb and uncer-
tainties are taken or estimated from experimental data. The latter
three quantities are vectors and as such the perturbation method is
more involved.
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3.2.1. Scalar quantities
The nominal values and estimated uncertainties for each of the

scalar quantities are taken directly from the CAB model used in the
ENDF/B-VIII.0 library and are shown in Table 2, unless otherwise
stated below. The term uncertainty in this work refers to the stan-
dard deviation of the quantity.

The free-atom cross section uncertainties were obtained from
the EXFOR database. The diffusion constants were estimated based
on measurements of the self-diffusion coefficients in water by
Yoshida et al. (2008). The oscillator energy uncertainties were esti-
mated from the infrared spectra measurements of Lappi et al.
(2004). The coherent scattering fraction uncertainty in D in D2O
was obtained ad hoc, providing a total sample range of � ±1%.
The continuous weight wb uncertainty was not sampled directly.
Typically the area under the spectrum serves as the weight (i.e.
the spectrum is normalised with respect to the sum of all weights)
and thus wb was calculated directly from the perturbation of the
CFS itself (Section 3.2.2). The oscillator weights were calculated:

w1 ¼ 1
3
ð1�wd �wbÞ ð8Þ
w2 ¼ 2
3
ð1�wd �wbÞ ð9Þ

The distribution of the derived wb, w1 and w2 were examined
for each cross section set and found to be Gaussian in nature. In
the case of O in D2O, the nominal values for wd and wb sum to
�0.885, creating a large uncertainty for the oscillator weights. This
large uncertainty is clearly an overestimation with respect to the
physical model used for O in D2O, but appears to have negligible
impact on cross section calculations, as reported in Section 5.
3.2.2. Continuous frequency spectrum
The CFS in the CAB models for water was calculated by taking

the cosine Fourier transform of the velocity autocorrelation func-
tion (VACF) obtained from MD calculations. Novikov proposed
the parameterisation of the spectrum by use of the sum of fitted
Gaussian distributions (Novikov et al., 1990). While not a true rep-
resentation of the physics of the constituent modes of excitation of
the water molecule, this approach provides a strong approximation
to it and an easy start point for perturbation. Initially, five Gaussian
distributions were used to reconstruct the CFS for each material. A
sixth was added as an auxiliary to the tail of the reconstruction to
better replicate the spectrum used in the CAB models.

An estimation of the uncertainty was calculated by using the
same reconstruction technique applied to another CFS calculated
using a different MD model for water (Marquez Damian et al.,
2013), namely SPC-MPG (Marti et al., 1994). The reconstructed
spectra from the CAB model and the SPC model were iterated 3
times between each to minimise the differences in the Gaussian
Table 2
CAB model LEAPR parameters and uncertainties.

Parameter H in H2O

Value Uncertainty

Free-atom cross section rfree
y 20.43608b ±0.41%

Diffusion constant cy 3.969 ±2.5%
Diffusion weight wd

*,y 0.007918 ±2.5%
Oscillator 1 energy E1y 0.205 eV ±2.1%
Oscillator 2 energy E2y 0.415 eV ±3.7%
Oscillator 1 wt w1

* 0.15667 ±1.9%
Oscillator 2 wt w2

* 0.31333 ±1.9%
Continuous spectrum weight wb

* 0.52208 ±1.7%
Coherent scattering fraction rcoh/r n/a n/a

* These values sum to a total 1 for each iteration.
y These values were sampled orthogonally during the perturbation.
parameters, then the difference was calculated for each parameter.
This calculated difference served as the uncertainty for each
parameter of the CAB model spectrum. While this approach can
certainly reproduce both spectra to within an acceptable error of
the original, by sampling from this distribution, unphysical results
can be produced. This was minimised by designating each calcu-
lated parameter uncertainty described above as a 3r error. It
should also be noted that a given parameter set that produces a
good approximation to the original spectrum is not unique and
that sampling hundreds of perturbed spectra from two faithful
reconstructions will likely give tangibly different results. The
reconstructed spectrum is given by:

qðEÞ ¼
X6
n¼1

wn

2pr2
n
exp �ðE� lnÞ2

2r2
n

 !
; fEj0 � E � 150meVg ð10Þ

The energy grid for the continuous spectrum uses an interval of
0.1265 meV. The continuous spectrum weight was calculated by
numerical integration under the curve using the trapezoidal rule.
The first two points on the spectrum was also adjusted to ensure
a value of 0.0 for the first point and a smooth transition up to
the first peak. The fitting was based on the gradient of the original
CFS in this region.

The nominal parameters for each Gaussian distribution are
given in Tables 3–5.

The thermal cross section produced from a thermal scattering
law file is sensitive to structure of the lower energy region of the
CFS, so care was taken to minimise the error to as high an energy
as possible. For each spectra reconstructed, the relative error of
reconstruction was <2% until after the rotational peak of each spec-
tra where the CFS values are lower and of far lesser importance to
the calculation of the scattering law. The relative error in the inte-
gral of each CFS is <1%. The reconstruction of the H in H2O CFS is
shown in Figs. 4 and 5 contains the relative errors of each recon-
structed CFS.

3.2.3. Alpha/Beta grids
The successful meshing of the alpha and beta grids are tied to

the structure of the CFS and it is not clear how to accurately con-
struct or indeed perturb the grid. As the CFS is altered in a given
iteration, it is not clear how to provide optimised alpha and beta
grids. Instead, an envelope function was applied to the existing
grids for each material designed to modulate the spacing between
each point about a randomly sampled point. The envelope function
and adjusted grid point are given by:

FðAG;w;x0;xÞ¼AG

2
cos

logðxÞp
w

� �
þ1

� �
ðlogðxÞ�x0Þ;ðx0�w;x0þwÞ

ð11Þ

logðx0Þ ¼ FðAG;w; x0; xÞ þ logðxÞ ð12Þ
D in D2O O in D2O

Value Uncertainty Value Uncertainty

3.395b ±1.6% 3.7939b ±1.6%
3.1934 ±2.53% 3.1639 ±2.53%
0.016293 ±2.5% 0.1306 ±2.5%
0.15 eV ±3.0% 0.15 eV ±3.0%
0.205 eV ±6.2% 0.205 eV ±6.2%
0.14293 ±3.9% 0.038288 ±23.5%
0.29254 ±3.9% 0.076576 ±23.5%
0.5449 ±3.2% 0.75454 ±3.8%
0.7319 ±0.3% 1 0%



Table 3
CAB model CFS reconstruction parameters for H in H2O.

Gn Mean [eV] Uncertainty r [eV] Uncertainty Weight Uncertainty

G1 0.0055 ±3.0% 0.00305 ±4.9% 0.0121 ±3.3%
G2 0.0159 ±6.0% 0.0074 ±1.1% 0.0207 ±24.8%
G3 0.0305 ±1.0% 0.0069 ±8.2% 0.0297 ±13.2%
G4 0.0634 ±4.7% 0.0144 ±3.7% 0.244 ±1.0%
G5 0.0922 ±2.7% 0.0192 ±3.1% 0.21 ±2.9%
G6 0.147 ±1.0% 0.012 ±11.1% 0.012 ±13.9%
Area 0.5214

Table 4
CAB model CFS reconstruction parameters for D in D2O.

Gn Mean [eV] Uncertainty r [eV] Uncertainty Weight Uncertainty

G1 0.0052 ±1.0% 0.0028 ±1.2% 0.0195 ±5.1%
G2 0.0151 ±5.5% 0.00785 ±4.5% 0.0416 ±13.9%
G3 0.0284 ±2.0% 0.066 ±1.0% 0.0612 ±3.4%
G4 0.0449 ±3.4% 0.0079 ±8.9% 0.1465 ±9.2%
G5 0.0616 ±1.4% 0.0138 ±3.1% 0.231 ±1.9%
G6 0.0922 ±7.5% 0.0424 ±1.0% 0.0645 ±5.9%
Area 0.5420

Table 5
CAB model CFS reconstruction parameters for O in D2O.

Gn Mean [eV] Uncertainty r [eV] Uncertainty Weight Uncertainty

G1 0.00485 ±1.4% 0.0024 ±2.8% 0.13 ±6.4%
G2 0.0075 ±5.8% 0.0034 ±1.5% 0.1055 ±8.4%
G3 0.0155 ±1.7% 0.005 ±3.3% 0.14 ±11.7%
G4 0.0266 ±1.3% 0.006 ±1.1% 0.226 ±11.1%
G5 0.04 ±1.9% 0.0122 ±3.3% 0.0851 ±7.4%
G6 0.0645 ±1.8% 0.0188 ±2.3% 0.081 ±1.6%
Area 0.7551

Fig. 4. Original ENDF-B-VIII.0 and reconstructed CFS for H in H2O, with constituent Gaussian functions.
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where AG is the grouping coefficient, used to determine the extent
of the modulation of point spacing, x0 is the origin on the envelope
and w is the width of the envelope. These three parameters were
randomly sampled for each iteration of the cross section generation.
Essentially, the function behaves analogous to placing a magnifying
lens over the points, with the sign of the AG determining whether
the transform is concave or convex. The domain of the input param-
eters was restricted to prevent adjustment of the first and last
points on a given grid and that no point was moved outside of
the existing limits of the grid. Fig. 6 shows an example of how the
function behaves on equi-spaced points on a log scale. These three
parameters were sampled from a uniform distribution, as a Gaus-
sian sampling does not hold as physical significance here. As the
alpha and beta grids are tied to the meshing and features of the



Fig. 5. Relative errors of the reconstruction of each CFS.

Fig. 6. Application of the envelope function for perturbing the alpha and beta grids of the LEAPR input file. The y-axis values are arbitrary and serve only to demarcate the
three example groupings.
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CFS, it is difficult to quantify the specific effects of perturbing the
grid; a further analysis outside the scope of this work would involve
adjusting the grid specifically to a constrained set of CFS parameters
and the spacing and position of grid points analysed specifically.

3.2.4. Structure correction
The coherent scattering fraction of D in D2O and O in D2O are

significant and an adjustment to the incoherent approximation
used in NJOY is required for acceptable accuracy in these thermal
scattering laws. The CAB models for D in D2O and O in D2O use
the Sköld correction factor which requires the partial structure fac-
tor SXXðQÞ for the material to be provided. Rather than perturbing
SXXðQÞ directly, the RDF for each pair-pair group (DD, OD and
OO) was parameterised in a similar fashion to the CFS parameter-
isation. This took place in two distinct parts of the RDF: gðrÞ
was reconstructed using a combination of skewed Gaussian
distributions and an exponential function up to a cut-off distance
rC given by:
gðrÞ ¼
XN
n¼1

wn

2pr2
n
exp �ðr � lnÞ2

2r2
n

 !
1þ erf cn

r � lnffiffiffi
2

p
� �� �

þ EðrÞ;

frj0 � r < rCg ð13Þ
where c is the skew of the distribution and the EðrÞ is given by:

EðrÞ ¼ 1� expðfðr � r0ÞÞ; frjr0 � rg ð14Þ
where f is the decay constant of the exponential function and r0 is
the starting distance of the exponential function. After the cut-off,
the function assumes the form of an exponentially decaying cosine
function, given by:

gðrÞ ¼ we;n

r
expð�ferÞ cosðxr þ /Þ þ 1; frjrC � rg ð15Þ

where we is the amplitude of the function, fe is the decay constant,
x is the angular frequency and / is the phase of the cosine function.
The estimates from uncertainties were derived in a similar fashion
to the CFS uncertainties. Experimental data for each pair-pair gðrÞ
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from Soper and Benmore (2008) was also reconstructed using this
parameterisation scheme and the differences between each param-
eter served as a 3r error. SDðQÞ and SOðQÞwere calculated according
to Eqs. (4) and (5). Tables 6–9 contain the estimated uncertainties
for the RDFs of the DD, OD and OO pairs. No correlations between
the Gaussian parameters were taken into account.

The calculation of the low Q region of the partial structure fac-
tors was found to be extremely sensitive to seemingly impercepti-
ble changes in the RDF. As this region does effect the total cross
section of D2O appreciably owing to the predominance of coherent
scattering in D2O, the uncertainty induced as a result of the low Q
region of SðQÞ is considerable. Fig. 7 contains the D and O in D2O
structure corrections SðQÞ and Fig. 8 contains the relative error of
the reconstructed SðQÞ with respect to the original SðQÞ.

3.3. Calculation line

3.3.1. NJOY
The thermal cross section files were calculated using NJOY2012.

upcab51, a version of NJOY that accurately reproduces the CAB
Table 6
CAB model RDF Gaussian reconstruction parameters for DD in D2O.

Gn Mean [Å] Uncertainty r [Å] Uncertainty

G1 1.5206 ±0.2% 0.0785* ±14.6%*

G2 2.127 ±1.2% 0.336 ±5.6%
G3 3.698 ±0.7% 0.365 ±2.5%
G4 4.605 ±0.3% 0.375 ±7.1%
G5 5.944 ±1.9% 0.6603 ±12.1%
G6 7.527 ±0.6% 0.5781 ±4.5%

* Due to the narrow peak of the CAB model and shallow peak of the experimental data
the two for the purposes of perturbation. The uncertainty associated with this paramete

Table 7
CAB model RDF Gaussian reconstruction parameters for OD in D2O.

Gn Mean [Å] Uncertainty r [Å] Uncertainty

G1 0.965 ±0.2% 0.0475* ±19.3%*

G2 1.7 ±1.0% 0.246 ±7.3%
G3 2.34 ±0.0% 0.15 ±0.0%
G4 2.95 ±0.5% 0.38 ±2.6%
G5 3.7 ±0.7% 0.787 ±4.5%
G6 5.32 ±1.6% 0.3 ±33.3%

* Due to the narrow peak of the CAB model and shallow peak of the experimental data
the two for the purposes of perturbation. The uncertainty associated with this paramete

Table 8
CAB model RDF Gaussian reconstruction parameters for OO in D2O.

Gn Mean [Å] Uncertainty r [Å] Uncertainty

G1 2.664 ±0.4% 0.207 ±6.9%
G2 3.135 ±1.8% 0.301 ±2.9%
G3 3.845 ±0.4% 0.26 ±2.6%
G4 4.38 ±0.2% 0.45 ±6.3%

Table 9
CAB model auxiliary reconstruction parameters for each pair-pair group.

Parameter DD OD

Value Uncertainty Value

s 0.6988 ±0.2% 0.9958
r0 1.7622 n/a 2.9
rC 8.25 n/a 6.5
we 2.14 ±4.0% 14.7
se 0.383 ±3.2% 0.586
x 0.3285 ±0.4% 0.3615
/ 0.467 ±1.6% 0.319
models for water thermal scattering laws. A wrapper script was
written to sample values for each input parameter, generate an
input file for NJOY, execute NJOY, calculate a total cross section
for the relevant molecule (H2O or D2O) and compare them to
experimental data obtained from EXFOR. Severe outliers were dis-
carded and the process repeated, though this only occurred in 4
instances of the 1458 thermal files generated. All free-gas cross
sections were generated using the ENDF/B-VIII.0 library data at
300 K and all thermal cross sections were generated at 293.6 K
with 32 angular bins and 500 energy bins.

3.3.2. Serpent
The second stage of this work was to propagate the uncertain-

ties through to a Serpent model of the OPAL Reactor. The version
of Serpent used was 2.1.22. Each run used 800 active cycles with
an additional 100 inactive cycles and 128,000 neutron histories
per cycle. Source convergence was checked by observing the Shan-
non Entropy over the core. Each run was furnished with an explicit
randomised seed to ensure compliance with the Fast TMC method
(it should be cautioned that submitting jobs in rapid succession
Weight Uncertainty Skewness Uncertainty

0.52 ±1.3% 1.9 ±0.9%
0.641 ±0.1% 3.9 ±12.8%
0.377 ±1.1% 0 n/a
0.137 ±5.1% 0 n/a
0.0608 ±16.0% 0 n/a
0.0409 ±4.0% 0 n/a

, the nominal value of the first Gaussian r was adjusted to the midpoint in between
r is 1/6 of the difference.

Weight Uncertainty Skewness Uncertainty

2.545 ±1.2% 0 n/a
0.581 ±0.6% 12 ±13.9%
0.0172 ±0.0% 0 n/a
0.6952 ±0.7% 4.3 ±11.6%
0.6482 ±0.8% 0 n/a
0.045 ±28.1% 0 n/a

, the nominal value of the first Gaussian r was adjusted to the midpoint in between
r is 1/6 of the difference.

Weight Uncertainty Skewness Uncertainty

0.992 ±4.1% 14.2 ±9.9%
0.286 ±5.2% 0 n/a
0.088 ±17.8% 0 n/a
0.43 ±6.8% 0 n/a

OO

Uncertainty Value Uncertainty

±0.1% 1.0334 ±1.1%
n/a 2.951 n/a
n/a 5.1 n/a
±24.3% 18.8 ±16.8%
±7.7% 0.57 ±7.0%
±0.0% 0.4245 ±0.2%
±5.9% 0.082 ±23.2%



Fig. 7. Structure correction functions used for D and O in D2O.

Fig. 8. Relative error of the reconstruction of the structure correction functions used for D and O in D2O.
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without setting the seed may produce several runs with the same
seed as the seed is sampled from the clock). With the exception of
the seed and thermal files used, the input was the same for each
run. Using 16 cores @ 2.5 GHz each, each run took approximately
7.5 h to complete with a reported statistical uncertainty of keff
averaging 10 pcm.
4. OPAL model

4.1. Description of the OPAL Reactor

The OPAL Reactor is a 20 MW(th) open-pool type Research
Reactor located at Lucas Heights, Sydney, Australia, commissioned
in 2006 (Braoudakis, 2015). The reactor has four primary objec-
tives: production of medical radio-isotopes, materials irradiation
and science, silicon neutron transmutation doping (NTD) and neu-
tron science. The facilities that populate the heavy water (HW)
reflector vessel include a cold neutron source (CNS), 36 irradiation
facilities, 6 NTD facilities and 5 neutron beam lines. The core con-
tains 16 fuel assemblies, each containing 21 aluminium fuel plates
with 19.75% 235U enriched U3Si2 fuel and 20 burnable Cd wires. The
core is cooled and moderated with light water (LW) and reactivity
is controlled by 5 Hf control blades: 4 plate-type absorbers located
between each quadrant of the core and a central cruciform absor-
ber used for fine control of reactivity. The core has a square cross
section approximately 35 cm in length and the cylindrical HW
reflector vessel is 2.6 m in diameter. The reactor operates on a
�30–35 day cycle regime, with typically 3 fresh fuel assemblies
loaded in between cycles. Fig. 9 shows a 2D radial view of the core
and reflector at the core-centreline, visualised using the Serpent
geometry plotting utility.
4.2. Model specification

The specific configuration of the OPAL reactor used in this work
is taken from the International Atomic Energy Agency (IAEA)



Fig. 9. Radial view of the reflector vessel, as visualised by Serpent.
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Collaborative Research Project (CRP) 1496. The core is loaded with
a full fresh fuel loading which features 3 types of fuel assembly: 7
assemblies with a reduced U loading of 212 g and no burnable
absorber, 6 assemblies with a reduced U loading of 383 g and the
remaining 3 assemblies with a full U loading of 484 g. All the irra-
diation facilities in the core are empty (filled with water or nitro-
gen) and the control rod configuration is similar to one used for
operation. The system is critical. The reported power of the reactor
in this configuration was 36 ± 6 kW and the moderator tempera-
tures (LW and HW) were reported at 293 K. The outer reflector ves-
sel facilities were not included in the model, owing to their
negligible impact on the system.
Fig. 10. Relative errors of reconstructed total cr
5. Results and discussion

5.1. Verification of reconstructed cross sections

For the perturbation scheme to provide a reasonable estimate of
the uncertainty associated with each thermal cross section gener-
ated, the parameters used to reconstruct the model must replicate
the original cross section with accuracy. Most of the scalar param-
eters are a trivial issue as they are simply lifted from the original
evaluation and perturbed, however the vector and vector-derived
scalar quantities are not an exact replication of the original data.
The reconstructed cross sections maintained a relative error of
oss section of H in H2O and D & O in D2O.
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<0.1% across the entire thermal cross section energy range, with
the except of H in H2O in the very cold neutron range (<50 meV).
Fig. 10 contains the relative error of each reconstruction cross sec-
tion without perturbation with respect to the original.

5.2. Uncertainties in calculated cross sections

5.2.1. Uncertainty in total cross section
The uncertainty obtained from the perturbed cross sections was

calculated at each point as the standard deviation of values. This is
compared to the experimental cross section uncertainty for H2O
and D2O in Figs. 11–13. In the cases of D and O in D2O, a separate
set of cross sections were generated without perturbation of the
structure factor SðQÞ. It was suspected that the uncertainty contri-
bution of SðQÞ would be substantial given its extreme sensitivity at
low Q to the perturbations of the RDF. The experimental data was
obtained from the EXFOR database: for H2O, the uncertainty was
Fig. 11. Experimental and calculated uncert

Fig. 12. Experimental and calculated uncertainty for the total cros
selected from datasets by Heinloth (1961), Russell et al. (1966),
Dritsa and Kostikas (1967) and Zaitsev et al. (1991); for D2O, the
uncertainty was selected from datasets by Marquez Damian et al.
(2015), Kropff et al. (1975) and Dritsa and Gaitanis (1967).

The calculated uncertainty obtained from the perturbed H2O
cross sections is underestimated with respect to the 0.1–10 meV
region and the >0.5 eV region. A slight overestimation is present
around the 293 K flux peak region; this is the result of a few key
parameters, such as the position of the rotational band peak and
the size of the hindered translation modes in the CFS and the
energy of the 2nd vibrational mode; this is discussed in Sec-
tion 5.2.2. The underestimated regions are not of high concern,
owing to the fairly conservative estimates of the uncertainties, par-
ticularly in the higher energies where the free-atom cross section
dominates the calculated uncertainty and is known with greater
accuracy than the total H2O cross section in that range. The profile
of the calculated uncertainty is also quite similar to that reported
ainty for the total cross section of H2O.

s section of D2O, using the perturbed D in D2O cross sections.
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in (Scotta et al., 2016) – it should be noted that these results are
preliminary – when calculating the uncertainties from the IKE
model used in JEFF-3.1.1.

The combined calculated uncertainty for D and O in D2O agrees
quite well with the experimental uncertainty for D2O and the set of
parameter uncertainties appears to reflect the bounds of current
experimental understanding well. While this was not an outcome
explicitly sought, the perturbation of D2O in this work gives a
reasonable representation the total cross section uncertainty.
One region that may be improved is the 0.1–1 meV region, in
which the current parameter uncertainty set over-predicts the
total cross section uncertainty with respect to experimental data.
This region is dominated by the structure correction SðQÞ and
the specific means of estimating uncertainties for this quantity
were relatively crude.
Fig. 13. Experimental and calculated uncertainty for the total cros

Fig. 14. Correlation map that represents the covariance
5.2.2. Covariances for H2O cross section
A covariance matrix for H, D and O was calculated from the tab-

ulation of the perturbed thermal cross section files. Fig. 14 shows
the correlation map for the total cross section of H2O. Clearly,
two regions are fairly distinct from each other, namely <8 meV
and >8 meV and a strong anti-correlation exists between the two.
This fades around 1–10 eV, as the free-atom cross section tends
to dominate the effect on the cross section. Fig. 15 contains a cor-
relation map between the total H2O cross section and the per-
turbed LEAPR parameters used to construct it.

Examination the covariance data suggests that the most signif-
icant parameters to adjust are the free-atom cross section, the four
main weights (diffusion, spectrum, and oscillators), oscillator
energies and a small number of the Gaussian parameters. Due to
the approach in perturbing the weights, there is a very strong
s section of D2O, using the perturbed O in D2O cross sections.

matrix of the total cross section of H2O below 1 eV.



Fig. 15. Correlation map between total H2O cross section and LEAPR input parameters. MX, SX and WX refer to the mean, standard deviation and weight of each Gaussian
function used to reconstruct the CFS.
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anti-correlation between the spectrum and oscillator weights; the
diffusion weight is much smaller in magnitude relative to the other
weights and thus remains virtually independent. This behaviour is
reflected in the correlations in most of the LEAPR parameters
which have some dependence on the weight, namely all the Gaus-
sian parameters and oscillator parameters. An inflection point for
these correlations can be seen where the oscillator influence begins
to take effect in the >8 meV range. Even with refinement of the per-
turbation scheme, this dependence cannot be removed owing to
the requirement of all weights summing to 1. Smaller, localised
effects can also be observed, such as the positive correlation of
l4 to the cross section, implying the position of the main rotational
peak will increase the total cross section if shifted forward in
energy. The second oscillator energy, which is a degeneration of
Fig. 16. Correlation map between tota
two vibrational modes of similar energy also appears to have a
moderate influence on the higher energies, with an increase in
energy resulting in an increase cross section in between 0.1 and
1 eV. This may have considerable impact on systems containing a
significant 239Pu inventory owing to the 0.4 eV resonance peak in
the fission cross section. Other significant contributions arise from
the widths and weights of the 2nd and 3rd Gaussian functions in
the spectrum (<50 meV), which are observed to have anti-
correlation effects in the 8 meV–0.6 eV range.

A correlation map between the total cross section and the CFS
itself is shown in Fig. 16. As expected, the lower end of the CFS
energy range correlates positively with the lower energy of the
total cross section. At higher CFS and cross section energies, it is
also observed that the correlation generally weakens to insignifi-
l H2O cross section and the GFS.
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cance, which is also expected as the effect of the dynamics of the
molecule diminishes with higher incident neutron energy and
the tail of the rotational band tends not to impact the cross section
significantly. It should also be noted that as the weight of the CFS is
derived from the CFS itself, the profile of the CFS is coupled to the
weights of all the modes of excitation. This point is key to under-
stand if localised adjustments are to be make on the original data.

5.2.3. Covariances for D2O cross section
A covariance matrix for D and O was calculated from the tabu-

lation of the perturbed thermal cross section files. Figs. 15 and 16
show the correlation map for the total cross section of D2O using
the perturbed D and O sets of cross section.

The correlation maps for D and O in the D2O cross section, in
Figs. 17 and 18, show a weak to strong positive correlation over
the entire range of energies. This denotes a fairly rigid behaviour
Fig. 17. Correlation map that represents the covariance matrix of the

Fig. 18. Correlation map that represents the covariance matrix of the
of the cross section with respect to the parameters used to calcu-
late it. The correlation maps for D and O in the D2O cross section
that have not had the structure correction perturbed are even more
rigid, with stronger correlations in the (>0.001 eV: <0.001 eV)
regions. The experimental uncertainties in the low energy region
of the D2O cross section are relatively substantial and do not
extend to the end of the cold range, so it is difficult to determine
whether the scheme and parameter uncertainties can potentially
account for cross section uncertainty. In any case, the structure
correction perturbation used in this work could be refined further
and continued analysis at the MD level would provide a better
description of the structure correction uncertainties. The LEAPR
parameter correlations to the total cross section are shown in cor-
relation maps in Figs. 19 and 20.

The correlations between parameters in D and O in D2O and the
total cross section are also generally weak. In the case of D in D2O,
total cross section of D2O below 1 eV when perturbing D in D2O.

total cross section of D2O below 1 eV when perturbing O in D2O.



Fig. 19. Correlation map between total D2O cross section and the D in D2O LEAPR input parameters.

Fig. 20. Correlation map between total D2O cross section and the O in D2O LEAPR input parameters.
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as with H2O there is a strong correlation with the free-atom cross
section and the higher energies of the total cross section and the
local strong correlation between the second oscillator energy and
0.1–1 eV range of the total cross section. Also like the calculations
H2O, the coupling of the weight parameters couples most of the
LEAPR parameters together. In the case of O in D2O, the parameter
correlations are all relatively weak - an expected result owing to
the small impact that the O cross section has on the D2O total cross
section with respect to D.

5.3. Uncertainty propagation into the OPAL Reactor model

5.3.1. Keff uncertainty
The perturbed cross sections were used in a Serpent model of

the OPAL Reactor to observe the effects of the propagation of
uncertainties into a real system. keff was observed for 962 separate
cases (486 each with perturbed H and perturbed D & O). Figs. 21
and 22 shows the distribution of results using perturbed H2O and
D2O files, respectively. Both datasets pass simple quartile tests
for normality, however the D2O distribution does exhibit excess
kurtosis. The average keff calculated over 200 unperturbed runs
was 0.99911, which falls in the centre of each distribution. Table 10
contains the computed uncertainty induced by the perturbed cross
sections as calculated by Eq. (7).

While the separate effects cannot simply be summed to rea-
lised a total uncertainty, the bounds of the total moderator
uncertainty with respect to the thermal cross section model
parameters is likely between 46 and 85 pcm, with an RMS value
of 60 pcm. The only major fissile isotope in the system is 235U,
with an induced uncertainty in the total fission rate of 0.015%
and 0.011% for H2O and D2O, respectively. This corresponds to
an uncertainty estimate of approximately 48 and 41 pcm for



Fig. 21. keff in OPAL using perturbed H in H2O cross section data.

Fig. 22. keff in OPAL using perturbed D and O in D2O cross section data.
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H2O and D2O, respectively, which agrees with the induced errors
reported in Table 10.
Table 10
Calculated uncertainties of keff in the OPAL Reactor.

H2O [pcm] D2O [pcm]

Observed Uncertainty robs 47.2 40.0
Reported Statistical Uncertainty rstat 10.0 10.0
Unbiased Statistical Uncertainty runbiased 10.6 10.6
Induced Uncertainty rXS 46.0 38.6
5.3.2. Flux uncertainty
The flux in various regions within the reactor facilities were cal-

culated using detectors in Serpent. Specifically, a coarse-group
thermal flux structure was used to tally the flux in the 3 fuel types,
the cadmium poison wires, 3 irradiation facilities in the reflector,
as well as the leakage out of the system. An epithermal and fast
flux tally was also taken for each region, but as expected, the
induced uncertainty was statistically insignificant. In addition, no
detector result was found to be statistically significant <0.1 meV.
The results obtained from the detectors are contained in Table 11
for the perturbed H2O cross sections and Table 12 for the perturbed



Table 11
Detector results from OPAL using perturbed H2O cross sections.

Region 0.1–10 meV 10–100 meV 0.1–1 eV 1–10 eV

Fuel Type 1 0.69% 0.14% 0.47% 0.35%
Fuel Type 2 0.92% 0.12% 0.46% 0.35%
Fuel Standard 1.02% 0.12% 0.46% 0.34%
Cadmium 0.13%

Leakage
Low Flux Facility
Mid Flux Facility 0.21% 0.36%
High Flux Facility 0.16% 0.29% 0.33%

Table 12
Detector results from OPAL using perturbed D2O cross sections.

Region 0.1–10 meV 10–100 meV 0.1–1 eV 1–10 eV

Fuel Type 1 0.06%
Fuel Type 2 0.06%

Fuel Standard
Cadmium 0.15%

Leakage
Low Flux Facility 0.22% 0.60%
Mid Flux Facility 0.40%
High Flux Facility 0.23% 0.23% 0.15% 0.30%
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D2O cross sections. Blank entries indicate as statistically insignifi-
cant result. Red entries indicate a marginal result with an
0:5 � robs /rstat � 0:6.

The most statistically significant perturbation-induced uncer-
tainty in the detectors occurs in the 10–100 meV range, which also
contains the peak of the Maxwellian flux of the core. The perturbed
H2O cross sections have produced a stronger effect on the flux val-
ues of the fuel regions, not surprisingly owing to the presence of
H2O in the core. The high flux facility tally also shows a moderate
sensitivity to the perturbed cross sections from both cross section
sets, which is also reasonable given the proximity to the core.
However, the magnitude of the uncertainties are not particularly
large and likely will be negligible with respect to other uncertain-
ties of the system.

5.3.3. Comparison to previous work
A similar propagation of uncertainty was conducted in the same

OPAL reactor configuration (Maul, 2017) using perturbed H2O data
generated by Noguere et al. (2017) and Rochman and Koning
(2012). The data produced by Rochman was a demonstration of
the principle and the uncertainties were defined in an ad hoc
way, without relation to current experimental data. As such, they
produced large uncertainties in keff, with an induced error of 278
pcm, though this number is likely overestimated owing to the
non-Gaussian profile of the distribution of sampled keff results.
The data from Noguere produced a Gaussian distribution of keff
with rinduced ¼ 189 pcm. Only scalar parameters were used in per-
turbing this data, which generally larger uncertainties attributed to
them. Both of these cross sections were based on the IKE model
used in JEFF-3.1.1.

6. Conclusion

The perturbation scheme described in this work has been used
to generate uncertainties in the H2O and D2O cross section by sam-
pling LEAPR parameters from distributions obtained from experi-
mental uncertainties. 486 perturbed iterations for H in H2O and
D and O in D2O were calculated and the uncertainties were anal-
ysed. The uncertainty of the total cross section was obtained and
found to agree reasonably well with experimental uncertainties
and in the case of H in H2O, previous LEAPR parameter-based esti-
mates of uncertainty. The key parameters that predominantly
influence the total cross section are the four scalar weights associ-
ated with the different excitation modes of the dynamic structure
of the molecules, and key features of the CFS, such as the rotational
peak positions and translational mode profile for H in H2O and D in
D2O. While the H2O cross section was observed to exhibit model
flexibility with respect to individual parameters, the D and O in
D2O cross sections exhibited much more rigidity with weak to
strong positive covariances between each point in the cross
section.

Based on these results, the scheme looks promising after some
refinement to better exploit the potential, such as:

� Calculating through more iterations. 486 samples for each cross
section type was suitable for an initial analysis, but with more
sampling and the orthogonality approach extended to more
parameters, the variability could be captured more precisely.

� Refinement of the vector quantities reconstruction. The CFS
could be reconstructed from the VACF, which could be per-
turbed directly, or indeed parameters from the MD calculation
itself could be perturbed. The partial structure factors could
be analysed from an MD basis further as well.

� Interpretation of the alpha/beta grids impact on the total cross
section. While the current scheme does perturb these grids,
quantifying the effect is difficult and is necessarily tied to the
CFS structure itself.

� Analysis examining subsets of LEAPR parameters, where appli-
cable to better understand the dependence between variables.

� Examination of differential quantities of the cross section,
rather than just the total.

� Propagation into a wider range of benchmarks, such as the
International Criticality Safety Benchmark Experiment Hand-
book (ICSBEP) scenarios, particularly those with a plutonium
inventory.

The perturbed cross sections were used in a criticality problem
in the OPAL Reactor using Serpent to propagate the uncertainties to
a real-world system. The effect on criticality was marginal, but sta-
tistically significant with 48 and 41 pcm uncertainty in keff induced
from the perturbed H2O and D2O cross sections, respectively. In
addition, some small uncertainties were also observed in flux tal-
lies at various positions within the reactor. These are localised
around the thermal peak in flux (10–100 meV) and primarily
affected the flux in the fuelled regions (in the case of H2O) and
modestly in the high flux irradiation facility. Changes in the 235U
fission rate were observed at �0.01%, which agrees with the uncer-
tainty in keff.
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