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(Fig. 3, A and D). Residual localization of Bir1 is
detected at the noncentromeric heterochromatin
regions, which is preserved in bub1-KD cells
(Fig. 3D). These results imply that the single his-
tone mark H3-pT3 has a moderate ability to re-
cruit the CPC, which otherwise is enriched in the
pericentromeric region by the synergetic action
of H2A-pS121.

Immunostaining ofHeLa cells with antibodies
against H2A-pT120 (equivalent to yeast H2A-
pS121), H3-pT3, and Aurora B indicates that the
H2A-pT120 signals increase as Bub1 accumu-
lates at kinetochores during prophase, and, con-
comitantly, the distributions ofH3-pT3 andAurora
B narrow into regions adjacent to H2A-pT120
(fig. S9A). A zoomed-in view of prophase and
prometaphase chromosomes reveals that H3-pT3
signals localize to the intersister region, whereas
H2A-pT120 signals locate along the interkine-
tochore axis, with signals culminating near the
kinetochores (Fig. 5A and figs. S9A and S10).
Importantly, Aurora B signals are enriched in the
merged region of these signals (Fig. 5A), and this
Aurora B localization is disrupted by depleting
either phosphorylation of histone by RNA inter-
ference (Fig. 5B and fig. S11). These results in
HeLa cells, together with those in fission yeast,
advocate the notion that the inner centromere in
eukaryotes is principally defined by the intersec-
tion of two histone marks, H2A-pS121 and H3-
pT3, that aremediated by cohesin-associated kinase
Haspin/Hrk1 and kinetochore-associated kinase
Bub1 (Fig. 5C and supporting onlinematerial text).

In HeLa cells, the prophase pathway causes a
dynamic narrowing of cohesin localization to the
centromere (13, 21). For this redistribution, Bub1

kinase plays an important role by localizing H2A-
pT120 and shugoshin to the centromere (15, 22),
because human shugoshins play a crucial role in
cohesin protection (14, 22–24) in addition to bind-
ing to the CPC (12). Because Haspin or H3-pT3
localization may also depend on cohesin in HeLa
cells (fig. S12), this redistribution of cohesin to
centromereswill further attract theCPC-shugoshin,
thus constructing a positive feedback loop. Lo-
calization interdependencies are observed, not only
between the CPC and shugoshin, but also be-
tween cohesin and shugoshin in several orga-
nisms (9, 16, 21, 25–28). Thus, our study uncovers
a fundamental molecular network centered on
shugoshin-cohesin-CPC,which couples sister chro-
matid cohesion to chromosome bi-orientation in
eukaryotes.
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Species Interactions in a Parasite
Community Drive Infection Risk in a
Wildlife Population
Sandra Telfer,1,2* Xavier Lambin,2 Richard Birtles,3 Pablo Beldomenico,4 Sarah Burthe,5
Steve Paterson,1 Mike Begon1

Most hosts, including humans, are simultaneously or sequentially infected with several parasites.
A key question is whether patterns of coinfection arise because infection by one parasite species
affects susceptibility to others or because of inherent differences between hosts. We used time-series
data from individual hosts in natural populations to analyze patterns of infection risk for a
microparasite community, detecting large positive and negative effects of other infections. Patterns
remain once variations in host susceptibility and exposure are accounted for. Indeed, effects are
typically of greater magnitude, and explain more variation in infection risk, than the effects
associated with host and environmental factors more commonly considered in disease studies. We
highlight the danger of mistaken inference when considering parasite species in isolation rather
than parasite communities.

Macroparasites (helminths and arthropods)
andmicroparasites (viruses, bacteria, and
protozoa) are integral components of the

ecological communities that include their hosts (1),
and it is likely that most hosts, most of the time,
are infected with more than one parasite species

(2). Interactions between parasites in natural pop-
ulations, however, have been studied only rarely.
A community ecology perspective is particularly
relevant for studies of coinfection, as parasitesmay
interact directly by competing for resources or in-
directly via the host immune system (3). Inter-

actions may be antagonistic to at least one of the
parasites, either as a result of resource shortage or
where there are cross-effective immune responses,
or they may be beneficial to one or both parasites,
as a result of parasite-induced immunosuppression
or down-regulation of all or part of the immune
system (1).

Experiments in laboratorymodel systems have
demonstrated effects of coinfection on host sus-
ceptibility, infection length, and intensity and
clinical symptoms (3–5), whereas studies in wild-
life populations and humans have established
firmly that positive and negative associations can
occur between parasites (6–8). Such associations
may reflect interactions between parasites. Indeed,
interactions between parasites can have substantial
effects. For example, human immunodeficiency

1School of Biological Sciences, University of Liverpool, Crown
Street, Liverpool L69 7ZB, UK. 2School of Biological Sciences,
University of Aberdeen, Tillydrone Avenue, Aberdeen AB24 2TZ,
UK. 3School of Veterinary Science,University of Liverpool, Leahurst
Campus CH64 7TE, UK. 4Facultad de Ciencias Veterinarias,
Universidad Nacional del Litoral, RP Kreder 2805, 3080 Esperanza,
Santa Fe, Argentina. 5Centre for Ecology andHydrology Edinburgh,
Bush Estate, Penicuik, Edinburgh EH26 0QB, UK.

*To whom correspondence should be addressed. E-mail:
s.telfer@abdn.ac.uk

www.sciencemag.org SCIENCE VOL 330 8 OCTOBER 2010 243

REPORTS

 o
n 

O
ct

ob
er

 8
, 2

01
0 

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org


virus infections are thought to be driving resurgent
tuberculosis epidemics inAfrica (9). Hence, single
parasite studies may yield incorrect or incomplete
conclusions. Nonetheless, most epidemiological
studies, in animals and humans, still focus on
single species. Studies that do consider multiple
infections are typically cross-sectional, with each
host providing infection data at one time point.
The time of initial infection is unknown in such
studies. There is, therefore, limited scope for
determining whether patterns reflect inherent dif-
ferences between hosts in either susceptibility or
exposure to infection, rather than interactions (10),
or for exploring the impact of infection sequence
(11). Consequently, in natural populations, the
relative importance of interspecific interactions,
compared with other factors, in determining the
dynamics and structure of parasite communities
remains underexplored. Studies that monitor
infection status through time are required.

Here, we report an analysis of infection risk
using unprecedented time-series data on individual
infection histories from four replicate natural pop-
ulations of field voles,Microtus agrestis, compris-
ing 14,075 captures of 5981 individual voles.
Populations were sampled every four weeks (May
to November 2001; March to November 2002 to
2006), with animals tagged individually and blood
samples taken to allow infection status to be
monitored over time (12). We investigated indi-
vidual infection risks for a community ofmicropar-
asites consisting of cowpox virus, Babesia microti,
Bartonella spp. and Anaplasma phagocytophilum
(see Table 1 for details of their biology). Infection
risk will depend on both the probability of en-
countering an infectious dose and the probability
of infection given exposure (host susceptibility).
We aimed to determine whether susceptibility to
infection by a microparasite was influenced by
other microparasites. Therefore, for each micro-
parasite, we investigated whether the other micro-
parasites influenced the probability that a susceptible
animal became infected at a given time point (t0),
adding infection status for these other micro-
parasites as explanatory variables to baseline sta-
tistical models that accounted for environmental
and individual variables (e.g., sex and season) (12)
(table S1). Thus, we guard against detecting spu-
rious associations, which, in reality, reflect cor-
related exposure risk (e.g., a positive association
simply because both parasites are most prevalent
in late summer). For parasites causing self-limiting
infections, infection status at both t0 and/or the
previous month (t-1) were considered as explan-
atory variables, whereas for B. microti infections,
which are chronic, a three-level covariate was
used: uninfected, newly infected (infected at t0 but
not before), and chronically infected (first infected
prior to t0).

We found that this community of parasites
represents not four independent infections but an
interconnectedweb of interactions: Effects of other
infections on infection risk were both strong and
widespread, and connectance within the parasite
community was exceptionally high, with evidence

detected for all possible pair-wise interactions
(Fig. 1 and table S2). Both positive and negative
associations were detected, and their magnitude
was frequently considerable: increases up to a
factor of 5.5 in risk and reductions in the odds of
becoming infected on the order of 15% compared
with uninfected individuals (Figs. 1 and 2). Indeed,
perhaps most strikingly, in all cases, except for
cowpox, infection with other parasite species
explained more variation in infection risk than
factors related to exposure risk and host condi-
tion, such as age and season (see relative changes
in Akaike Criterion Information index (AIC) (13)
in table S3). Moreover, the sizes of the effects of
other parasites on infection risk were also similar
to, and frequently greater than, other factors. For
example, of all the noninfection variables, season
generally had the largest effect on infection risk
(table S3 and fig. S1), with seasonal increases in
infection probability ranging from ~3 times as
high (A. phagocytophilum) to 15 times as high
(B. microti), but these were broadly matched by
the magnitude of infection effects (Figs. 1 and 2).
Effect sizes for noninfection variables are shown
in fig.S1.These results are not explicable by sim-
ple co-occurrence of infections in hosts in poor
condition, because for a subset of the data we
explicitly account for variations in individual host
condition indices at the time of infection (body
condition and haemotological condition (12), and
there was no evidence of any reduction in the
strength of between-parasite interactions (table
S4). Thus, the most likely explanation for these
effects is that interactions between these micro-
parasites within individual hosts have a large
impact on host susceptibility.

The effects of self-limiting infections were
generally short-lived. Thus, although cowpox virus
infection at t0 consistently increased susceptibility
to other parasites (by a factor of ~2) (Fig. 1), there
was little evidence of effects of cowpox infec-
tion at t-1, despite a correlation between infection
status at t-1 and t0. Likewise, animalswith ongoing
A. phagocytophilum infections (infected at t-1 and t0)
were less likely to become infectedwithB.microti,
but risk was not reduced in animals that had re-
cently cleared an infection (infected at t-1 but not t0)
(Fig. 1). These observations highlight the dynamic
nature of the immunological environment within
hosts, andwe speculate that susceptibility frequent-
ly returns to normal levels soon after clearance of
the first infection.

Several infections increased susceptibility to
other microparasite species. In such cases, release
from effective control by the immune system is the
most likely explanation, especiallywhen supported
by experimental studies. For example, laboratory
studies have indicated the importance of immu-
nomodulation for host exploitation by pox viruses
(14), which may explain the positive effect of
cowpox virus on susceptibility to other parasites.
The same immune-mediated mechanisms might
also account for our earlier demonstration that
cowpox virus increases the length of Bartonella
taylorii infections (10). Thus, mechanisms re-
sponsible for increasing susceptibility may also
prolong infections in those that do succumb.

Strong decreases in susceptibility caused by
other infections were also observed. The largest ef-
fect overallwas reduced susceptibility toBartonella
spp. in individuals infected with B. microti and
was especially apparent in chronically infected

Table 1. Summary information on the microparasite community, based on best available
knowledge for infections in rodents.

Microparasite Type Mode of
transmission

Infection
length Site of infection

Clinical
signs/effects
on fitness

Cowpox virus
(CPXV)
(19–21)

Virus Direct Self-limiting
(4 weeks)

Respiratory tract
and lymphoid
tissues, mainly
macrophages
and monocytes

No obvious
clinical signs
but reductions
in survival
and fecundity

Babesia microti
(22)

Protozoan Ticks Chronic
(lifelong)

Erythrocytes,
then sequestered
in spleen and
liver, periodic
release into
wider circulation

Hemolytic
anemia
but usually
subclinical

Anaplasma
phagocytophilum
(23)

Bacterium Ticks Self-limiting
(4 to 8 weeks)

Granulocytes,
primarily
neutrophils

Transient
cytopenias

Bartonella spp.
(24, 25)

Bacterium Fleas Self-limiting
(4 to 8 weeks)

Vascular
endothelium,
followed by
release and
invasion of
erythrocytes

None described
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animals, where the odds of infection were 15%
of those of uninfected animals (Figs. 1 and 2B).
B. microti also decreases the length of Bartonella
taylorii infections (10). Reciprocally, current
Bartonella spp. infections were associated with
reduced susceptibility to B. microti (Figs. 1 and

2C). Resource depletion may play a role here
because both species target erythrocytes (Table 1).
Reduced infection intensity of haemoparasites has
been observed in mice coinfected with anemia-
causing helminths (3). Alternatively, negative ef-
fects may reflect up-regulation of mediators of a

cross-effective Th1 response and therefore could
represent an example of immunologically driven
ecological interference (7, 15).

Our data also highlight the contrasting effects
that one parasite may have on susceptibility to
other parasites. A. phagocytophilum infection at t0
increased susceptibility to cowpox by a factor of
5 (Figs. 1 and 2D) but substantially decreased
susceptibility to Bartonella spp. (Figs. 1 and 2B).
A. phagocytophilum infections are known to have
immunomodulatory effects, provoking cytope-
nias and reducing numbers of both red and white
blood cells (Table 1). Consequently, positive ef-
fects may be immune-mediated (down-regulation
of immune response), whereas the reduced sus-
ceptibility toBartonella spp.may also be immune-
mediated (cross-effective response) and/or due to
resource depletion.

We found, further, that whereas new and
recently cleared A. phagocytophilum infections
increased susceptibility to B. microti, ongoing
A. phagocytophilum infections, as previously
noted, decreased susceptibility to B. microti (Figs.
1 and 2C). There was also evidence in this case
of reciprocal positive effects: Chronic and new
B. microti infections increased the risk of
A. phagocytophilum infection factors of 2 and
5, respectively (Figs. 1 and 2A). Both of these
microparasite species are tick transmitted, and the
co-occurrence of tick-borne pathogens is com-
mon (16). Despite the inclusion of tick abundance
in the models, the reciprocal positive interactions
could be a case of unaccounted-for correlations in
exposure risk such as coinfected ticks (17), whereas
the negative effect of ongoing A. phagocytophilum
infection could reflect an antagonistic interaction
within hosts . For example, the suppression of
Babesia divergens by simultaneous A. phagocyto-
philum infections has been observed in cattle (18).

Finally, our results emphasize that the stan-
dard practice of classifying individuals in natural

Fig. 1. The web of interactions between microparasite species within this community, showing the
magnitude of effects. All associations shown obtained overwhelming support (accumulative weight in
models >0.9) (see table S3). Positive associations are shown in red [odds ratio (OR) >1] and negative
associations (OR < 1) in blue, with the strength of the line color reflecting the magnitude of the
effect. ORs (exp b) (see table S3) relative to uninfected individuals, with 95% confidence intervals in
brackets. Thus an individual with a new B. microti infection is ~5 times as likely to become
infected with A. phagocytophilum than an uninfected individual (OR = 5.43). Infection history associated
with each effect is also indicated: N, negative, P, positive. Thus, NP indicates no infection at t-1, infection
at t0. –P is used to signify that NP and PP show similar effects. Because B. microti induces a chronic
infection, there are three infection status histories (uninfected, chronic, and new infections). For cowpox
virus, a probability of infection was used in analyses, and results are for individuals that sero-
converted at t0 (i.e., NP infection history, probability of infection at t0 = 0.5) (12).
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Fig. 2. Predicted probabilities of acquiring an infection depending on
infection status by other parasites for (A) A. phagocytophilum (AP), (B)
Bartonella spp. (BT), (C) B. microti (BM), and (D) cowpox virus (CP). Pre-
dictions are based on the models in table S3. Gray bars represent indi-
viduals without other infections (uninf); red and blue bars highlight positive
and negative effects on susceptibility, respectively. Each bar is labeled with

the infection (e.g., CP) and the infection history (see Fig. 1 for explanations)
associated with each effect. Error bars represent 95% confidence intervals,
averaged over random effects. Predicted probabilities are defined with
reference to an 18-g male in July at one specific site. In cases where NP and
PP show similar effects, predicted probabilities are based on an NP infec-
tion history.
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populations as infected or uninfected by one
parasite alone fails to recognize that much more
may be implied by the categorization “infected.”
For example, cowpox virus infection has been
associated with major reductions in survival and
fecundity (19, 20). However, in our results, 39%
of those infected with cowpox virus were also
infected with B. microti (n = 651), 65% of the
remainder had Bartonella spp. infections (n =
396), and overall 79% were coinfected with at
least one of the three microparasites considered.
Clearly, even when substantial associations be-
tween a given infection and host fitness are detected
in a wildlife host, attributing the effect to that par-
asite alone may be unjustified.

This study demonstrates that communities of
microparasites may be structured by strong inter-
actions between species, consistent with past cross-
sectional studies that have highlighted associations
between parasite species (7, 8). In particular, by
using time-series data, we provide the first evi-
dence for microparasites in natural populations
that such interactions can be driven by effects on
susceptibility and can have as much impact on
infection risk as more commonly considered
factors such as host age and season. Because
field voles are also infected by macroparasites, as
well as other microparasites, our study only con-
siders a portion of possible interactions in the
parasite community. For instance, macroparasites
and microparasites apparently interact negatively
in natural populations of African buffalo through
accelerated mortality and immune-driven effects
on susceptibility (15). Thus, parasite community
interactions in voles may well be even richer than

those we have measured. Such strong effects on
individual host susceptibility are likely to directly
influence population-level parasite dynamics and
may have profound consequences for disease
management programs. Specifically, where inter-
actions are antagonistic, control that targets one
parasite species may result in unexpected in-
creases in a second parasite species. To predict
and control parasites and disease in natural pop-
ulations, we need to understand community in-
teractions among parasites and not just single
host-parasite interactions.
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