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Context-free grammars are one of the most investigated families of grammars in formal language theory. They provide
a precise mechanism for describing the basic recursive structure of sentences in human language, and also have played a
central role in compiler technology, as in the implementation of parsers, for example. In this note we give a characterization
of context-free languages (i.e. languages generated by context free grammars), which is based on Greibach [1] normal form.

In order to state the result we revise the basic definitions. A grammar is a 4-tuple G = (V, T, S, P), where V and T are
finite sets of variables and terminals, respectively, S € V is the start symbol and P is a finite set of productions of the form
a — B, with a, p € (VUT)* and @ non-empty. We assume that V and T are disjoint. The grammar G is context-free if all
its productions are of the form A — 8 where A€ V and 8 € (V UT)*. A language L is context-free if L can be generated by
a context-free grammar. Let ¢ denote the empty string.

Theorem 1. Let L be a language without €. Then L is context-free if an only if L can be generated by a grammar for which every
production is of the form o — ap, where « is a non-empty string of variables, a is a terminal and B is a (possibly empty) string of
variables.

Before we prove the theorem, we need to state some notation and previous results. Let G = (V, T, S, P) be a grammar.
We write :G> y2 when there exist A1, 12 € (V UT)* and a production o — 8 in P such that y; = jaiz and Y, = 118X,

For n > 0, we write :Z> y> when there exist aq, ..., op41 such that
Y1 =01, Y2 =0npt1 and ¢ :G>oe,-+1, i=1,...,n
0 . . .
(note that 4 :G> y2 iff y1 = y2). We use :Z> to denote the reflexive and transitive closure of :G> As usual, we define the

language generated by G to be
L(G):{weT*:s%w}.
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Let G=(V,T,S, P) be a grammar for which every production is of the form o — af, where « is a non-empty string of
variables, a is a terminal and g is a (possibly empty) string of variables. We will write

Y1 :G> 2 (leftmost)
when there exist A1 € T*, A, € (V UT)* and a production & — 8 such that y; = 1Ay and y; = A1 81, We write
Y1 :2> > (leftmost)

when there exist o1, ..., ®y+1 such that

Y1 =01, Y2 =py1 and o :G>ot,-+1 (leftmost), i=1,...,n.

Lemma 2. et G = (V, T, S, P) be a grammar for which every production is of the form o — ap, where « is a non-empty string of
variables, a is a terminal and B is a (possibly empty) string of variables. Suppose B1x1B2X2 . . . BxXk Br+1 :2> w,withw eT*, n>1,

k>0,B1,....Bks1 €V X1,....xk € T* — {e}. There exist w1, ..., Wi € T* and ny, ..., ngyq > 0 such that

1. Bi ::;5 w;j (leftmost), fori=1,...,k+ 1.

k+1
2. ) ni=n.
3. WiX1W2X2 .. WiXgWke1 = W.

Proof. We proceed by induction on n. The case n =1 is trivial. Assume the result is valid for n and let
Bix1 ... BeXk Br+1 n%l w.
Then there exist j > 1 and 81, 6, @ € V* such that 8j = §1a62, « — ay € P and
Bix1...xj_181ay 82X . .. BeXiBir1 :Z> w.
By the inductive hypothesis, we have that there are w1,..., Wy € T* and ny, ..., ng42 > 0 such that

1. Bi :'Z;& w; (leftmost) for i < j, &; % w; (leftmost), y & n%l w1 (leftmost) and B; n%] Wit for i > j (leftmost).
2. Y 2n—n.
3. WiX1 . Xj_ i WiaWj1Xj .. Wi XgWiqo = W.
So
Bj =818, % wias % wjay s, n%l Wiaw jiq

and then we have

nj+njq+1
L

Bj

wjaw j41 (leftmost).

The proof easily follows from this. O

Corollary 3. If :Z> w then o :Z> w (leftmost).

Proof. It is a straightforward inductive argument. O

Proof of Theorem 1. Let L be a context-free language. We recall that a grammar G is in Greibach Normal Form if every
production rule is of the form A — aB where AcV,aeT and g € V*. If L is a context-free language without ¢ then there
is a grammar in Greibach Normal Form G such that L = L(G) (see [1]), which proves one direction of Theorem 1.

Suppose that L = L(G) where G is a grammar such that every production rule is of the form o — a8 where o € V*\ {¢},
aeT and B € V*. Define the following sets:

Ne=faeV*:a —>aBePforsomeacT, BeV*},

Mg ={B € V*: thereis « € N¢ such that 8 is a prefix of « and 8 # «}.

Please cite this article in press as: M. Badano, D. Vaggione, Characterization of context-free languages, Theoret. Comput. Sci. (2017),
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For e € N and B € M let Vq 4 be a new variable. Let G = (V, T, P, Vs ¢), where
V ={Vqp:aeN¢and € Mg},

and P = PqU P, where Py ={Vq g —a: « —aBeP and f € M¢} and

1_32 = {Va’ﬂ — avﬂ1,r1 Vrlﬁz,fz cen ka—lﬂk,fk: k >1,
o —>afy...BxPr+1 € P,tieMgand Bi#efori=1,...,k,
B1€Ng, tiBiy1 € Ngfori=1,...,k—1,and 8 = tBxr1 € M¢}.

The following example shows the construction of the grammar G for a given grammar G.

Example 4. Let G=(V,T,P,S) where V ={S, A, B}, T ={a,b,c,d} and P is the set of following production rules

S — aAB
A — aAB
AB — ¢
BB —d
B—b
According to the previous definition we have
N¢ ={S, A, B, AB, BB} and M¢ = {¢, A, B}.

The set of production rules P is given by

Vse—aVaeVpe Vae—aVa Ve Vape—¢C
Vse—>aVaaVage Vae—>aVaaVape Vppe—d
Vse—>aVapVppe Vae—>aVapVppe Vge—b

Vse—>aVape
Vsa—>aVaeVpa
Vs.a—aVaaVasg.a
Vs.a—>aVagVep.a
Vs a—>aVapa
Vsp—>aVacVpp
Vsp—>aVaaVass
Vs.p—>aVapVes s
Vs.p—>aVaps

Vsp—>aVae

Vae—>aVape
Vaa—aVaeVpa
Vaa—>aVaaVapa
Va,a—aVapVppa
Vaa—aVapa
Vag—>aVacVpp
Vag—>aVaaVags
Vag—>aVapVpss
Vag—aVaps

Vap—>aVae

a=p1...peand Vg, o Vg - Vi1 poe :Z> w
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Observe that even when the size of P is much larger than the size of P, most of the new production rules are useless
(either unreachable or unproductive).

We will prove that, for any grammar G under the hypothesis of Theorem 1, L(G) = L(G). Indeed we will prove the
following more general result from which L(G) = L(G) follows.

Claim 5. Ifa e V*\ {¢}and w € T* thena:i} w iff there exist k > 1, Bi # e fori=1,...,k and 14, ..., Tx—1 € Mg, such that
B1€Ng, Tifiy1 €Ngfori=1,....k—1,
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We remark that in the case k=1 the expression Vg, ¢, ... Vg _,g.¢ = w should be interpreted as Ve =S w.
G G

In order to prove this, first we will see that, for every n, « :Z; w implies there exist B1,..., Bk # ¢ and 14, ..., Ty_1 with
k > 1 such that

*
a=p1...0cand Vg, ;... Vg _ 8¢ :6> w,

and we proceed by induction on n.
If n=1 then we have « ? w, which implies &« — w € P. By definition we have V4 — w € P and then Vg :*> w.
G

Now assume the result is valid for n and let o n%; w. By Corollary 3, we may assume that this is a leftmost derivation.

Then there are &, 8,y € V* and w € T* such that
o=ay, & —adeP, w=aw and sy :g>v'v.
So, by the inductive hypothesis, there exist f1,..., fx #¢ and tq, ..., Ty_1 with k > 1 such that
8y =p1...6cand Vg, ;... Vg g.e :;_;> w.
We have here two possible situations, either § is a prefix of g1 with § # 81, or 81 is a prefix of 8.

Case § is a prefix of 81 and § # B1. Let ¢ € V*\ {¢} be such that 1 = §¢. Observe that, in this case, y =¢p; ... Br. We
take

K =k+1
B =a
=94
By =¢
= Bifori=3,..  k+1
rl.’ =t_1fori=2,...,k
So we have

a=ay=p¢b.. bx=>PB1B2P3 - Bry
and since @ — ad and § € Mg (8 is a prefix of 81 and § # 1)

VﬂQ,T]’ —aeP
Also note that Vg o =Vein and then
1 * -
Vi o Vg oVeop,r - Vf,éﬁ,’ﬁ_l,s :C> Vo Vapt - Vo ipee :C> aw =w.

Case B; is a prefix of 8. If § = B1... B, then y =& and o = &. Since & — ad € P, we have

o —>apy...pxeP
which implies

Vae—aVg, o Vepyr - Vo ipoe €P
and then we have

* -
Va,e ? aVe, o Vop.o - Vo e ? aw = w.

If §# B1...Bk then y # ¢e. Since B is a prefix of § and y # ¢ we have that k > 2 and there is 1 < j<k—1 and
@,y € V* with 1 # & such that § = B1...Bjp and Bj 1 = @. We take

g =@
T =T
B, =V

,8{ = ﬂj+i—] fori=3,....,k—j+2
T = Tjpi—fori=2,...  k—j+1

Observe that 7j¢ is a proper prefix of 7;8j,1 so we have 7] € M. Since & — a1 ... 8@, by definition we have

Please cite this article in press as: M. Badano, D. Vaggione, Characterization of context-free languages, Theoret. Comput. Sci. (2017),
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Vﬂ{,r{ — aV,gm] V‘E]ﬁzy‘[z . ij—lﬁjv'fj eP

and then

*
Vﬂ{,r{ Vrl’ﬁé,tz’ e V‘[,:71ﬂ,;,8 ? aVpo - Ve apn Veou i - Vr,éflﬁ,i,s ? w.

To see the other direction we will prove by induction on n that if there are g1, .

n
Vﬂlvfl Vl’lﬁz-,fz s kaqﬂkﬁ T_; w

then ﬁl..,ﬁk:}w.

..,Bc#¢€ and 19, ..., Ty_1 such that

Ifn=1thenk=1and Vg, . > we P which implies 8; — w € P and then B; :Z> w.

Now assume the result is valid for n and suppose there exist 1,

n+1
Vit Vo iBe :g w

...,,Bk and G .

., Tx—1 such that

Without loss of generality, we may assume that the above derivation is leftmost. So there exist ae T, w € T* and ¢ € V*

such that w =aw, and
Vﬂlll —ag € I_),

n
Vo Vo pe :(’;> w.

If £ = & then by definition of P we have
p1—ar €P,

and by the inductive hypothesis on (2)
T1h2... P % w.

Then we have

E3 -
ﬁ1/32...ﬂk:G>at1/32...ﬂk:G>aw:w‘

If £ # & then there are 8{,..., 8, #¢€ and 7{,..., 7, € V¥ suchthat;:Vﬁ;J{‘..

, eP

’ /
Tn_1Bm>Tm

Vg, o — aVﬁ{,,{ 4
which implies that there is g, 41 such that

B1—aBi ... BuPmii €Pand Ty =18, 1.

Then we can rewrite (2) as

anl=
=

Vo Vo nan Vs e Vocibos
By the inductive hypothesis we have

Bi- BnBrny1B2) - B W
So

B ...ﬂk?aﬂ{ ...ﬂ,/nﬁ,’,1+1ﬂ2...ﬁk%>aﬁ/:w

which concludes the proof of Claim 5.
Now by Claim 5 we have

L(G):{weT*:s%w}z{wer*:vs,gzﬂw}:ué)
G

and we have proved Theorem 1. O
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