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Abstract: In this paper a zone MPC controller is proposed to deal with the tracking problem
of linear impulsive control systems. The control strategy is based on the analysis of some system
equilibrium generalizations, which are characterized by means of two underlying discrete-time
systems. First, it is shown that the impulsive system has a kind of orbits in the state space,
passing trough the equilibrium points of the underlying systems, and then, these geometric
equilibrium entities (the orbits) are used as possible targets for a zone control system. Based
on this new description, an efficient MPC algorithm is designed to steer the system to a set -
usually associated to a ”therapeutic window” in drug administration problems - that includes
a previously defined family of orbits. The strategy is tested by controlling an impulsive model
of an intravenous bolus administration of Lithium ions system.
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1. INTRODUCTION

In the past decade, impulsive control systems (ICS) have
received a great attention in the engineering commu-
nity because of very interesting applications, specially
in the field of biomedical research. There, one central
problem has been the drug administration in the treat-
ment of severe infections as the human immunodeficiency
virus (HIV) (Chang et al. (2014); Rivadeneira and Moog
(2012)), or in the management of insulin-therapies for
diabetic type 1 patients as it has recently shown in Huang
et al. (2012).

The impulsive control of biomedical problems related to
drug administration has been analyzed and settled as a
new challenge in control systems theory in several papers
Bellman (1971); Ehrlich et al. (1980); Pierce and Schu-
mitzky (1976). Indeed, the short time of action of the
manipulated variable against the evolution of the dynam-
ics suggests that the most suitable way to represent such
behaviors is by using ICS. Some control strategies have
already been applied to this kind of problems, for instance,
optimal control was designed in Pierce and Schumitzky
(1976), and recently, a version of model predictive control
(MPC) has been developed in Sopasakis et al. (2015) for
the problem of dosing a intravenous bolus of Lithium ions
described in Ehrlich et al. (1980).

Sopasakis et al. (2015) studies the problem of steering the
system to a state target set (named therapeutic window),
which could not contain the origin in its interior. Invariant

control sets in open loop and closed loop are then defined
and some criteria to compute them are given. Finally,
based on these sets, a MPC strategy is derived by min-
imizing the evolution against the therapeutic window set.
In this context, however, the calculation of the invariant
sets is not a trivial task and it could be difficult to do
in many applications. Besides, the computational effort
appears to be high - depending on the prediction horizon,
which in general must be settled so large as to obtain a
large domain of attraction.

Zone control MPC (Ferramosca et al. (2010); Gonzalez
and Odloak (2009)) is an advanced MPC strategy in
which the system state is steered to an equilibrium set
(instead to an equilibrium point) making no differences
between points inside the set. Furthermore, this control
strategy is formulated in a tracking scenario where the
equilibrium set can be far from the origin. By means of the
use of intermediary variables that are forced to lie in the
equilibrium space, this kind of controllers has an enlarged
domain of attraction, depending on the controllable set to
the entire equilibrium space, instead of the controllable set
to a given point or invariant set.

The contributions of this paper are three-fold: first, an
extended characterization of dynamical properties of LICS
is developed, where non-zero impulsive equilibrium gen-
eralizations are analyzed and described through two un-
derlying linear discrete time systems. Second, based on
that novel description, a zone control MPC is developed
to guarantee stability and convergence to a state window
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target set. Finally, the performance of the strategy is
illustrated in an interesting biomedical application related
to the central problem of drug administration.

2. PRELIMINARIES

The class of dynamic systems of interest in this paper
basically consists of objects defined by a set of linear
impulsive first-order differential equations of the form

SC(t) = AC$(t), 17(0) = X, t 7& Tk,
I(le_) = Agx(my) + Bu(rg), k€N, (1)

where the independent variable t € R denotes time, the
state x € X C R™, and the inputs u € U C R™ denotes
impulsive controls. Both, X and U are compact sets and
contain the origin in their interior. Matrices A, € R™*",
Ay € R"™ ™ are the continuous and discrete transition
matrices, respectively, and B € R™*". Notice that when
Ay = I, there are not discontinuities of the first kind in
the state variables, and they only are due to the controls
u(7g). Furthermore, as part of the system description, the
target state set X7 C X is defined as the zone state where
it is desired to remain.

Let us denote the initial time as to = 0 and the set of
time instants as T = {0,71, -+, 7k, -}, with §; being
d; = T;+1 — 7. The state response for these systems can be
generated as follows:

e Int = 0, there is no control applied. So, in the interval
0 <t < 7, the state response is z(t) = ®(¢,0)zg =
eAetry. Particularly, z(r) = e4<%x.

e Int=r1,2(r]) = Agx(m1) + Bu(m) = Agededor, +
Bu(r). Defining T; £ Age<%, fori=0,1,2, .., the
jump of the state is given by (") = Toxo + Bu(r).

e In the interval m; < t < 7o, the state response
with one impulse applied to the system becomes
x(t) = eAt=m) (Toxg + Bu(m)) = ®(t,0)z0 +
®(t,m1)Bu(r). Particularly, z(m2) = e?<d1z(]).

eInt =1, 2(ry) = Agz(m) + Bu(r) = TiToxo +
TlBu(Tl) + BU(T2>.

e In the interval » <t < 73,

w(t) = e (Aga(rs) + Bu(rz)) =
= A=) () Tywo + Ty Bu(m) + Bu(r)),
= ®(t,0)xg + P(t, 71)Bu(m1) + (¢, 72) Bu(a).

By repeating this procedure, the state transition matrix
of Eq. (1) is deduced for a general interval 7, < t < 7541,
with k& impulses applied to the system, and it is given by

k
o(t,0) = e ] T (2)

i=1
The state transition matrix is invertible for all ¢ € [0, 00)
if and only if the matrix Ay is invertible, and in this case,
®(0,t) = ®1(¢,0). The state response of system (1) for

Ty <t < Tpy1, with k impulses applied to the system, is
k
o(t) = ®(t,0)wo + Y ®(t,7)Bu(r). (3)
j=1

Notice that if B = 0 and Ay = I, the state transition
matrix for linear time invariant (LTT) systems is recovered,

#(r) = a(r) = 20 ~—— 2(r5) = Ag(r2) + Bu(r) 2 2°(2)

.r(r[*) = Agx(m1) + Bu(m) 2 x°(1)

v

w
Fig. 1. Typical state system evolution

that is, ®(¢,0) = e?’ and the state response is just
x(t) = etetzy. The state at times 7, is given by

k k k—j
x(ﬂj) = <H Tk—i) o + Z <H Tk_j_i> Bu(rj). (4)

Now, if B # 0 but A; = I, the state response equation
becomes

k
z(t) = et | zo + Ze‘Ach Bu(rj) | , (5)

j=1

which agrees with the results in Yang (2001).

3. DYNAMICAL CHARACTERIZATION
3.1 Underlying discrete time systems

The impulsive control system given by Eq. (1) is a hybrid
system characterized by an autonomous and continuous
part (the differential equation), and by a discrete sequence,
which describe the discontinuities of the first kind in
the state. This discrete sequence is represented by the
‘algebraic equation’ in (1), and relates the state at time
T]:_ with the state and the impulsive input at times 7.
However, it is possible to expand this characterization
adding two discrete time systems, which can be obtained
by sampling the state at 7, and le_, for k = 1,2,---,
respectively. This way, the first discrete system results

l‘(Tk):eACT’“ [CL‘(Tk_l) —l—B’u,(Tk_l)] (6)
=Ty jx(Th—1) + eAC‘skleu(Tk_l). (7)
while the second one is
+) — A Acdk_1 + B 8
I(Tk ) ac 117(7'1@_1) + Bu(ty), (8)
= Ty12(1_y) + Bu(m), 9)
where T} = eA<% Ay i =0,1,---. Notice that the inputs

u(7y,) are already known at time instants 7;7. These two
discrete systems are linear but with time-variant matrices
due to §; is not necessarily equidistant. Here, it is assumed
that §; = 90, then T; =T, T} =T*, for i = 0,1,---, and
the systems become

2 (j + 1) =T*2*(j) + e*** Bu*(j)
= A*z*(j) + B*u*(j),

(10)
x*(0) = xo,

and
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2°(j +1) =Ta°(j) + Bu®(j) (11)
= A%2°(j) + B°u®(j), 2°(0) = o,

where A° = T = Age?<®, A® = T* = e A, B° = B,
B* = ¢4°B, and u°(j + 1) = u*(j), for j > 0. These
two discrete time systems describe the original system (1)
at the impulsive times, 7;, and an instant after this time,
when the jump has already occurred, 7'1-+. So, these two
discrete time systems are part of system (1), and this
is why (11) and (10) are called here as the underlying
discrete time systems of the linear ICS (1). Notice that
there is only one input w (shifted one time instant) for
both discrete time systems.

3.2 Impulsive equilibriums

The only equilibrium of the impulsive system (1) is given
by (us,zs) = (0,0), which is the only pair verifying
i = 0 and z(r;") = z(rx) = 0. However, it is possible
to define equilibrium points for the underlying discrete-
time systems defined above, that are closely related to the
impulsive system behavior. As it is known, equilibrium
points of discrete time systems are pairs (us, xs) such that
if the system is placed at x4, then, the injection of us to
the system makes that it remains in x.

In fact, both discrete time systems (11) and (10) are part
of an unique system, then

Definition 1. (Extended equilibrium of an impulsive
system) An extended equilibrium of an impulsive system
(us,x,2?) is a triplet such that if the impulsive system
starts in x7, and the input wu, is successively injected to
the system with same amplitude at time instants 7, then
the impulsive system will describe an orbit that goes from
x7 to 2%, and then back to z¢, indefinitely.

The equilibrium triplets will be given by (us,2,z?)

(us, G°us, G*ug), where G° 2 (I, — A°)™1B°, and G*
(I, — A*)~1B*. Notice that two equations relate z® with
x2: the jump produced by input us, Agx? + Bus = 2, and
the free response e4<92° = 22, In fact, this kind of systems
has no equilibrium points, but equilibrium orbits:
Definition 2. (State equilibrium orbit) For a given
extended equilibrium (ug, 22, 22), the state equilibrium
orbit of an impulsive systems, o, is described by z(t) =
eAetz? for 0 < t < §, and particularly z(8) = e?<92° = x?,
where the final state z? is given by 2% = A4x7 + Bus.

> 1l

See Fig. 2 for a schematic plot of some equilibrium orbits.

Remark 1. Orbits os are not in general control invariants
for the impulsive system (1). However, if the case where
the time interval ¢ is not constant is considered, it can
be shown that once the state x(t) is in o,, at a given
time £, then always there is a control sequence u =
{u(r)),u(Tjs1),--- }, with 7; > £, and a sequence of time
intervals {d;, 841, } such that z(t) € o, for t > £.

The extended equilibrium and the equilibrium orbit de-
fined before play the role of the equilibrium point in a
discrete time system. Now, the next step is to describe
the analogue to the equilibrium set (a set in which each
elements is an equilibrium) ! . That is

1 A further generalization of the equilibrium set is the invariant set,
which also includes transient evolution of the system. However, in

Definition 3. (Control equilibrium sets for the un-
derlying discrete time systems) The control equilib-
rium sets for the systems (11) and (10) are given by:

X;é{xeX:x:Gou, for some welU} (12)
X;é{xeX:x:G'u, for some welU}, (13)

respectively. These sets implicitly generates the input
equilibrium set:

U2 {uell: (Gou, Gou)e X2 x X}  (14)
The control equilibrium sets defined before have the fol-
lowing intuitive property:
Property 1. Consider that the impulsive system (1) is
placed at a given state xs which belongs to X2 (or X?), at
time instant 7;. Then, there is a control impulsive sequence
u = {u(m),u(Ti+1), -+ )} in Us, that keeps the system (11)
in x5 (or the system (10) in ), for all j > 4, which implies
that the impulsive system (1) is kept in the orbit o, defined
by x, for all ¢t > 7;.

Proof. If x5 € A?, then the control impulsive sequence
u = {0, us, us, -+ )}, where us € Us is the input such that
xzs = G°ug, makes that the impulsive system (1) keeps
in the orbit o,. On the other hand, if x, € X, then the
control impulsive sequence u = {us, us, us, )}, where
ug € Uy is the input such that x5 = G®us, makes that the
impulsive system (1) keeps in the orbit os.

Notice that X7 and X lie in subspaces of dimension m of
R™. Given that X', which contains the origin in its interior,
the sets X and X? generate a cone in X', which is in a
subspace of dimension 2m of R".

Definition 4. (Control equilibrium set for the impul-
sive system) Given an input equilibrium set Uy, and a
particular value of § > 0, the control equilibrium set of
the impulsive systems (1) is given by:

Xs={x e X :x=ax] + Bz}
where 2 € X7, 22 € X3 and o, >0 or a, 3 < 0.
Remark 2. The angle between XY and X7 is defined by 4,
in such a way that for larger values of § the angle increases,
and particularly, for § — 0 both sets coincide because the
impulsive input becomes a continuous one.

(15)

Property 2. Consider that the complete impulsive system
(1) is placed at a given state x5 € X, at time instant
7;. Then, there exists a control impulsive sequence u =
{u(m), w(rig1), -+ } in Us, that keeps the system (11) in
xs (or the system (10) in z;), for all j > ¢, which implies
that the complete impulsive system (1) is kept in the orbit
os defined by zg, for all ¢ > 7;. This means that, although
Xs is not a strict control invariant set for the impulsive
system (given that the orbits do not necessary belong to
Xs), this set is in fact a control invariant set for the discrete
time underlying systems.

Proof. The proof follows the same steps than the proof
of Property 1, if z;, € XY or z; € X?. In addition, if
T is in the strict interior of X, then there is an input

this work it is not necessary to define such a sets for the proposed
control objectives.
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Fig. 2. Cone X, into a subspace of dimension 2 in R3, sets
X and X2, and equilibrium orbits o, of a simulated
impulsive system.

% € U, such that Agxs + Bt = 22 = G°u,. This is so,
because of linearity of the jump map. Then, the input
sequence u = {4, 0, us, us, - - - }, which is in U, makes that
the impulsive system (1) holds in the orbit os.

Definition 5. (State equilibrium orbit set) Given
the following equilibrium triplets (usﬁmm,x;mm,x;,mm)
and (usﬁmam,x;maz,x;maz), a State equilibrium orbit
set of an impulsive system, O, is the set of equilib-
rium orbits o, defined by all the triplets (usyi,:zz;i,:c;i),
such that (Us,ming,mmvx;mm) =

o (Us,iv'r;iax;i) j
(Us,max; Ig,mam x;,maac .

See Fig. 2 and Fig. 3 for a schematic plot of the cone
defining the control equilibrium set and an equilibrium

orbit set, respectively.

3.8 Target equilibrium sets for control purposes

The control goal is to steer the ICS (1) to an arbitrary
target set X7, and once the system reaches this set, to keep
it there indefinitely. To accomplish that, it is necessary to
find an equilibrium set, included in X7, to be used as a
target equilibrium set in a tracking control strategy.

So, the objective now is to find two control equilibrium
target sets for (11) and (10), X°T c X7 and X7 C
X7 such that the orbit set O,, associated to XSOTS and
X7 called as OT| is contained in X7. Equivalently, it
is possible to define a control equilibrium target set
for the impulsive system (1), X, by considering the
convex hull of X7 and X7

Notice that the time interval § is the parameter which
decides if there are two sets X°7 and X*T inside a given
target set X7 and such that the orbit set O associated
to them is contained in X7. Given a non-empty set
X7 there is a maximal 6 such that the later conditions
hold. According to this requirement, the maximum value
of §, Omaz, that the problem permits is defined. The
minimum value, §,,;n, iS given by practical restrictions
(since maximal frequency of impulses is always determined
by the control problem itself).

The suggested procedure to compute X°7 and X*T and
to find J,,,4, is as follows:

(1) Compute Xg, for § = Omin (dmin is assumed to be
given), and compute X2 and X?.

T

Fig. 3. State equilibrium orbit set, O, state target set,
X7, and state equilibrium sets for the underlying
discrete systems X°T and X7

(2) Compute X°T 2 x° 0 &7 and X*T 2 x* 0 7. If
X°T or X7 is empty, then, the control problem is not
properly formulated, and the target set X7 must be
increased or 0,,;, reduced. If XSOT and XS'T are non-
empty, then increase § up to a value in which one of
these sets is empty. This value defines 9,4 -

(3) Select a § such that 04 < 0 < dppae. Check if the
orbits set OT is inside XT. Notice that OT will be
defined solely by 8. So, if the extreme points of X7
and X?T (together with the corresponding input us)
generates (two) orbits inside X7 then, by continuity,
o c at.

(4) If one of the extreme orbits is outside X7, reduce
X°T and X7 by scaling them: AT « \X°T X1 «
AXT | with 0 < A < 1 such that the extreme orbits
associated to AX°T and AX?T are inside X7

(5) If this value of A\ does not exist, then, again, the
control problem is not properly formulated, and this
time X7 must be increased.

See Fig. 3 for an schematic plot of the state equilibrium
orbit set, OT, the target set, X7, and state equilibrium
set X°T, in R3.

4. PROPOSED MPC STRATEGY

This section is devoted to describe a zone MPC formula-
tion which will steer the system from a given initial state
7o to an equilibrium objective set defined by X7 c A7.
The cost of the optimization problem that the MPC solves
on-line is given by:

V(%P? u, Us, xs) = den(x; u, Us, xs) + V;Eer(p; Us, $5X516)

where
N—-1
den(x; u, uswrs) = Z (‘T(]) - xs)T Q (‘T(]) - zs)(]-?)
=0

+ (u(f) —us)" R(u(j) —us), (18)
with @ > 0 and R > 0, is a term devoted to steer the
system to a certain variable open-loop equilibrium
given by (us,xs) € X¢ and

Vier (s s, x5) = p (dist(zs, X7 + dist(us,UT)) (19)

with p > 0, is the terminal term devoted to steer x, to
XT and us to UT. Notice that in the later cost, the
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Fig. 4. Topology of the interconnected compartments of
the PBPK model.

current state z and the sets X271 and UL are parameters,
while u = {u(0),u(1),--- ,u(N — 1)}, us and zs are the
optimization variables (being N the control horizon).

The optimization problem to be solved at time k by the
MPC is given by

Pypc:

min V(.’L‘,p; u, us, xs)

u,Us,Ts
s.t.
z(0) =z,
,T(j + 1) = A'.’L‘(]) + B'u(])7 _j S HO:N—l
IE(])GX, u(])eua jEHO:Nfl
x(N) = zg;
zs = G%us  ((us,xs) € X3 X Us)

The constraint (N) = z, is the terminal constraint that
forces the final state (at the end of control horizon N) to
reach the artificial equilibrium state zs. Furthermore, the
last constraint forces the artificial variable pair (us, zs) to
be in X7 x U,. This way, following a similar procedure
as in Ferramosca et al. (2010); Gonzalez and Odloak
(2009), it can be shown that this MPC formulation ensures
the stability of the objective set X*?, and furthermore,
because of the use of the artificial variables (us,xs), the
domain of attraction is given by the N-step controllable
set to the equilibrium set X?. Notice that otherwise, the
domain of attraction is given by the N-step controllable
set to the objective set X*7 which is in general too small.

5. CASE STUDY

In Ehrlich et al. (1980) a physiological pharmacokinetic
model based on experimental data which describes the
distribution of Lithium ions in the human body upon in-
travenous administration is provided. The compartmental
model is shown in Fig. 4. The state is given by z(t) =
[Cp(t) Crec(t) Car(t)]F, where Cp(t) is the concentration
of plasma (P), Crpc(t) is the concentration of the red
blood cells (RBC), and Cj(t) is the concentration of
muscle cells (M). All these concentrations are given in
nmol /L. The input u represents the amount of the dose,
in nmmol. The administration period is initially fixed in
T = 3 hr. The matrices that describe the impulsive control
system are:

—0.6137 0.1835 0.2406 10.9
Ac=| 12644 —08 0 |.,B=|[ 0 |, (20
02054 0  —0.19 0

and Ay = I3;2. The state and input constraints are
imposed as X = {x : [0 0 0]7 < o < [2 1.2 1.2]7}

X (6=3hr)

X, (6=6hr)

Fig. 5. State equilibrium set X7 for § = 3 hr and § = 6 hr.

and U = {u : 0 < u < 5.95}, respectively. The state
window target is defined by X7 = {z : [0.4 0.6 0.5]T =<
r =< [0.6 0.9 0.8]T}. As it is described in Ehrlich et al.
(1980); Sopasakis et al. (2015), this set is determined by
the treating physician. The drug’s concentration within
the boundaries of X guarantees the effectiveness of the
therapy.

5.1 Equilibrium characterization

According to the description of the proposed methodology,
the equilibrium set of the system is given by (i) the
(cone) set X, calculated by Eq. (3.3), and (i7) the set
XT and UT computed as in Section 3.3. The input set
is given by U7 = {u : 083 < u < 0.93}. Fig. 5
shows the equilibrium set X7 (in dark blue) for the
intake periods § = 3 hr and § = 6 hr. As it can be
seen, the maximum period for X7 to be contained in the
‘therapeutic window’ (or the state window target) X7 is
precisely T' = 6 hr, since for large periods, there is not
equilibrium pairs (22, 2?) entirely in X7 This provides a
practical way to find the maximal value of §, according to
control system specifications. However, remember that the
minimum value of § is generally decided by the physician
experience. Furthermore, it will be shown later that the
impulsive system response is entirely contained in X7 for
any equilibrium pair (251, 7s2) in XZ. This means that
the state equilibrium orbit set, O, corresponding to X'T
is in X7, as it is desired.

5.2 Control

The MPC controller is tuned as: N = 4, @ = diag([1 1 1]),
R =2 and p = 100. Notice that in contrast to the control
horizon used in Sopasakis et al. (2015), which is N = 15,
here it is used a reduced one, because of the enlarged
domain of attraction.

Figs. 6 and 7 show the state and input time evolution,
respectively. As it is desired, each state is steered to its
corresponding therapeutic window relatively fast. Besides,
the input makes the main effort first, and after its settling
time, remains constant at the desired equilibrium value wus.
Fig. 8 shows the portrait phase in the state space for the
evolution of the figures above. As it can be seen, the state
trajectory moves away from the cone X; first, and then
converges to X1 as it was designed. Notice that the state
trajectory enters X' from below, since the controller cost
penalizes only the distance from the state trajectory to the
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Fig. 6. State time evolution.
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Fig. 7. Input time evolution.

Fig. 8. State evolution in the state space.

entire set. In fact, no matter which state equilibrium pair
(22,2%) € XT the system reaches, the controller objective
will be null.

6. CONCLUSIONS

The tracking problem to steer a linear ICS from an
arbitrary initial state to a state window target has been
tackled in this paper. It has been shown that, although
the only standard equilibrium (according to continuous
systems) is the origin, other points and orbits can be
seen as equilibriums of the LICS. Here, these equilibriums
are characterized based on two underlying discrete time
systems, which arise just by sampling the original system
at times 7 and T,j' , respectively.

A case study coming from biomedical research, namely the
pharmacokinetics dynamics of the distribution of Lithium

ions in the human body by intravenous administration
is analyzed. It was formerly studied in Sopasakis et al.
(2015).

The MPC strategy proposed here with a state window
target (accounting in the application for a therapeutic
window) controls effectively the system, fulfilling hard
constraints in the state and control. The main benefits of
the proposed controller are listed next:

(1) A novel equilibrium characterization for impulsive
systems is fully described, showing its useful in de-
signing control strategies.

(2) The proposed strategy can steer the system to any
feasible state window target, including those which
does not contain the origin in its interior.

(3) The new control strategy does not need to compute
invariant sets as target set as it was done in Sopasakis
et al. (2015), which may be difficult in many cases.
Instead, it uses an equilibrium set, which is easy to
compute, and account for the ‘state window target’
requirements, leading to strategies with less compu-
tational effort.

(4) The proposed strategy has an enlarged domain of
attraction, because of the use of artificial intermedi-
ary variables as proposed in Ferramosca et al. (2010);
Gonzalez and Odloak (2009).
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