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Abstract 15 

Contemporary assembly line systems are characterized by an increasing capability to 16 

offer each client a different product, more tuned to her needs and preferences. These 17 

assembly systems will be heavily influenced by the advent of Industry 4.0 technologies, 18 

enabling to propose business models that allow the late customization of the products, i.e. 19 

the customer can modify attributes of its product once started the production of it. This 20 

business model requires the manufacturing tools able to make decisions online and 21 

negotiate with the customer the changes that can be carried out, according to the workload 22 

flowing through the production system. In this work we analyze the possibilities and 23 

limitations of this new paradigm. First, we show that industry 4.0 systems can 24 

autonomously manage the production management process, and then we present a 25 

framework based on tolerance planning strategies (Tolerance Scheduling Problem), to 26 

determine which changes can be carried out. The ability of resequencing the production 27 

process is also implemented in the case that the operations associated with late 28 

customization allow it (i.e., when intermediate buffers are available). This establishes a 29 

parallelism with the problem of non-permutation Flow Shop. We finally discuss future 30 

developments necessary to implement these procedures. 31 
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1. Introduction 36 

The development of new industrial production technologies has triggered a new industrial 37 

revolution, Industry 4.0 (Hermann et al., 2016). These technologies promise to modify 38 

the production paradigm, allowing the current robotic systems to achieve greater 39 

autonomy in the process of managing production (Monostori [2014]; Yao et al. [2017]; 40 

Rossit & Tohmé [2018]) These advances lend manufacturing systems the ability to 41 

respond flexibly to the changing conditions of the market (Hermann et al. 2016). 42 

Technologies such as Cyber-Physical Systems (CPS) and Additive technologies further 43 

enhance the flexibility of production processes, inducing a potential new industrial 44 

revolution. CPS are systems consisting of physical components with computational 45 

functionalities, as for instance mechanisms that are controlled or monitored by algorithms 46 

running on computers (Lee 2008). These systems constitute the adequate tools for 47 

Additive Manufacturing (AM), a process in which layers of material are joined as to 48 

generate products following the patterns found in databases of 3D models. In comparison 49 

to traditional fabrication processes, AM exhibits significant advantages, as for instance 50 

the reduction of delays between designing, producing in a just-in-time way and delivering 51 

products to consumers (Mueller 2012).   52 

These technologies contribute to improve the flexibility of the production process, 53 

leading to a larger variety of products available to customers. In this sense, Yao & Lin 54 

(2016) claim that the synergy between Industry 4.0 environments and those technologies 55 

will intensify business strategies of mass customization (customers will face a large 56 

variety of options) and mass personalization (each customer defines her own product, 57 

Kumar (2007)). The wide possibilities of increasing the variety of products and their 58 

characteristics pose technological challenges which require an increasing complexity of 59 

the information systems associated to the production processes. Managing the production 60 

of personalized or customized goods will be quite demanding, given their different 61 

requirements. It will be necessary to assess the alternative costs, the different production 62 
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stages, the dispatch of finished products, as well as the materials involved and the due 63 

dates of the processes. CPS are fundamental pieces in this structure, since they have 64 

access to all this information and can play some roles proper of Decision Support Systems 65 

(DSS), involving many business functions related to production (Rossit et al. 2018b). 66 

Therefore, it is natural to think that the entire flow of tasks in these mass customized 67 

production processes, involving the planning of operations and their implementation, can 68 

be handled in a decentralized and autonomous way by the CPS themselves. This means 69 

that CPS could collect information and specifications from the clients and, on the basis 70 

of records of processes and operations carried out in the past and with the aid of 3D design 71 

tools, develop a production plan for every specific product. 72 

The Assembly Line (AL) production systems will also be influenced by this 73 

increase in flexibility in production. Bortolini et al. (2017a) state that the products 74 

produced in ALs may not only be personalized, but also that late customization will be 75 

possible. That is, customers not only get involved in the definition and design of the 76 

product and its specifications as in the case of mass customization products (Pine et al. 77 

[1993]; Singer et al. [2014]; ElMaraghy & ElMaraghy [2016]), but also once started in a 78 

late customization mode. This production mode implies that during the production of the 79 

customized product, customers will be able to monitor the advance of the production of 80 

its product through technologies linked to the Cloud and propose modifications to the 81 

initial customized product. This allows companies to offer their clients an unprecedented 82 

level of personalization.  83 

Late customization can be seen as a postponenment production strategy (Bucklin 84 

1965) as well as been a leagile framework (Naylor et al. 1999). The former kind of 85 

strategies intended to maximize benefits and minimize risks by postponing as much as 86 

possible future investments in a product. This translates in the production of basic or 87 

standard goods delaying the stage of differentiation as to adjust the differences to satisfy 88 

as much as possible the real demand of the goods (Van Hoek 2001). A leagile framework, 89 

in turn, is a production structure able to implement efficiently, according to the type and 90 

the market, the differentiation of goods (Naylor et al. [1999]; Nieuwenhuis & Katsifou 91 

[2015]). A leagile framework includes non-differentiated production stages (i.e. the 92 

fabrication of generic or standard products) running under a lean strategy (Shah & Ward 93 

2003), while the stages in which the differentiation is generated run under an agile 94 

strategy (Yusuf et al. 1999).  95 
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In this paper we develop and deepen the analysis of the links between late 96 

customization and production planning. In particular we intend to show how late 97 

customization may be implemented in a production plan. We have to note that the 98 

advantages of a late customization processes can be achieved only if the system is 99 

autonomous and able to keep running the fabrication process. The client needs real-time 100 

information about the evolution of the production of his personalized good, as well as 101 

assurances that his late modifications will be accepted and implemented by the 102 

manufacturer. This kind of interaction is possible in an Industry 4.0 environment, as 103 

pointed out by Bortolini et al. (2017a), requiring full operational versions of IoT, CPS 104 

(able to collect real-time information) and Cloud linkages.  105 

 However, this extreme flexibility in product differentiation requires a 106 

considerable increase in the effort to achieve an efficient sequencing of the products to 107 

be produced by the AL (Boysen et al., 2009). Since the products can not only have 108 

differences from the beginning of production which would imply working with mixed-109 

model systems (Faccio et al., 2018), but as the production advances, modifications will 110 

be incorporated to them, generating new differentiations among products. In this sense, 111 

Resequencing strategies for AL will be a key element in addressing this issue (Boysen et 112 

al., 2012). Traditionally, the field of Resequencing in AL is associated with solving 113 

problems due to unforeseen events arising from unexpected disruptive events such as 114 

breakings of machines, delays in the delivery of materials, differences in processing 115 

times, among others. However, under a business model that allows late customization, 116 

the events that modified the initial scenario (with which production was initially 117 

scheduled) are of another nature: these events are modifications of operations and 118 

specifications.  119 

Our work contributes in the generation of scheduling tools that support late 120 

customization business strategies for AL processes. This proposal works combining 121 

problems of Tolerance Scheduling problem (Rossit et al., 2018b) and of non-permutation 122 

sequences (Rossit et al., 2018a), and allows the company's management system analyzing 123 

the late customizations of customers regarding the state of its production system. Our 124 

approach allows us to provide a tool to define when a late customization of the customer 125 

is possible to be accepted and when it is not, depending on the production sequence in 126 

execution, and when it is possible to apply a resequencing to incorporate the late 127 

customizations. 128 
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The rest of the work is organized as follows, Section 2 presents Industry 4.0 129 

technologies and their implementations in AL. Section 3 describes Late Customization 130 

manufacturing and planning considerations. In Section 4, we present the capabilities and 131 

limitations of Industry 4.0 technologies to manage autonomously the production 132 

planning. In Section 5 we present our sequencing proposal for late customization. In 133 

Section 6 we analyze future developments needed. 134 

2. Assembly Line problems and the Industry 4.0 approach 135 

In this section we present a brief description of the main assembly line concepts to 136 

introduce the core problem of the paper. Then, we present succinctly some Industry 4.0 137 

notions and review the main contributions of Industry 4.0 in AL systems found in the 138 

literature to set our contribution in context. 139 

2.1. Assembly line concepts 140 

An AL is a manufacturing process in which the parts (usually interchangeable parts) are 141 

added as the semi-finished assembly moves from one workstation to another work station, 142 

where the parts are added in sequence until the final assembly is produced. In this 143 

production system, the productive units or workstations that carry out the operations are 144 

aligned in serie. The workpieces visit the stations successively as they move along the 145 

line generally by means of some form of transport system, for example, a conveyor belt 146 

(Boysen et al., [2007]; Boysen et al. [2009]). The design of an AL is a complex process 147 

where many issues must be taken into account to achieve efficiency, among them: the 148 

line balancing (Boysen et al., 2007), the sequencing in mixed-model productions (Boysen 149 

et al. al., 2009), the feeding material (Faccio et al., 2014) and also the ergonomic risks of 150 

the workstations (Bortolini et al., [2017b]; Bortolini et al. [2018b]) are of particular 151 

importance. 152 

Sequencing problems are present in ALs that produce more than one model of 153 

products (mixed-model lines), i.e., the AL is not intended to produce a single type of 154 

products, but a family of products (Bard et al. 1992). In these ALs, the tasks of different 155 

models are performed in the same workstation during consecutive cycles. Therefore, the 156 

sequencing problems in these AL, aim to minimize the sequence-dependent work 157 

overload in a workstation (it occurs when several models that require an intensive use of 158 

the same workstation are processed consecutively), and also to comply with the criteria 159 

of the Just-in-Time philosophy (JIT) like the balance in the use of parts (Bard et al., 1994). 160 
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To address these problems Boysen et al. (2009) state in their review of the topic, that there 161 

are three possible resolution approaches: mixed-model sequencing, car sequencing) and 162 

level scheduling. Another problem that arises from these mixed-model environments is 163 

when it is necessary to solve unforeseen problems raised during production by 164 

implementing resequencing methods (Boysen et al., 2012). In AL environments, Boysen 165 

et al. (2012) identifies that it can be resequenced in two different ways: physically (the 166 

order of production model is altered using some intermediate buffer) or virtually (the 167 

sequence of production is maintained, but the assignment of orders to the customers is 168 

altered). Resequencing is a subject that has been extensively studied in the scheduling 169 

literature in general (Vieira et al. [2003], Ouelhadj & Petrovic [2009], Rossit et al. 170 

[2018b]), and the main strategies to approach them are reactive or proactive ones. In the 171 

reactive strategy, the production sequenced is modified after the disruption of an event 172 

that prevents the further normal processing of the programmed sequence. While, in the 173 

proactive approach, it is sought to foresee possible disruptions, adding sufficient time to 174 

resequence in the case of disruptive events (Boysen et al., 2012). 175 

The material feeding into the assembly process is another vital issue for the 176 

efficiency of AL (Bortolini et al., 2016). The material feeding, or AL logistics part, tries 177 

to provide the right type and quantity of components to the correct workstation at the right 178 

time. To achieve this, the main issues to be analyzed are the type of storage to be used 179 

and the feeding policy (Battini et al., [2009], Faccio et al., [2015]). The type of storage 180 

depends mainly on the type of packaging and the dimensions to store the components 181 

along the AL (Bortolini et al., 2016). Meanwhile, the feeding policy refers to how the 182 

material is supplied, from which three main policies can be identify: lateral storage, 183 

feeding by kitting and kanban feed. In the Kanban policy, containers are formed in a 184 

supermarket area, while they are stored in defined amounts at the station level. When the 185 

components in a container are depleted, the related kanban is released and material 186 

replenishment occurs (Faccio et al., 2014). 187 

Recent contributions in the literature suggest including ergonomic risk in the AL 188 

design. Assembly workers are intrinsically prone to musculoskeletal disorders, due to 189 

strenuous operations that recur with high frequency (Bortolini et al., 2017b). The latest 190 

developments in legislation (EU Machinery Directive, 2006/42 / EC, 89/391 / EEC, 191 

Occupational Safety and Health Law) and the aging of the workforce in developed 192 

countries require that ergonomic design be included in the design AS (Bortolini et al., 193 
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2018a). These advances can also contribute to reduce worker absenteeism (Cohen [2012]; 194 

Bukchin & Cohen [2013]). 195 

2.2. Assembly lines in the Industry 4.0 literature 196 

We will present, first, some basic notions of Industry 4.0, and then, we review the main 197 

contributions to the literature on assembly lines in Industry 4.0 environments.  198 

The increasing relevance of studies of Industry 4.0 environments is mostly due to 199 

the penetration of internet connectivity in production systems, fundamentally through the 200 

Internet of Things (IoT). The data collected by production machines is fed into physical 201 

control units through a SCADA (Supervisory Control and Data Acquisition) or similar 202 

systems. With the enhanced connectivity of production systems this information can be 203 

transmitted to processing centers with higher capacity, endowing Decision Support 204 

Systems (DSS) with data traditionally restricted to control levels and thus becoming 205 

useful for CPS (Wang et al. [2015]; Yao et al. [2017]; Rossit & Tohmé [2018]). This 206 

connectivity and the ensuing capabilities applied to production systems have led to the 207 

concept of Cyber-Physical Production Systems (CPPS) (Monostori 2014). Data collected 208 

through a Wireless Sensor Network (WSN) gets compiled by IoT, yielding a better picture 209 

of the state of the system. This assessment gets even more precise if a connection with 210 

Cloud Computing is established, increasing considerably the data processing capacities.  211 

Notice that manufacturing generates large volumes of data, which require, in turn, of large 212 

data processing facilities (Zhong et al. 2016). This connection between Manufacturing 213 

Systems and Cloud Computing has given rise to the concept of Cloud Manufacturing, in 214 

which computers and system production resources get assembled through the Cloud (Xu 215 

[2012]; Zhou & Yao [2017a]). This allows the scalability of the activities of the firms. 216 

Then, a central issue is the selection of the cloud services required by companies (Zhou 217 

& Yao [2017b]; Zhou & Yao [2017c]). IoT links cyber and physical systems making 218 

fabrication processes intelligent, connecting all the participants, eliminating the barriers 219 

between producers and consumers and supporting online communities for the design, 220 

creation and sale of products. While all these uses of the Internet are already in use, they 221 

will become even faster and cheaper facilitating closer interactions between customers 222 

and production units, connected through platforms (Porter & Heppelmann 2015). 223 

We will now review the main contributions in the literature on the application of 224 

Industry 4.0 features to AL systems. In this sense ElMaraghy & ElMaraghy (2016) 225 

presents a brief review of the topic, and clarify that in these Industry 4.0 systems, 226 



8 

 

intelligence is embedded in the products, workstations and the system. This embedded 227 

intelligence allows a greater autonomy in the communications between the entities of the 228 

system and improve its adaptability to the production flow. Pfeiffer (2016) analyzes 229 

manual work in ALs, carrying out a field study tracking the non-routine tasks of the 230 

operators. This study provides important conclusions for the design and development of 231 

a system with greater autonomy, by focusing on those tasks that are not routine but 232 

contribute significantly to the overall efficiency of the system. In this sense, the 233 

contribution of Hedmann & Almström (2017) reviews the use of data in manual assembly 234 

systems. These authors point out the difficulty of incorporating into the company's 235 

information system data generated in the manual assembly workstations, highlighting the 236 

loss of efficiency that this entails. Their proposed solution involves a digital 237 

manufacturing system in which data is collected and turned over to the general 238 

information system of the company. Xu et al. (2017) propose the incorporation of 239 

visualization technologies for the analysis of this type of information in AL systems. 240 

Their proposal uses the real-time analysis of information to, by comparing with historical 241 

records, detect anomalies, inefficiencies and infer their possible causes, all through the 242 

use of Visual Analytics. Gewohn et al. (2018) extend the reach of visualization techniques 243 

by developing a quality control system that allows the user to obtain high quality 244 

information. In Gewohn et al. (2017) such system is developed allowing the user to 245 

maintain a quality control of a vehicle assembly line in real time. 246 

From a more integrative perspective, Cohen et al. (2017) evaluate the impact of 247 

Industry 4.0 technologies on different AL configurations. Bortolini et al. (2017a) propose 248 

a framework to develop AL systems in Industry 4.0 environments and the future 249 

production paradigm of "personalized production", allowing the customer to participate 250 

both in the design stage of the product and in the incorporation of modifications to the 251 

final product. 252 

Our contribution takes these ideas on late customization to propose a design for 253 

its future implementation. 254 

3. The late customization model 255 

Industrial systems of production have traditionally being specialized on mass production, 256 

i.e. the provision of standard and undifferentiated products minimizing costs. But, with 257 

increasing competition among firms, product differentiation became a key issue for the 258 

organization of industrial activities since the 1990s (Vollmann et al. 2005). From then on, 259 
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products tend to address the specific and clearly non-massive requirements of customers, 260 

giving raise to the production model of mass customization (Pine et al [1993]; Kumar 261 

[2007]). These are considered to be “long tail” markets (Anderson [2004]; Anderson 262 

[2008]). According to Anderson (2008), those are markets in which the goal is to sell 263 

smaller volumes for a larger number of products, unlike the traditional objective of selling 264 

large amounts of a few products. The expression “long tail” is used to represent 265 

probability distributions in which observations in the tails have still a fair amount of 266 

weight. Anderson uses this term to distinguish the traditional market strategies oriented 267 

to generate a very concentrated production, from the new approaches in which a demand 268 

for variety can be satisfied, as shown in Figure 1 (Anderson 2004). In the last two decades 269 

the widespread use of the internet (e.g. IoT) and the digitalization of retail markets have 270 

laid the grounds for long tail production systems (Anderson 2008). 271 

 272 

Fig. 1 Long tail market. 273 

3.1. Late customization in manufacturing planning 274 

The strategy of providing differentiated products lead to a paradigm change in 275 

manufacturing planning, posing new challenges for industrial activities. To satisfy the 276 

new kind of markets, industries had to adopt agile models, exploiting the competitive 277 

advantages of each organization (Yusuf et al. 1999). These manufacturing models intend 278 

to face the uncertainty of the market by increasing the response capability of the 279 

organization in order to satisfy the customers with similar costs to mass production 280 

industries (Yusuf et al. 2004).  281 

Handling the production of large amounts of customized products presents a tough 282 

challenge, since product differentiation hampers scale economies. In this sense, the 283 

concept of leagile frameworks (Naylor et al. 1999), showed a way to address this problem. 284 
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The foundations of leagile systems are analogous to the theory of postponement 285 

(Alderson 1950, reedited in Alderson 2006). The idea of basing a business on 286 

postponement involves the maximization of benefits while minimizing risks by producing 287 

generic goods, delaying the differentiation of products as much as possible (Bucklin 288 

1965). This reduces the risk of storing products prone to obsolescence (Van Hoek 2001). 289 

Leagile production implements postponement in the production plan, by applying two 290 

different strategies. One amounts to lean production previous to the differentiation of 291 

goods, while the other is an agile strategy to produce after differentiation (Naylor et al. 292 

1999). Thus, leagile systems get the best of lean and agile production processes, for both 293 

the generic components and the customized final products (Mason-Jones et al. 2000). 294 

Then, leagile systems face two kinds of demand: one is an initial and rather stable one of 295 

generic modular components, guided by medium and long term forecasts; the other 296 

demand is for end products, following the short term market trends. The system 297 

transitions from a demand to the other, at the differentiation point (Nieuwenhuis & 298 

Katsifou 2015). 299 

Advanced manufacturing technologies empower leagile systems, as recently 300 

shown in (Ghobakhloo & Azar 2018). These authors surveyed the Iranian auto part sector 301 

of almost 200 companies, finding that the lean and agile systems have a high synergy, 302 

strengthen by data intensive advanced manufacturing technologies. In general the leagile 303 

strategy has been widely applied by industries, since it shields their first stages of 304 

production from external noise, while being flexible enough to respond to an ever 305 

changing market. Industry 4.0 technologies increase considerably the use of information 306 

and facilitate designing and executing plans based on that information. Bortolini et al. 307 

(2017a) indicate that this opens the possibility to offer the client the possibility of late 308 

customizing her product since the availability of real-time information on the state of the 309 

production process allows late modifications (i.e. after placing the order). 310 

As said, in the leagile scheme, the late customization operations would be carried 311 

out way after the differentiation point, while the lean ones remain stable. The 312 

differentiation point arises when the customer places her order. After that, the basic 313 

components are assembled in a final product in an assembly-to-order mode, according to 314 

the requirements of the customer. Bortolini et al. (2017a) indicate that in Industry 4.0 315 

environments, the database in the Cloud of the firm allows the customer to monitor the 316 

assembly process and validate, at specified stages, the configuration of the customized 317 

product.  318 
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3.2. Late customization in the shop floor 319 

These production modalities, which provide the customer the opportunity of participating 320 

in the design of the product, have been well developed in recent years in the AL systems, 321 

as mentioned (Hu et al. [2009]; Aljorephani & ElMaraghy [2016]). The main premise is 322 

to offer products as personalized as possible to customers but at the cost of mass 323 

production products (Kumar 2007). The developments in modular production offer more 324 

options to the client, keeping productions processes as standard as possible (Hu et al., 325 

2009). Product platform developments have allowed the client to access an increasing 326 

variety of products achieving efficiency in production. Product platforms are defined as 327 

groups of functions, components, modules and subsets that are shared across a product 328 

family (Aljorephani & ElMaraghy 2016). The latter, in turn, is defined as a set of related 329 

products that share common components, modules or sub-assemblies (Simpson et al. 330 

[2014], Abbas & ElMaraghy [2018]). 331 

Product platforms offer a wide range of products to customers while maintaining 332 

the advantages of economies of scale and at the same time increasing the flexibility and 333 

responsiveness of the company (Simpson 2004). Production costs tend to be proportional 334 

to the number of models or variants available (Aljorephani & ElMaraghy 2016). 335 

Nevertheless, a product platform is able to generate final products by adding, removing 336 

and / or replacing one or more components of the platform as to satisfy a certain segment 337 

of the market. In this sense, recent technological developments in manufacturing allow a 338 

more efficient assembly and disassembly process (intelligent materials, glues that lose 339 

their effect in response to external stimuli such as freezing or overheating) allow to 340 

postpone the point of differentiation in an AL (ElMaraghy & ElMaraghy 2016). In this 341 

way the product platform, by handling materials or components in late customization 342 

scenarios, improves the efficiency of the process. Another interesting aspect in this regard 343 

is the use of multiplatform systems to reduce the number of variants that arise from the 344 

same platform (postponing the point of differentiation), although in this case an excessive 345 

number of platforms leads to losing the benefits of economies of scale (ElMaraghy & 346 

Abbas 2015).  347 

Besides, AM systems are perfectly able to make single-unit products o industrial 348 

productions with very low volumes (Mueller 2012). One of the main impacts of 349 

implementing these technologies is the reduction of costs in single-unit products. Yao & 350 

Lin (2016) illustrate this with the example of the AM production of a plastic gear, which 351 
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has a cost of $55 per unit. The traditional injection production of these gears has a cost of 352 

only $5 per unit, but requires a matrix that costs $10000. These authors calculate the 353 

equilibrium point and indicate that if less than 200 gears are needed, AM can provide 354 

them at a lower cost. This indicates that the new technologies allow producing low 355 

volumes or even single units without increasing the costs over mass production. This is a 356 

strong incentive for making long tail markets commonplace. 357 

However, from the point of view of planning and sequencing, the problem can 358 

become extremely complex as pointed out by (ElMaraghy & ElMaraghy [2016]; Manzini 359 

et al. [2018]; Abbas & ElMaraghy [2018]; Pereira & Álvarez-Miranda [2018]). In 360 

addition, if the goal is to offer an agile and effective late customization service for the 361 

client, it is necessary to endow the company with the capacity to respond autonomously 362 

and online to the customer's queries, calculating possible delivery dates or production 363 

costs (Monostori 2014). In this sense, Industry 4.0 poses the potential for this level of 364 

autonomy and agility (Rossit et al., 2018b). Industry 4.0 or Smart Manufacturing 365 

environments can address these business strategies in an efficient way, based on the use 366 

of CPS and AM. They collect updated information about physical objects and processes 367 

through IoT/CPS, improving the productivity and flexibility of already existing mass 368 

production processes. This empowers the customers, allowing them to contribute to the 369 

attributes of the product or service in which they are mostly interested (Yao & Lin 2016).  370 

These closer interactions with customers can be handled thanks to the larger flexibility of 371 

Industry 4.0 environments, endowed with intelligent production systems that can be 372 

autonomously configured to optimize production, yielding a higher level of service and 373 

larger returns.  374 

4. Production planning and control in Industry 4.0 environments 375 

In order to make autonomous a production system based on Industry 4.0 technology they 376 

have to be able to handle the planning and control functions autonomously. This means 377 

that these technologies have to handle production orders and the flow of material, as well 378 

as program production operations, execute the orders, control the execution, etc. These 379 

functions are usually hierarchically structured, with higher level functions, restricting 380 

lower level functions, according to standards as for instance ANSI/ISA 95 or ISA 95. 381 

This standard provides a framework for an automated interface between production 382 
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facilities and control systems. Officially is defined as1: "ISA-95 is the international 383 

standard for the integration of enterprise and control system. ISA-95 consists of models 384 

and terminology that can be used to determine which information has to be exchanged 385 

between systems for sales, finance and logistics and systems for production, maintenance 386 

and quality". It yields a common ground for the communication among all the participants 387 

in a production process and gives a representation of how information can be modelled 388 

and used. It organizes the different levels of decision-making hierarchically. It is based 389 

on the “Purdue Enterprise Reference Architecture” (PERA) which distinguishes five 390 

levels, as shown in Figure 2. Level 0 is associated to the physical process of 391 

manufacturing. Level 1 involves the intelligent devices that measure and manipulate the 392 

physical process are located. Typical instruments at this level are sensors, analyzers, 393 

effectors and related instruments. Level 2 represents the control and supervision of the 394 

underlying activities. Systems acting on ISA-95 Level 2 are SCADA and Programmable 395 

Logic Controllers (PLC), for instance. Level 3 involves the management of the operations 396 

and the production work flow in the production of the desired products. Some of the 397 

systems comprised at this level are Batch Management, manufacturing 398 

execution/operations management systems (MES/MOMS), the laboratory, maintenance 399 

and plant performance management systems, data historians and related middleware. This 400 

level has special importance for our work, since it is here where the scheduling process 401 

takes place. Finally, level 4 is associated to the business activities of the entire firm. This 402 

architecture represents, in a synthetic way, the different activities and functions of a 403 

production system. Besides, it establishes the communication scheme among the the 404 

different levels; in traditional production settings each level interacts only with its 405 

adjacent levels (Rossit & Tohmé 2018).  406 

4.1.  Decision making in CPPS  407 

As discussed in (Rossit & Tohmé 2018), CPPS will have an impact on decision-making 408 

activities in the area of industrial planning and control. This will be due to the ability of 409 

CPPS to carry out a wide spectrum of activities, ranging from the physical operations of 410 

production (level 0) to planning, evaluating and managing the entire production process 411 

(level 3), by controlling the actions and systems on levels 1 and 2 (i.e. the measurement 412 

and sensing instruments as well as the control systems). This approach is illustrated in 413 

                                                 
1 http://www.isa-95.com/ 
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Figure 2, in which the levels of ISA 95 that should be incorporated to CPPS are 414 

highlighted.  415 

Some of the direct benefits of this integration of functionalities are, for instance, 416 

the increased flexibility to respond to unexpected events, or faster transmission of 417 

information through the entire system. These advantages are due to the fact that CPPS 418 

can translate the data obtained at level 1 to the higher order language used at level 3, 419 

eluding the adjacency limitations inherent in PERA, generating faster answers to 420 

unforeseen events.  421 

 422 

Fig. 2 Levels of ANSI/ISA95 integrated into CPS 423 

This, in turn, directly affects the way in which decisions are made in production 424 

planning, which in terms of PERA will be managed by both ERP (Enterprise Resource 425 

Planning) and the CPPS. Figure 3 shows this. 426 

Figure 3 indicates that only the decisions at the aggregate level (as for instance 427 

the goals of the company) will be handled by ERP systems, already adapted to smart 428 

manufacturing environments. All other decisions will automatically be made and 429 

executed by CPPS. In this way, current Manufacturing Execution Systems (MES) will be 430 

absorbed by CPPS, which will also take care of integrating the dispatch of work orders 431 

and their schedule in the shop floor. This will improve the quality of the information at 432 

Level 0: Physical Process
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Level 2: Control Systems

Level 3: Manufacturing Execution Systems

Level 4: Business Logistics Systems

Level 4
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this level, increasing the flexibility and the ability to respond to changing circumstances 433 

(Rossit & Tohmé 2018). 434 

A good deal of the decisions made by ERP systems (like inventory control, 435 

management of databases, handling information about suppliers, etc.) will be managed 436 

by CPPS. But we leave them separated as to indicate at what point the system becomes 437 

autonomous and up to which human interventions may be needed, particularly in the area 438 

of production planning. The linkage with human decision-makers will be at the aggregate 439 

or strategic level. They will define the goals and guidelines for the firm and the system. 440 

An ERP system will get them and will translate these guidelines for the rest of the system, 441 

in particular to the CPPS that handle the production system. The latter are thus not 442 

completely autonomous since they keep an open loop with the ERP system, at least on 443 

production planning (Rossit et al. 2018b). 444 

 445 

Fig. 3 Distribution of ISA 95 levels between ERP and CPPS. 446 

4.2. Sequencing decision making process 447 

This proposed structure of decision making affects the sequencing process, since it 448 

involves ISA-95 levels where production sequences are programmed.  We have shown 449 

that CPPS can autonomously handle several levels of ISA-95 from the physical process 450 

to the master production plan. In this sense, the scheduling process gets embedded in 451 

those levels, indicating that CPPS could solve autonomously the scheduling problem. Up 452 

to this point we have consider the capabilities of CPPS from the point of view of their 453 

hardware or the global structure of the network. This allows us to affirm that the 454 

Cyber-Physical Systems

Real-time
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scheduling process can be managed technologically by the CPS. It is however necessary 455 

to design advanced tools to generate online schedules allowing enough flexibility to 456 

market demands (Rossit & Tohmé [2018]; Rossit et al. [2018b]). This requirement is 457 

intensified when a strategy of late customization is offered to the client, changing the 458 

operations and the materials once the production process has begun. It is necessary to 459 

provide CPS with appropriate tools for facing autonomously these modifications or late 460 

scenarios. 461 

These tools must give the system the ability to negotiate autonomously with the 462 

customer, or at least provide the proper support to the human being who oversees the 463 

negotiation. Once the production for a given customer has begun, there are specifications 464 

of the designed product that will become real by the execution of the planned operations. 465 

This concretization of the specifications will limit the space for late customization, and 466 

the autonomous system has to be "conscious" of this reduction on the late personalization 467 

freedom to negotiate future modifications. In turn, the production of that good is 468 

immersed in an industrial production environment that also influences the possibility of 469 

"freely" modifying the product. A mixed-model sequence of production makes 470 

modifications, once the production process has begun, highly inefficient due to the 471 

sequence-dependent work overload on some workstations, or due to unforeseen excessive 472 

consumption of some component or material. Therefore, exposing the system to late 473 

modifications requires appropriate methods, establishing margins of action or negotiation 474 

for late customization, so that the system keeps the proper efficiency corresponding to an 475 

industrial system, and not to an artisanal one. In this regard, the Tolerance Scheduling 476 

problem raised in Rossit et al. (2018b) provides an adequate approach to deal with this 477 

type of problem. 478 

4.2.1. The Tolerance Scheduling problem 479 

The Tolerance Scheduling problem involves looking for the margins or tolerances for 480 

which an initial solution (schedule) is still optimal or good enough for the planner. It was 481 

originally designed to solve problems derived from unexpected disruptive events in 482 

production such as breakups of machines or delays in standard production times, such as 483 

those defined in Boysen et al. (2012). Thus, an autonomous system could incorporate a 484 

tool to analyze not only the nature of the event (whether it is a rescheduling-triggering 485 

event or not), but also its magnitude and analyze its impact on the performance of the 486 

system, helping to reduce its nervousness, avoiding constant reschedules (Rossit et al. at 487 
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2018b). In this case we will use the same concept, but for a different problem, the 488 

proposing an AL scenario where the customer can be offered the option of late 489 

customization while maintaining the desired efficiency in the performance of the 490 

production system. 491 

This Tolerance Scheduling problem starts with an initial solution (optimal or near-492 

optimal). The goal is to generate a range of tolerances, mainly for the parameters of the 493 

model. As with the specification of tolerances for manufactured goods that allow for a 494 

range within which the good is still considered appropriate, here we allow for certain 495 

degree of imperfection in the plan actually carried out.  Consider for instance situations 496 

in which the actual processing times differ from the specifications used to solve the 497 

original scheduling problem. This event has an impact on the performance of the 498 

production process (e.g. worsening the makespan), which would call for rescheduling the 499 

plan. But it is worth to ponder whether the gains of doing this outweigh the costs of 500 

rescheduling.   501 

The theoretical foundation of the optimization process on which the Tolerance 502 

Scheduling problem is based, is in the Inverse Scheduling (Koulamas [2005]; Brucker & 503 

Shakhlevich [2009]). While in the traditional scheduling problem all the parameters are 504 

known, in the inverse scheduling problems those parameters are assumed to be unknown 505 

and have to be determined in order to make optimal a given schedule (Brucker & 506 

Shakhlevich 2011). The determination of the values of the unknown parameters is usually 507 

restricted to certain intervals. For example, an Inverse Scheduling problem arises when 508 

we seek to find the adjusted delivery dates, dj, of each job j, in order that a given schedule 509 

π becomes optimal making minimal adjustments to the delivery dates and the schedule as 510 

to ensure a certain range of values for the objective function (for deeper explanations see 511 

Koulamas (2005) and Brucker & Shakhlevich (2009)). In the case of the Tolerance 512 

Scheduling problem, we seek tolerances for the parameters ensuring that the original 513 

schedule remains acceptable and thus no rescheduling is necessary.  514 

Formally, given an optimal or near-optimal schedule π, F(π) ≈ F*, (where F(π) is 515 

the objective function value for π and F* is the optimal objective function value) and the 516 

families of parameters dj and pij (being pij the processing time of job j at stage i), we seek 517 

a maximal interval of variations for them, we also incorporate an inertia factor, δ, 518 

expressing the weight given to the stability of the system. A high δ indicates that the 519 

design favors a high stability (high inertia), meaning that fewer events can trigger 520 

reschedules. Then, in the case of minimizing the objective function F :  521 
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 522 

max‖𝑑̂ − 𝑑‖ 523 

𝑠. 𝑡.      𝐹𝑚𝑎𝑥(𝜋, 𝑑̂) ≤ 𝐹𝑚𝑎𝑥(𝜎, 𝑑̂) ∙ (1 + 𝛿),  524 

𝐹𝑚𝑎𝑥(𝜋, 𝑑̂) ≤ 𝐹∗ ∙ (1 + 𝛿), 525 

For any schedule σ, 𝑑𝑗 ≤ 𝑑̂𝑗 ≤ 𝑑𝑗 , 𝛿 ≥ 0,  𝑗 ∈ 𝑁. 526 

That is, the goal is to maximize the distance between the d parameters, while 527 

ensuring that schedule π increases the original F* objective function value up to an inertia 528 

factor 𝛿 ≥ 0. That is, obtain the set of parameters 𝑑̂ such that for that set of parameters 𝑑̂, 529 

the sequence π is better than any feasible order σ affected by 𝛿. This provides a tool that 530 

not only detects possible rescheduling events but also determines whether or not to 531 

proceed with the rescheduling process. The choice of δ is not arbitrary: it must be 532 

proportional to the weight given to the inertia of the production process. That is, if the 533 

idea is to reschedule only at high levels of disruption (high inertia), δ must be large. On 534 

the contrary, a low inertia system should be readier to react, which requires a lower δ. 535 

This procedure is rather easy to automatize, providing another tool to be added to 536 

the DSS embedded in the CPPS, making the latter more prone to autonomous behavior. 537 

The value of δ should, in that case, be set at the design stage 538 

5. Resequencing Assembly lines in Industry 4.0 environments 539 

Our proposed resequencing strategy to allow late customization in ALs in Industry 4.0 540 

environments is based on two principles, one applicable to the line segments where there 541 

are consecutive workstations and the other applicable to locations where buffers exist.  542 

For the first case, of consecutive workstations, the customer should have the 543 

possibility of modifying the product within the tolerances defined by the Tolerance 544 

Scheduling problem. In this way it is possible to translate the late customization of the 545 

customer into either operations time or in consumption of components. These late 546 

customizations may imply, for example, varying the operating times on a workstation, 547 

according to the tolerances defined by the system when solving the Tolerance Scheduling 548 

problem at the beginning of production. If the variation is within the defined tolerances, 549 

the customer is informed that its late customization can be accepted. While, if that 550 

variation falls outside of tolerance range, the request for late customization is rejected. 551 
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The second case of late customizations contemplated in our design is when the product 552 

arrives in an intermediate storage buffer. In these cases, the customer would have 553 

(potentially) greater freedom to customize the product with respect to the operations that 554 

follow downstream of the buffer. 555 

 556 

Fig. 4 Assembly line with intermediate buffer. 557 

To better illustrate our proposal, we present Figure 4, where a generic AL system 558 

is presented. The System of Figure 4 has five workstations (WSi) and two intermediate 559 

buffers (Bi/i+1), a materials warehouse and one of finished products. The products begin 560 

to be processed in the first WS1 workstation, then move to the second WS2 workstation, 561 

then to the third WS3. From this station the products pass to Buffer B3/4, from where they 562 

are sent to the workstation WS4 and again pass to a buffer of intermediate storage, the 563 

B4/5. From this buffer the products are sent for final processing in the WS5 workstation 564 

and then sent to the final product warehouse. The materials required in each workstation 565 

are provided by the Materials Warehouse. The feedinf policy is not specified, represented 566 

by a dotted line. 567 

The system works as follows. The customer makes a demand for a customized 568 

product, specifying its characteristics. The system arranges with the customer a delivery 569 

date (taking into account the rest of the demands and the workload of the system) and the 570 

cost. If the client confirms this negotiation, it is considered a placed order, and any 571 

subsequent modification that the customer may want to make is classified as late 572 

customization. The system sends the order to be scheduled for production. The sequence 573 

Assembly line

WS1 WS3

B3/4

WS4B4/5WS5
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B: Buffer between workstations
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is calculated together with its corresponding tolerances by solving the Tolerance 574 

Scheduling Problem. 575 

Then, if the customer, after having agreed to place the order, wants to make a 576 

modification to its product can choose the option of late customization. The customer 577 

defines a new specification or particular condition of its product, and the company's 578 

management system analyzes whether it is possible to satisfy the new modification. For 579 

this, the first analysis that the system must perform is whether the modification is still 580 

physically possible, i.e., if the modification does not imply operations already executed 581 

on the product, preventing the incorporation of the new modifications desired by the 582 

customer. If it is physically impossible to perform them, then the system notifies the 583 

customer that it is impossible to make the required modification. If it is physically 584 

possible to perform the modification, the productive viability of implementing these late 585 

modifications can be evaluated. For this, the production sequence must be analyzed 586 

according to the two principles mentioned at the beginning of this section. 587 

The first thing that the system analyzes, after determining that the modification is 588 

physically viable, is to verify to which workstation corresponds to perform the late 589 

modified operations. In particular, it has to check whether it is before or after an 590 

intermediate storage buffer. If the operations must be performed on a Workstation prior 591 

to the next intermediate buffer, the system has to analyze their impact on the current 592 

production sequence according to the tolerances calculated for the current sequence. For 593 

example, suppose in Figure 4 that the customer’s product is currently being processed by 594 

the WS1 workstation and the operation included in the late modification corresponds to 595 

the WS3 workstation. The new modification must then be translated in terms of operation 596 

times and material consumption, and the tolerances of the current sequence must be 597 

evaluated to see whether they allow absorbing the modification of the customer or not. If 598 

they allow absorbing the modifications of the customer, she gets notified that her late 599 

request can be granted. Otherwise, if the modifications exceed the tolerances, the 600 

customer's late request is rejected. 601 

Now suppose that the customer's product is again in the WS1 workstation of 602 

Figure 4, and the operations required by the late customization are performed in the WS4 603 

workstation. Between the current processing workstation and where the late 604 

modifications will be made is the intermediate buffer B3/4. In this case, the evaluation of 605 

the requirements is more extensive. As in the previous case, the tolerances of the current 606 

sequence are evaluated. If they allow absorbing the late requirement, the customer's order 607 



21 

 

is accepted. However, even if the current tolerances cannot absorb the customer's late 608 

requirement, it is passed to a second evaluation instance: resequencing the products in the 609 

intermediate buffer (in our example, reordering the production sequence from the buffer 610 

B3/4). This reordering seeks to generate a new sequence of products in such a way that 611 

they can meet the late requirements of the customer, without negatively influencing the 612 

rest of the products in production process. 613 

This framework can be implemented on an online system and offer the customers 614 

an interactive late customization system. These strategies of analysis of the late 615 

requirements of the customers allow offering an adequate level of service maintaining a 616 

level of production according to an industrial environment. 617 

6. Future work 618 

To advance in the design and implementation of a framework to offer late customization 619 

services to the customer, it is necessary to develop further two aspects of this framework: 620 

on the one hand, the assignment of tolerance to any given production order, and on the 621 

other, generating efficient calculation tools for resequencing the production process. 622 

The allocation of the tolerance to a given order is not a trivial issue, since the 623 

tolerance corresponds to the current sequence of production. The ongoing sequence 624 

produces more than one product for more than one customer. Therefore, if a customer 625 

wants to make a modification, and that modification could be absorbed by the tolerances, 626 

it is very likely that the residual tolerance will be reduced. This leaves a smaller margin 627 

for future late modifications by other customers. Faced with this situation, it is necessary 628 

to define mechanisms to assign tolerances to different customers. These mechanisms will 629 

depend on the company, which may opt for an auction, where all customers bid to obtain 630 

the margin of tolerance to make their late modifications. Another option would be that 631 

the contract for manufacturing the product includes the payment of a fee enabling future 632 

late modifications. A vital aspect in all these analyses will be the value of the factor δ for 633 

the calculation of the tolerance, since a high value will allow more slack to the company 634 

for the incorporation of late modifications of the customers, but at the expense of the 635 

efficiency of the sequence for that δ (the larger δ the larger the difference between the 636 

optimal sequence and the selected one) (Rossit et al., 2018 b). 637 

The other aspect to consider is in the case of resequencing at some intermediate 638 

buffer. The AL problem with resequencing has a direct similarity with the scheduling 639 

problem of non-permutation Flow shop (NPFS), in which jobs can be processed for some 640 
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station in a different order from that at the previous stations (Rossit et al. [2016]; Rossit 641 

et al. [2018a]). The space of feasible solutions for cases in which the intermediate buffers 642 

are bounded depends on the size of the intermediate buffers (Brucker et al., 2003) and is 643 

a NP-hard problem, even for two stages (Papadimitriou & Kanellakis 1980). Therefore, 644 

incorporating strategies to resequencing the production plan so that the conditions 645 

imposed by late modifications can be met is not a trivial task. Even more so when these 646 

modifications depend on the processing times that are not known beforehand. In this 647 

sense, robust optimization methods can be applied (Ritt et al. [2016]; Pereira & Álvarez-648 

Miranda [2018]). Also, critical path analyses as in Rossit et al. (2018c) are of particular 649 

interest, where the combinatorics of the critical paths allows the independence of the 650 

values of the processing times, bounding the search space. 651 

7. Conclusion 652 

In this work a framework was presented that allows supporting late customization 653 

strategies in AL systems. This framework presents as an innovation the possibility of 654 

implementing it on an autonomous system, since it can determine whether a late 655 

modification required by a client can be processed by the AL given the current production 656 

conditions, without requiring a scheduler to manage the system. At the same time, it also 657 

allows incorporating the possibility of resequencing the workflow when possible, 658 

increasing the possibility of incorporating late modifications. 659 

On the other hand, future developments required for an effective implementation 660 

of the proposed framework were analyzed. These developments range from mechanisms 661 

of allocation of production tolerances to efficient calculation methods for resequencing. 662 

  663 



23 

 

References 664 

Abbas, M., & ElMaraghy, H. (2018). Co-platforming of products and assembly 665 

systems. Omega, 78, 5-20. 666 

Alderson, W. (1950), “Marketing efficiency and the principle of postponement”, Cost and Profit 667 

Outlook, Vol. 3, pp. 15-18. 668 

Alderson, W. (2006). Marketing efficiency and the principle of postponement. In A Twenty-First 669 

Century Guide to Aldersonian Marketing Thought (pp. 109-113). Springer, Boston, MA. 670 

Aljorephani, S. K., & ElMaraghy, H. A. (2016). Impact of product platform and market demand 671 

on manufacturing system performance and production cost. Procedia CIRP, 52, 74-79. 672 

Anderson C. (2004). The long tail. Wired, http://www.wiredcom/wired/archive/1210/tailhtml 673 

Anderson C. (2008). The long tail: why the future of business is selling less of more. Hyperion 674 

Books. 675 

Bard, J. F., Dar-Elj, E. Z. E. Y., & Shtub, A. (1992). An analytic framework for sequencing mixed 676 

model assembly lines. The International Journal of Production Research, 30(1), 35-48. 677 

Bard, J. F., Shtub, A., & Joshi, S. B. (1994). Sequencing mixed-model assembly lines to level 678 

parts usage and minimize line length. The International Journal of Production 679 

Research, 32(10), 2431-2454. 680 

Battini, D., Faccio, M., Persona, A., & Sgarbossa, F. (2009). Design of the optimal feeding policy 681 

in an assembly system. International Journal of Production Economics, 121(1), 233-254. 682 

Becker, C., & Scholl, A. (2006). A survey on problems and methods in generalized assembly line 683 

balancing. European journal of operational research, 168(3), 694-715. 684 

Bortolini, M., Faccio, M., Gamberi, M., & Pilati, F. (2016). Including material exposure and part 685 

attributes in the manual assembly line balancing problem. IFAC-PapersOnLine, 49(12), 686 

926-931. 687 

Bortolini, M., Ferrari, E., Gamberi, M., Pilati, F., & Faccio, M. (2017a). Assembly system design 688 

in the Industry 4.0 era: a general framework. IFAC-PapersOnLine, 50(1), 5700-5705. 689 

Bortolini, M., Faccio, M., Gamberi, M., & Pilati, F. (2017b). Multi-objective assembly line 690 

balancing considering component picking and ergonomic risk. Computers & Industrial 691 

Engineering, 112, 348-367. 692 

Bortolini, M., Gamberi, M., Pilati, F., & Regattieri, A. (2018a). Automatic assessment of the 693 

ergonomic risk for manual manufacturing and assembly activities through optical motion 694 

capture technology. Procedia CIRP, 72, 81-86. 695 

Bortolini, M., Faccio, M., Gamberi, M., & Pilati, F. (2018b). Motion Analysis System (MAS) for 696 

production and ergonomics assessment in the manufacturing processes. Computers & 697 

Industrial Engineering. 698 



24 

 

Boysen, N., Fliedner, M., & Scholl, A. (2007). A classification of assembly line balancing 699 

problems. European journal of operational research, 183(2), 674-693. 700 

Boysen, N., Fliedner, M., & Scholl, A. (2009). Sequencing mixed-model assembly lines: Survey, 701 

classification and model critique. European Journal of Operational Research, 192(2), 702 

349-373. 703 

Boysen, N., Scholl, A., & Wopperer, N. (2012). Resequencing of mixed-model assembly lines: 704 

Survey and research agenda. European Journal of Operational Research, 216(3), 594-705 

604. 706 

Brucker, P., Heitmann, S., & Hurink, J. (2003). Flow-shop problems with intermediate 707 

buffers. OR Spectrum, 25(4), 549-574. 708 

Brucker, P., & Shakhlevich, N. V. (2009). Inverse scheduling with maximum lateness 709 

objective. Journal of Scheduling, 12(5), 475-488. 710 

Brucker, P., & Shakhlevich, N. V. (2011). Inverse scheduling: two-machine flow-shop 711 

problem. Journal of Scheduling, 14(3), 239-256. 712 

Bucklin, L. P. (1965). Postponement, speculation and the structure of distribution 713 

channels. Journal of marketing research, 26-31. 714 

Bukchin, Y., & Cohen, Y. (2013). Minimising throughput loss in assembly lines due to 715 

absenteeism and turnover via work-sharing. International Journal of Production 716 

Research, 51(20), 6140-6151. 717 

Cohen, Y. (2012). Absenteeism as a major cause of bottlenecks in assembly lines. International 718 

Journal of Production Research, 50(21), 6072-6080. 719 

Cohen, Y., Faccio, M., Galizia, F. G., Mora, C., & Pilati, F. (2017). Assembly system 720 

configuration through Industry 4.0 principles: the expected change in the actual 721 

paradigms. IFAC-PapersOnLine, 50(1), 14958-14963. 722 

ElMaraghy, H., & Abbas, M. (2015). Products-manufacturing systems Co-platforming. CIRP 723 

Annals, 64(1), 407-410. 724 

ElMaraghy, H., & ElMaraghy, W. (2016). Smart adaptable assembly systems. Procedia 725 

CIRP, 44, 4-13. 726 

Faccio, M. (2014). The impact of production mix variations and models varieties on the parts-727 

feeding policy selection in a JIT assembly system. The International Journal of Advanced 728 

Manufacturing Technology, 72(1-4), 543-560. 729 

Faccio, M., Gamberi, M., Pilati, F., & Bortolini, M. (2015). Packaging strategy definition for sales 730 

kits within an assembly system. International Journal of Production Research, 53(11), 731 

3288-3305. 732 

Faccio, M., Gamberi, M., Bortolini, M., & Pilati, F. (2018). Macro and micro-logistic aspects in 733 

defining the parts-feeding policy in mixed-model assembly systems. International 734 

Journal of Services and Operations Management, 31(4), 433-462. 735 



25 

 

Gewohn, M., Beyerer, J., Usländer, T., & Sutschet, G. (2018, March). A quality visualization 736 

model for the evaluation and control of quality in vehicle assembly. In Industrial 737 

Technology and Management (ICITM), 2018 7th International Conference on(pp. 1-10). 738 

IEEE. 739 

Gewohn, M., Usländer, T., Beyerer, J., & Sutschet, G. (2017). Digital Real-Time Feedback of 740 

Quality-Related Information to Inspection and Installation Areas of Vehicle Assembly. 741 

In 2017 11th CIRP Conference on Intelligent Computation in Manufacturing 742 

Engineering (CIRP ICME'17). 743 

Ghobakhloo, M., & Azar, A. (2018). Business excellence via advanced manufacturing technology 744 

and lean-agile manufacturing. Journal of Manufacturing Technology 745 

Management, 29(1), 2-24. 746 

Hedman, R., & Almström, P. (2017). A state of the art system for managing time data in manual 747 

assembly. International Journal of Computer Integrated Manufacturing, 30(10), 1060-748 

1071. 749 

Hermann, M., Pentek, T., & Otto, B. (2016, January). Design Principles for Industrie 4.0 750 

Scenarios. In 2016 49th Hawaii International Conference on System Sciences (HICSS) 751 

(pp. 3928-3937). IEEE. 752 

Hu, S. J., Zhu, X., Wang, H., & Koren, Y. (2008). Product variety and manufacturing complexity 753 

in assembly systems and supply chains. CIRP Annals-Manufacturing Technology, 57(1), 754 

45-48. 755 

Huang, S. H., Liu, P., Mokasdar, A., & Hou, L. (2013). Additive manufacturing and its societal 756 

impact: a literature review. The International Journal of Advanced Manufacturing 757 

Technology, 67(5-8), 1191-1203. 758 

Koulamas, C. (2005). Inverse scheduling with controllable job parameters. International Journal 759 

of Services and Operations Management, 1(1), 35-43. 760 

Kumar, A. (2007). From mass customization to mass personalization: a strategic 761 

transformation. International Journal of Flexible Manufacturing Systems, 19(4), 533. 762 

Lee, E. A. (2008, May). Cyber physical systems: Design challenges. In Object oriented real-time 763 

distributed computing (isorc), 2008 11th ieee international symposium on (pp. 363-369). 764 

IEEE. 765 

Manzini, M., Unglert, J., Gyulai, D., Colledani, M., Jauregui-Becker, J. M., Monostori, L., & 766 

Urgo, M. (2018). An integrated framework for design, management and operation of 767 

reconfigurable assembly systems. Omega, 78, 69-84. 768 

Mason-Jones, R., Naylor, B., & Towill, D. R. (2000). Lean, agile or leagile? Matching your 769 

supply chain to the marketplace. International Journal of Production Research, 38(17), 770 

4061-4070. 771 



26 

 

Monostori, L. (2014). Cyber-physical production systems: Roots, expectations and R&D 772 

challenges. Procedia CIRP, 17, 9-13. 773 

Mueller, B. (2012). Additive manufacturing technologies–Rapid prototyping to direct digital 774 

manufacturing. Assembly Automation, 32(2). 775 

Naylor, J. B., Naim, M. M., & Berry, D. (1999). Leagility: Integrating the lean and agile 776 

manufacturing paradigms in the total supply chain. International Journal of production 777 

economics, 62(1-2), 107-118. 778 

Nieuwenhuis, P., & Katsifou, E. (2015). More sustainable automotive production through 779 

understanding decoupling points in leagile manufacturing. Journal of Cleaner 780 

Production, 95, 232-241. 781 

Ouelhadj, D., & Petrovic, S. (2009). A survey of dynamic scheduling in manufacturing 782 

systems. Journal of scheduling, 12(4), 417-431. 783 

Papadimitriou, C. H., & Kanellakis, P. C. (1980). Flowshop scheduling with limited temporary 784 

storage. Journal of the ACM (JACM), 27(3), 533-549. 785 

Pereira, J., & Álvarez-Miranda, E. (2018). An exact approach for the robust assembly line 786 

balancing problem. Omega, 78, 85-98. 787 

Pfeiffer, S. (2016). Robots, Industry 4.0 and humans, or why assembly work is more than routine 788 

work. Societies, 6(2), 16. 789 

Pine, B. J., Victor, B., & Boynton, A. C. (1993). Making mass customization work. Harvard 790 

business review, 71(5), 108-11. 791 

Porter, M. E., & Heppelmann, J. E. (2015). How smart, connected products are transforming 792 

companies. Harvard Business Review, 93(10), 96-114. 793 

Ritt, M., Costa, A. M., & Miralles, C. (2016). The assembly line worker assignment and balancing 794 

problem with stochastic worker availability. International Journal of Production 795 

Research, 54(3), 907-922. 796 

Rossit, D., Tohmé, F., Frutos, M., Bard, J., & Broz, D. (2016). A non-permutation flowshop 797 

scheduling problem with lot streaming: A Mathematical model. International Journal of 798 

Industrial Engineering Computations, 7(3), 507-516. 799 

Rossit, D. & Tohmé, F. (2018). Scheduling research contributions to Smart manufacturing. 800 

Manufacturing Letters. 15 (B), 111-114. 801 

Rossit, D. A., Tohmé, F., & Frutos, M. (2018a). The non-permutation flow-shop scheduling 802 

problem: a literature review. Omega, 77, 143-153. 803 

Rossit, D. A., Tohmé, F. & Frutos, M. (2018b). Industry 4.0: Smart Scheduling. International 804 

Journal of Production Research. In press. 805 

https://doi.org/10.1080/00207543.2018.1504248  806 

Rossit, D. A., Vásquez, Ó. C., Tohmé, F., Frutos, M., & Safe, M. D. (2018c). The Dominance 807 

Flow Shop Scheduling Problem. Electronic Notes in Discrete Mathematics, 69, 21-28. 808 



27 

 

Shah, R., & Ward, P. T. (2003). Lean manufacturing: context, practice bundles, and 809 

performance. Journal of operations management, 21(2), 129-149. 810 

Simpson, T. W. (2004). Product platform design and customization: Status and promise. Ai 811 

Edam, 18(1), 3-20. 812 

Simpson, T. W., Jiao, J., Siddique, Z., & Hölttä-Otto, K. (2014). Advances in product family and 813 

product platform design. New YorN: Springer. 814 

Singer, G., Golan, M., & Cohen, Y. (2014). From product documentation to a ‘method prototype 815 

and standard times: a new technique for complex manual assembly. International Journal 816 

of Production Research, 52(2), 507-520. 817 

Van Hoek, R. I. (2001). The rediscovery of postponement a literature review and directions for 818 

research. Journal of operations management, 19(2), 161-184. 819 

Vieira, G. E., Herrmann, J. W., & Lin, E. (2003). Rescheduling manufacturing systems: a 820 

framework of strategies, policies, and methods. Journal of scheduling, 6(1), 39-62. 821 

Vollmann, Thomas E., Berry, William L., Whybark, D. C. & Jacobs R. (2005). Manufacturing 822 

Planning and Control for Supply Chain Management. McGraw-Hill/Irwin. 5th Edition 823 

Wang, L., Törngren, M., & Onori, M. (2015). Current status and advancement of cyber-physical 824 

systems in manufacturing. Journal of Manufacturing Systems, 37(Part 2), 517-527. 825 

Xu, X. (2012). From cloud computing to cloud manufacturing. Robotics and computer-integrated 826 

manufacturing, 28(1), 75-86. 827 

Xu, P., Mei, H., Ren, L., & Chen, W. (2017). ViDX: Visual diagnostics of assembly line 828 

performance in smart factories. IEEE transactions on visualization and computer 829 

graphics, 23(1), 291-300. 830 

Yao, X., & Lin, Y. (2016). Emerging manufacturing paradigm shifts for the incoming industrial 831 

revolution. The International Journal of Advanced Manufacturing Technology, 85(5-8), 832 

1665-1676. 833 
Yao, X., Zhou, J., Lin, Y., Li, Y., Yu, H., & Liu, Y. (2017). Smart manufacturing based on cyber-834 

physical systems and beyond. Journal of Intelligent Manufacturing, 1-13. 835 

https://doi.org/10.1007/s10845-017-1384-5 836 

Yusuf, Y. Y., Sarhadi, M., & Gunasekaran, A. (1999). Agile manufacturing: The drivers, concepts 837 

and attributes. International Journal of production economics, 62(1-2), 33-43. 838 

Yusuf, Y. Y., Gunasekaran, A., Adeleye, E. O., & Sivayoganathan, K. (2004). Agile supply chain 839 

capabilities: Determinants of competitive objectives. European Journal of Operational 840 

Research, 159(2), 379-392. 841 

Zhong, R. Y., Newman, S. T., Huang, G. Q., & Lan, S. (2016). Big Data for supply chain 842 

management in the service and manufacturing sectors: Challenges, opportunities, and 843 

future perspectives. Computers & Industrial Engineering, 101, 572-591. 844 



28 

 

Zhou, J., & Yao, X. (2017a). A hybrid artificial bee colony algorithm for optimal selection of 845 

QoS-based cloud manufacturing service composition. The International Journal of 846 

Advanced Manufacturing Technology, 88(9-12), 3371-3387. 847 

Zhou, J., & Yao, X. (2017b). DE-caABC: differential evolution enhanced context-aware artificial 848 

bee colony algorithm for service composition and optimal selection in cloud 849 

manufacturing. The International Journal of Advanced Manufacturing 850 

Technology, 90(1-4), 1085-1103. 851 

Zhou, J., & Yao, X. (2017c). Hybrid teaching–learning-based optimization of correlation-aware 852 

service composition in cloud manufacturing. The International Journal of Advanced 853 

Manufacturing Technology, 91(9-12), 3515-3533. 854 


