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In this paper, we present a detailed study on the application of the quantum control technique of navigation in the energy spectrum to chemical isomerization processes, namely, CN−Li→Li−CN. This technique is based on the controlled time variation of a Hamiltonian parameter, an external uniform electric field in our case. The main result of our work establishes that the navigation involved in the method is robust, in the sense that quite sizable deviations from a pre-established control parameter time profile can be introduced and still get good final results. This is specially relevant thinking of an experimental implementation of the method. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4936424]

I. INTRODUCTION

New technologies in femtosecond laser pulses have made possible an increasing number of successful strategies to manipulate and control atoms, nuclei, electrons, molecules and other quantum systems. This includes closed loop methods characterized by periodic feedback measures to correct the control parameters. Decoherence is usually a limitation for quantum control, but recent technological advances have tremendously increased the coherence time up to several seconds for electron-spin or minutes in the case of some nuclear-spin. Moreover, there are also decoherent quantum control strategies, where coherence is destroyed in order to improve the controllability of the system, which allows to achieve states that cannot be accessed by unitary evolution. Measurement, manipulation, and computation of quantum information can be counted among some of the most important goals of quantum control. At present, the more promising candidates for a future quantum computer technology are electrodynamics cavities (QED), ion and neutral atom traps, quantum dots, optical systems, superconductor interference devices (SQUID), and nuclear magnetic resonance (NMR) setups. Among the experimental results obtained in recent years, coherent control of spin state of individual electrons and nuclei, generation of entangled states between electrons or photons, strong coupling and entanglement of quantum dots with photons, creation of artificial molecules using quantum dots and universal control of charge qubits in quantum dots deserve special mention.

In the last two decades, several successful experimental techniques to manipulate molecules, such as infrared (IR) resonant radiation, stimulated Raman adiabatic passage (STIRAP), and counter-diabatic fields, have allowed to populate specific vibrational states, to break or excite selected bonds, to promote isomerization, and to control the quantum dynamics of molecules. Isomerization and dissociation experiments using ultrafast IR pulses and feedback-based strategies were successfully applied to different molecules such as, for example, acetylene and HCo(CO)₄. While these isomerization experiments, and others recently proposed, employ pulses of tens or hundreds of cycles, other works propose to control nuclear dynamic and isomerization using only one very strong tailored pulse in the femtoseconds scale. In a recent theoretical work, Pellouchoud and Reed propose isomerizing a Li–CN molecule using a single-cycle pulse of an electric field, whose shape design is based on the classical dynamics of the nuclei under a density-functional-theory (DFT)-computed field-dependent potential surface. This last method requires an accurate shaped very strong pulse with maximum values of the order of 1 V/Å. Nevertheless, recent improvements on sources of strong terahertz (THz) pulses, allowing peaks of 0.2-0.4 V/Å, suggest the plausibility of this strategy in a near future.

Recently, we proposed a strategy to isomerize Li–CN using a tailored electric field pulse, where the quantum dynamics for the nuclei is considered. This method is based on the knowledge of the vibrational energy spectrum as a function of the electric field (adiabatic curves), and then, a time dependent electric field profile is designed in order to navigate the level curves using an optimized sequence of diabatic and adiabatic transitions leading to the desired final state. We showed that using this control method, a high probability of reaching the final state (~99%) can be achieved, and moreover, this requires electric field intensities weaker than those in the above mentioned ultrafast method (less
than 0.13 V/Å, i.e., 3 · 10⁻³ a.u.). However, the high accuracy needed to shape the optimized pulse can, in principle, represent a strong obstacle for its experimental implementation and, in addition, small variations in the shape or timing of the electric pulse can decrease significantly the efficiency of the method.

In order to make possible a realistic implementation of the method for the CN–Li→Li–CN isomerization, we show here that a robust path in the spectrum can be found that, when used in the navigation, leads to a much simpler electric field time profile, actually consisting of only two linear pieces. Although this simplified shape of the electric pulse is not optimal, and then the final transition probability is reduced, it still has a high efficiency of 97%.

Moreover, we show that this control strategy is robust, in the sense that sizable variations in the slopes of the electric field profile do not significantly reduce the final transition probability.

The organization of the paper is as follows. In Sec. II, we introduce the LiCN molecular system, the model employed, and the numerical methods used in our calculation, which include a more accurate effective potential energy than that employed in our previous paper. Section III focuses on the control strategy. There we describe the path and the electric field time profiles derived from our calculations. The numerical results and the robustness of the control path are also analyzed here. Finally, our concluding remarks are summarized in Sec. IV. In Appendix A, we check the validity of the rotationless motion assumed in our model, and in Appendix B, we check the robustness of our results against the experimental inaccuracies in the alignment angle.

II. SYSTEM DESCRIPTION AND CALCULATIONS

A. Isomerizing system Hamiltonian

The Li–CN molecule is a triatomic floppy molecule, within a class which includes, for example, H–CN, Na–CN, K–CN, H2C–CN, H2CP, and the H–O2 radical, or the van der Waals complexes, such as He–FH, He–C2H, He–BrH, and He–CNH.

In the case of LiCN, the floppy motion corresponds to the Li–C–N bending, which is highly coupled to the Li–CN stretching, but highly uncoupled (adiabatically) from the high frequency mode C–N. This makes possible to accurately decompose the complete vibrational dynamics in a 2+1 model, ignoring the latter degree of freedom. The corresponding rotationless vibrational Hamiltonian function \( H_c \) is given, in Jacobi coordinates, by

\[
H_c = \frac{p_R^2}{2\mu_1} + \left( \frac{1}{\mu_1 r_{eq}^2} + \frac{1}{\mu_2 r_{eq}^2} \right) \frac{p_\theta^2}{2} + V(R, \theta),
\]

where \( r_{eq} \) is the fixed C–N equilibrium distance, \( R \) is the length between the C–N center of mass and the Li atom, and \( \theta \) is the angle formed by these two directions, with \( \theta = 0 \) corresponding to the linear configuration Li–CN, and \( \theta = \pi \) rad to CN–Li. The associate conjugate momenta are \( p_R \) and \( p_\theta \), respectively, with reduced masses: \( \mu_1 = m_{Li}(m_{Li} + m_N)/(m_{Li} + m_C + m_N) \) and \( \mu_2 = m_{Li}m_N/(m_C + m_N) \), \( m_X \) being the involved atomic masses. Function \( V(R, \theta) \) is the potential energy for the interaction between the Li atom and the CN dimer. Notice that Hamiltonian (1) models the isomerization reaction CN–Li→Li–CN.

The potential energy surface \( V(R, \theta) \) is taken as the ab initio quantum calculations of Essers et al. fitted to an expansion in Legendre polynomials, and it is represented in Fig. 1(a) in the form of a contour plot. As can be seen, this function has two minima: A relative one at \( \theta = 0 \) and another, which is absolute, at \( \theta = \pi \) rad. Both correspond to linear isomers, which are separated by a saddle point barrier, and connected by the minimum energy path plotted in thick blue line in the figure.

B. Control Hamiltonian

The LiCN molecule is polar, thus presenting a permanent dipole moment. Actually, when all possible configurations of the system CN–Li/Li–CN are considered, this dipole moment is represented by a vector field \( p(R, \theta) \). Accordingly, one can interact with the system, e.g., in order to control the isomerization, simply by placing it in an external fixed electric field \( E \). In this case, an additional term in the Hamiltonian appears

\[
H_c = H_c - p \cdot E.
\]

One can imagine now using molecular rotation control and molecular alignment technique to align polar molecules, and then orientate our isomerizing system in such a way that the electric field \( E \) is parallel to the C–N bond. Under these conditions, the external field intensity \( E \) can be used as the control parameter for the reaction. In our calculations, it is assumed that this alignment is perfect, something which is obviously not true in actual experimental situations.

---

**FIG. 1.** Effective potential energy function \( V_{eff}(R, \theta) \), as defined in Eq. (3) for the CN–Li/Li–CN isomerizing system subjected to an electric field parallel to the C–N bond. The maximum of the field intensity \( E \) (x10⁻³ a.u.) is indicated in each panel. Contours are plotted every 1000 cm⁻¹. The minimum energy path connecting the two isomer wells has also been included in thick blue line.
The effect on our study of considering the experimental inaccuracies will be discussed in Appendix B, at the end of the paper.

Furthermore, the extra term in Eq. (2) can be added to the potential energy function to define a new effective potential as

$$V_{\text{eff}}(R, \theta) = V(R, \theta) - p \cdot E. \quad (3)$$

In our case, we take the dipole moment vector function $p(R, \theta)$ as the ab initio quantum calculations of Brocks et al.,\textsuperscript{63} fitted by us to an expansion in Legendre polynomials. The corresponding effective potential for three different values of the external electric field intensity is presented in Figs. 1(b)-1(d). As can be seen, as $E$ increases, the most stable well at $\theta = \pi$ rad becomes a saddle, unstable with regard to the isomerization, while at the same time, the well at $\theta = 0$ progressively increases in stability. This result can be rationalized taking into account the sign in the interaction in Eq. (3) and the relative geometry between field and CN fragment which we have assumed. Notice also the emergence of a new well at $\theta \approx \pi/2$ rad, most prominent at $E \approx 3 \cdot 10^{-3}$ a.u., which corresponds to a triangular configuration. As we will describe in more detail later, this new well is very relevant in the isomerization control process: Actually, if we start at $E(t=0)$ from an initial probability density localized in the well at $\theta = \pi$ rad (CN–Li isomer), it can be “shepherded” by means of a suitable time evolution of the increasing electric field $E(t)$ to the well at $\theta = 0$, corresponding to the Li–CN isomer, through intermediate states which are localized in the well at $\theta \approx \pi/2$ rad.

Let us conclude this section by pointing out that when the CN–Li isomer is subjected to an electric field parallel to the C–N bond, as is the case here, the molecular dipole moment is mainly antiparallel to the electric field, and then the established torque will force the molecular rotation towards a more stable parallel configuration. If this happens, the assumed molecular orientation in the control Hamiltonian (2) changes, and then the rotationless vibrational Hamiltonian $H_\text{v}$ in Eq. (1) is, in principle, no longer valid. However, we quantitatively show in Appendix A that this is not the case, since the controlled isomerization reaction is much faster than the molecular rotation.

C. Quantum calculations

To devise an effective strategy to control the CN–Li/Li–CN isomerization reaction, we first need to know accurately the evolution of the LiCN vibrational energy spectrum as the electric field intensity increases. For this purpose, we use the discrete variable representation-distributed Gaussian basis method of Bačić and Light\textsuperscript{64} to compute the eigenenergies (and eigenstates) for the Hamiltonian operator corresponding to Eq. (2) for different values of the electric field intensity $E$, since it is assumed that the electric field $E$ is kept parallel to the C–N bond in the control process. In this way, the low 250 lying eigenfunctions $\langle R, \theta|n\rangle_E$, $n = 1, \ldots, 250$ were calculated for $E = 0, 0.01, 0.02, \ldots, 3 \times 10^{-3}$ a.u., with their eigenenergies $E_n(E)$ converged to within 0.01 cm$^{-1}$.

The second step, consisting the propagation in time of our initial state $|\psi\rangle$, as the electric field $E(t)$ increases in time, is carried out by representing the quantum control Hamiltonian operator $\hat{H}_\text{c}(t)$ in Eq. (2) in the basis set of the 250 low lying eigenstates at zero field intensity $\{n\}_{E=0}^{250}$, that is, the eigenstates basis set of the vibrational Hamiltonian operator corresponding to Eq. (1), this leading to the following system of 250 ordinary differential equations

$$i\hbar \dot{C} = H(t) \cdot C, \quad (4)$$

where $C$ is a column matrix containing the expansion coefficients $[C]_n = \langle n|\psi\rangle$, of the evolving state $|\psi\rangle$, and $H(t)$ is the matrix representation of the control Hamiltonian operator

$$[H(t)]_{mn} = \langle m|\hat{H}_\text{c} - \hat{p} \cdot \hat{E}(t)|n\rangle_0 = E_n(0)\delta_{mn} - \langle m|\hat{p}_\parallel|n\rangle_0 E(t), \quad (5)$$

$E_n(0)$ being the eigenenergies at zero field, and $\hat{p}_\parallel$ the operator corresponding to the dipole moment component parallel to the C–N bond. The system of differential equations (4) was solved by using standard numerical methods, checking at each step the conservation of the wavefunction norm. We have also checked the suitability of the eigenstates basis set at zero field $\{n\}_{E=0}^{250}$ in all the ranges of the calculations $E = 0 \ldots 3 \cdot 10^{-3}$ a.u. by comparing the previously computed spectrum $E_n(E)$ and the diagonalization of the matrix representation $H_\text{c}$ at the same values of $E$; this has always rendered a very good agreement for the relevant 40 low lying eigenstates.

III. NAVIGATING THE SPECTRUM

A. Energy spectrum

The correlation diagram of the vibrational energy levels vs. electric field intensity is depicted in Fig. 2. Obviously, since all states in this diagram belong to the same irreducible representation in the symmetry group of the effective potential energy function $V_{\text{eff}}(R, \theta)$, all crossings between states are in fact avoided (recall the Wigner-von Neumann non crossing rule\textsuperscript{65}), although many of them are so narrow that appear as crossings to the naked eye.

As can be seen in the figure, all low lying eigenstates at $E = 0$ have a positive slope. This is due to the fact that they correspond to states in the CN–Li isomer well, which interact positively with the field (given our assumed relative orientation of field and molecule). However, it is seen that these states present different values of the slope. In fact, those with smaller slopes, i.e., $n = 1, 2, 3, 4, 6, 7, 9, 11, 12, \ldots$ correspond to a series with increasing excitation in $\theta$ and no excitation in $R$ coordinate. These states will be labeled $(n_R, n_\theta)_{\text{CN–Li}} = (0,0), (0,1), (0,2), (0,3), (0,4), (0,5), (0,6), (0,7), (0,8), \ldots$. The series with steeper slopes, i.e., states $n = 5, 8, 10, 13, \ldots$ corresponds again to different excitations in the $\theta$ coordinate but with one excitation in the $R$ mode, that is, states $(n_R, n_\theta)_{\text{Li–CN}} = (1,0), (1,1), (1,2), (1,3), \ldots$.
FIG. 2. Correlation diagram of eigenenergies (blue lines) vs. electric field intensity corresponding to the control Hamiltonian \( \hat{H}_c \) of Eq. (2) with the electric field parallel to the C–N bond. The proposed navigation path from state \((n_R, n_\theta)_{\text{CN-Li}} = (0, 0)\) in the CN–Li isomer to state \((0, 7)_{\text{Li-CN}}\) in Li-CN is represented in red line. The four low lying states (represented in Fig. 3) localized in the well induced by the field at \(E = 3 \cdot 10^{-3}\) a.u. [see Fig. 1(d)] are marked with green open circles.

On the other hand, at \(E = 3 \cdot 10^{-3}\) a.u., all low lying eigenstates appear with a negative slope. They correspond to states in the Li–CN well, which stabilizes (negative interaction) as the field increases. Similar to the previous case, states with smaller slopes (in absolute value), i.e., \(n = 1, 2, 4, 6, \ldots\) have an increasing excitation in \(\theta\) and no excitation in \(R\) coordinate, that is, they correspond to states \((n_R, n_\theta)_{\text{Li-CN}} = (0, 0), (0, 1), (0, 2), (0, 3), \ldots\). And the series with steeper slopes (in absolute value) \(n = 3, 5, \ldots\) corresponds to different excitations in the \(\theta\) coordinate with only one excitation in \(R\) coordinate, i.e., \((n_R, n_\theta)_{\text{Li-CN}} = (1, 0), (1, 1), \ldots\).

Notice that the occurrence of broad avoided crossings (ACs) between states is very relevant at this point of the discussion. For example, states \(n = 8, 9\) at \(E = 3 \cdot 10^{-3}\) a.u. do so since they are involved in a 1:2 Fermi resonance, and then they are given by two orthogonal combinations of states \((0, 4)_{\text{Li-CN}}\) and \((1, 2)_{\text{Li-CN}}\), respectively. This topic has been discussed thoroughly in Ref. 66 and also in Ref. 51 in relation with the similar case of KCN.

In addition to the above described states, there exists a third kind of eigenstates in the correlation diagram. They are those which appear localized in the well of \(V_{\text{eff}}(R, \theta)\) at \(\theta = \pi/2\) rad. They are induced by the electric field and correspond to a triangular configuration \(\text{Li-CN}\). These states exhibit a small positive slope in the correlation diagram, as can be seen in Fig. 2, where the corresponding four low lying states of this kind at \(E = 3 \cdot 10^{-3}\) a.u. (states \(n = 13, 16, 19, 21\)) have been marked with green open circles. The associated probability densities \(\langle R, \theta | n \rangle_E\) are shown in Fig. 3, where it is seen that they correspond to increasing excitations in the \(\theta\) coordinate, so that they can be denoted as \((n_R, n_\theta)_x = (0, 0), (0, 1), (0, 2), (0, 3), \ldots\) respectively. Notice that, due to the proximity of the broad AC between states \((0, 7)_{\text{Li-CN}}\) and \((0, 3)_{\text{Li-CN}}\), state \(n = 21\) is not a pure \((0, 3)_{\text{Li-CN}}\) state but it has a small contribution from state \((0, 7)_{\text{Li-CN}}\), this being reflected in the existence of some density in the Li–CN well with seven nodes.

B. Navigation path

To determine an adequate, or even optimal, navigation path in the energy spectrum, taking our system from a selected initial state to a desired final one, two important results have been taken into account as a guidance, namely, the adiabatic theorem and the Landau-Zener model, which establish the conditions for the navigation among the different curves of the correlation diagram, and quantify the transition probabilities at the different ACs, depending on the rate \(dE/dt\) along the designed time profile \(E(t)\) (see Subsection III C).

In our case, we assume that the initial state for the controlled isomerization is the CN–Li isomer ground state, i.e., \(n = 1\) at \(E = 0\). Accordingly, it seems plausible in principle to increase the electric field intensity until reaching the neighborhood of the first AC, and then, proceed with a slow enough rate \(dE/dt\) to adiabatically pass through it, thus getting to the ground state of the Li–CN isomer. However, since the involved ACs are extremely narrow, the required rate for an adiabatic passage is excessively slow, and then inviable for all practical purposes.

To realistically control isomerization, all excessively narrow ACs found in the path must be diabatically crossed, i.e., passed with a fast enough rate, while the broader ones can be overcome either adiabatically, i.e., traversed with a
slow enough rate, or diabatically, i.e., with a fast rate. This should give the flexibility to navigate across the correlation diagram until reaching a state with Li–CN characteristics. Accordingly, and using the above referenced rules, we obtained the navigation path indicated with a red line in Fig. 2 as one that can efficiently control the isomerization. In it, the target state corresponds to \( (0,7)_{\text{Li–CN}} \) (state \( n = 20 \) at \( E = 3 \cdot 10^{-3} \text{ a.u.} \)). Notice that in the region of broad ACs of the navigation path, i.e., \( 2.7 \cdot 10^{-3} < E < 3 \cdot 10^{-3} \text{ a.u.} \), there also exist some narrow ACs. Then, this region must be passed with a rate which is slow enough for not crossing the broad ACs, but fast enough rate to cross these narrow ACs. Finally, also note that the state \( (0,3) \), discussed above is involved in the navigation.

Notice that the target state is an exotic state which is not an eigenstate of free field Hamiltonian \((1)\). Its actual shape will be discussed later in Sec. III D. Therefore, although this exotic state becomes unstable when the electric field is turned off, this may open up the possibility of performing new interesting chemistry, not possible otherwise.

C. Electric field time profile

After having fixed the navigation path in the energy spectrum, it is then necessary to establish an adequate electric field time profile \( \mathcal{E}(t) \), i.e., one such that the probability \( |\langle 20|\psi_n \rangle|^2 \) of reaching the target (state \( n = 20 \) at \( E = 3 \cdot 10^{-3} \text{ a.u.} \)) at the final time \( t_f \) is close to unity.

For this purpose, we follow the method previously described in Refs. 46 and 47, where a piecewise linear time profile \( \mathcal{E}(t) \) is obtained in three steps: First, the relevant (broader) ACs in the chosen path are determined. Second, for each non-negligible AC that should be diabatically passed, we consider an instantaneous diabatic transition and find the locally optimal diabatic jump, i.e., we find the two field values, before and after the AC, that maximize the overlap between the corresponding adiabatic states. And third, the time profile \( \mathcal{E}(t) \) is linearly increased between the above mentioned diabatic jumps. Then, we start at \( E = 0 \) and proceed until the first non-negligible AC at \( E = 2.035 \cdot 10^{-3} \text{ a.u.} \). There a rate \( dE/dt \) is chosen in such a way that after this first piece of the profile, the overlap between the time evolved state and the adiabatic state is maximum. Once fixed the slope for the first non-diabatic step, the slope of the second slow piece (between the first two diabatic jumps) is optimized, again by maximizing the overlap with the final adiabatic state. Continuing this procedure, the remaining pieces of the time profile are successively determined in the same way.

By using this method, the time profile depicted in Fig. 4(a) was obtained. It consists of fifteen pieces and leads to a probability of reaching the final target state \( |\langle 20|\psi_f \rangle|^2 = 0.974 \) for \( t_f = 14.27 \text{ ps} \). This straightforwardly calculated profile is nevertheless not exempt of problems, since as can be seen, it contains abrupt and vertical changes in the slope. Accordingly, it seems hardly, if at all, implementable in any actual experimental setup.

However, a time profile [blue line in Fig. 4(b)] more suitable for an experimental realization can be constructed by considering just two pieces in it. It consists of a first piece for the range \( 0 < E < 2.7 \cdot 10^{-3} \text{ a.u.} \) with a large slope in order to diabatically pass all narrow ACs in the navigation path, and then a second one, for the range \( 2.7 \cdot 10^{-3} < E < 3 \cdot 10^{-3} \text{ a.u.} \), which has a sufficiently small slope to diabatically pass the broad ACs in the final part of the navigation. Besides, in the construction of this much simpler profile, a global (instead of local) optimization of the final probability was performed, by calculating the surface corresponding to the probability of reaching the final target state \( |\langle 20|\psi_f \rangle|^2 \) as a function of the two involved piece time intervals \( \Delta t_1 \) and \( \Delta t_2 \). The results obtained in this way are presented in Fig. 5. They exhibit some features and peculiarities that are worth discussing.

In the first place, the whole surface in Fig. 5 exhibits a very wavelike shape that would be even more obvious in a three dimensional representation. However, we have chosen to use a contour plot since this is more useful for numerical purposes. This behavior can be understood in terms of the oscillatory behavior of the probability density as a function of time, as it is explained in Sec. III D. Second, the maximum value for the probability of reaching the final target state, i.e., the value corresponding to the optimum two-piece time profile, is surrounded by points with significantly lower values of that probability. This means that a small deviation from the optimum time profile in a hypothetical experimental realization will render a much poorer final result. Third, there exists a wide connected region in which the probability is greater than 0.90, and also several smaller disconnected regions where the probability is even greater than 0.93, as can be seen in the figure. The existence of these regions is very interesting from the experimental point of view, since it implies that any electric field time profile defined inside them render an approximately similarly good control of the isomerization process under consideration. In this sense, this control can be thought as being robust, as emphasized in the paper title. This means that sizable large deviations from the
FIG. 5. Contour plot for the probability of reaching the final target state $|\langle 20 | \psi \rangle |^2$ in the CN–Li$\rightarrow$Li–CN isomerization reaction controlled with the simple two pieces electric field profiles described in the text (see Sec. III C) as a function of the two time intervals $\Delta t_1$ and $\Delta t_2$ involved. Contours are spaced 0.05. The cyan/magenta colored regions enclose the final probability ranges of $|\langle 20 | \psi \rangle |^2 \approx 0.90$–0.93/(0.93–1), and they correspond to the profiles marked with the same colors in Fig. 4(b). The position of the optimal result $|\langle 20 | \psi \rangle |^2 = 0.974$ corresponding to the blue line profile in the same figure is marked with a blue filled circle. The regions of robust control corresponding to probabilities greater than 0.90 and 0.93 are indicated by the big and small rectangles, respectively. The robust electric field time profile giving a probability $|\langle 20 | \psi \rangle |^2 = 0.94$ [see dotted line in Fig. 4(b)] is indicated with a blue cross.

optimal time profile in an experimental realization will still lead to very good final results. Just for the sake of illustration, we have indicated two such (very simple) rectangular regions in Fig. 5. Any two-piece time profile defined inside the smaller one, which lies within the magenta colored area and also corresponds to the magenta colored region in Fig. 4(b), leads to a probability greater than 0.93. Similarly, in the big rectangular region chosen within the cyan colored area (also corresponding to the cyan colored region in the time profile), any two-piece time profile would render a final probability greater than 0.90. One example of such robust control behavior is that provided by the time profile represented with a blue cross and leads to a probability of reaching the target state $|\langle 20 | \psi \rangle |^2 = 0.94$.

We close this part by stressing that although the slopes needed in the strong electric field profiles obtained with our controlling method are not small, they are within the reach of the available modern terahertz technology.\textsuperscript{43–45} Moreover, they can be however relaxed a bit and still get a good final probability of arriving at the desired target state, as demonstrated by the results of Fig. 5.

D. Probability density time evolution

Of particular interest is to examine the time evolution of the probability density function $|\langle R, \theta | \psi \rangle |^2$ for the controlled isomerization process. For this purpose, we choose the robust two-piece time profile sample shown in dotted line in Fig. 4(b) (also the blue cross in Fig. 5). This is shown in Fig. 6, where the probability density is seen to change guided along the minimum energy path, from the CN–Li isomer (0,0) ground state at $t = 0$ (also $E = 0$) to the mostly Li–CN isomer (0,7) state at $t = 18$ ps (or $E = 3 \cdot 10^{-3}$ a.u.). In this process, the system passes through the $LiCN$ intermediate (0,3), state at $t = 13.2$ ps (or $E = 2.907 \cdot 10^{-3}$ a.u.) in the well at $\theta \approx \pi/2$ rad induced by the field [see Sec. II B and Fig. 1(d)]. Moreover, it is worth noting that with the value chosen for the time step ($t = 1.2$ ps), the controlled isomerization process appears monotonic, with the probability density always flowing from the CN–Li isomer to Li–CN, without never returning backwards. However, this is not the case and the flow really oscillates at a smaller scale in time, e.g., for a time step of $t = 0.3$ ps.\textsuperscript{70}

Let us examine in more detail how the controlling mechanism is shown in the vibrational level spectrum. In the first part (piece) of the navigation path, i.e., from $E = 0$ to $E = 2.7 \cdot 10^{-3}$ a.u. (see red line in Fig. 2) using all the two-piece profiles of Fig. 4(b), there all (actually 15) narrow ACs are diabatically passed, and the isomerization process takes place monotonically. However, in the second part, i.e., from $E = 2.7 \cdot 10^{-3}$ a.u. to $E = 3 \cdot 10^{-3}$ a.u., two broad ACs are adiabatically passed and simultaneously four narrow ACs are diabatically crossed, and probability density indeed oscillates here in time back and forth between the two wells. This oscillating behavior can be understood in terms of the static
coupling, i.e., at fixed field, between the eigenstates involved in each two states AC. As is well known, the time evolution of the probability density $|\langle R, \theta | \phi \rangle|_t^2$ for a linear combination of two eigenstates $| \phi \rangle = c_m |m\rangle + c_n |n\rangle$ (with $|c_m|^2 + |c_n|^2 = 1$) is given by

$$|\langle R, \theta | \phi \rangle|_t^2 = c_m^2 |\langle R, \theta | m\rangle|_t^2 + c_n^2 |\langle R, \theta | n\rangle|_t^2 + 2c_m c_n \langle R, \theta | m\rangle \langle n | R, \theta \rangle \cos \left(\frac{(E_m - E_n)t}{\hbar}\right),$$

where $E_m$ and $E_n$ are the corresponding eigenenergies, and for the sake of simplicity, the eigenfunctions, $\langle R, \theta | m\rangle$ and $\langle R, \theta | n\rangle$, and their coefficients, $c_m$ and $c_n$, have been considered to be real-valued. Note that the probability density in Eq. (6) oscillates between the two extreme values: $|\langle R, \theta | \phi \rangle|_t^2 = |c_m|^2 |\langle R, \theta | m\rangle|^2 + |c_n|^2 |\langle R, \theta | n\rangle|^2$ for $t = \hbar/(E_m - E_n)$, with $t = 0, 1, 2, \ldots$, and $|\langle R, \theta | \phi \rangle|_t^2 = |c_m|^2 |\langle R, \theta | m\rangle|^2 - |c_n|^2 |\langle R, \theta | n\rangle|^2$ for $t = (t + \frac{1}{2})\hbar/(E_m - E_n)$. Let us recall again that in the second piece of the navigation path, the rate $d\rho/ dt$ of the field amplitude time profile must be fast enough to diabatically cross the narrow ACs. This implies that the broad ACs cannot be passed in a purely adiabatic manner. As a consequence, a little contribution from the upper eigenstate involved in each broad AC is picked up, this resulting in the oscillatory behavior predicted by the static approximation in Eq. (6). Furthermore, this oscillatory behavior is the reason for the wavelike shape of the surface represented in Fig. 5. Indeed, for the values of $\Delta t_2$ corresponding to the appropriate phases in the time evolution of the probability density, the probability of reaching the final target state results in local maxima, while for values of $\Delta t_2$ equal to the corresponding antiphases, the probabilities are locally minima, this giving rise to the wavelike shape of the surface.

IV. CONCLUDING REMARKS

In this work, we report on the feasibility of an experimental realization for controlling isomerization using the technique of navigation in the spectrum introduced in Ref. 46. The application of this technique to the CN–Li$\leftrightarrow$Li–CN (or similar) reaction was preliminary explored. Unfortunately, the approach used there required a rather complex electric field time profile, very demanding from the experimental point of view, and also left some open questions about the competition of the control with other simultaneous molecular processes.

We have shown here that our navigation control technique is robust, in the sense that there exist isomerizing electric field time profiles such that sizable large deviations from them still render very good final results. This is illustrated in the text by constructing a simplified version of the locally optimized fifteen pieces profile consisting of just two linear pieces, in which the optimization is performed globally. This simplified method exhibits a 97% of efficiency in bringing the system to the final desired target state when the two involved piece time intervals, $\Delta t_1$ and $\Delta t_2$, are optimized; but also we show wide convex regions of pairs ($\Delta t_1, \Delta t_2$) where the efficiency is greater than, for example, 0.93 and 0.90, respectively.

In our calculations, we have used a realistic model for LiCN, using analytical expressions fitted to ab initio quantum mechanical calculations for the potential energy surface and also for the dipole moment function. By using this realistic model, we have performed statistical classical simulations verifying that two main assumptions made in the work, namely, the rotationless motion assumed in the isomerizing system Hamiltonian and also the antiparallel orientation between electric field and molecular dipole moment, are completely reasonable.

Finally, it has been established that the oscillatory behavior existing in the time evolution of the probability density from the initial to the final state in the controlled isomerization process is due to the interaction between crossing states in the navigation path, thus leading to a wavelike structure in the probability surface for reaching the target state (see Fig. 5).
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APPENDIX A: MOLECULAR ROTATION DURING THE CONTROL PROCESS

In order to check the validity of the two assumptions made in our proposed model to control the CN–Li$\leftrightarrow$Li–CN isomerization reaction, i.e., rotationless approximation in Hamiltonian (1) and the antiparallel orientation between electric field and molecular dipole moment assumed in control Hamiltonian (2), made here and in Ref. 47, we have performed the classical calculations which are presented in this appendix.

The Hamiltonian function for our isomerizing system subjected to an external electric field $\mathcal{E}$ when including molecular rotation can be written explicitly as

$$H = \frac{p_R^2}{2\mu_1} + \frac{p_\theta^2}{2\mu_2} + \frac{p_r^2}{2\mu_3^{\text{eq}}} + V(R, \theta_R - \theta_r) - \left[p_r \cos(\theta_r) - p_\theta \sin(\theta_r)\right] \mathcal{E}(t),$$

(A1)

where the new coordinates $\theta_R$ and $\theta_r$ are, respectively, the angles formed by the electric field $\mathcal{E}$ and the direction from the C–N center of mass to the Li atom ($\text{C}_\text{N} \rightarrow \text{Li}$) and with the C–N. Also, $p_r(R, \theta)$ and $p_\theta(R, \theta)$ are the parallel and perpendicular components of the molecular dipole moment vector $\mathbf{p}(R, \theta)$ to the C–N bond, respectively, and $\mathcal{E}(t)$ is the time dependent electric field amplitude. Notice that the relationship existing between the angular coordinates in Eqs. (1) and (A1) is given by

$$\theta = \theta_R - \theta_r,$$

(A2)

Using standard numerical methods, trajectories were propagated by integrating Hamilton’s equations of motion corresponding to vibrorotational Hamiltonian (A1). In this calculation, both the fifteen-piece time electric field intensity
profile and the simpler two-piece robust sample for the control of the above mentioned reaction, shown in Figs. 4(a) and 4(b), respectively (see Sec. III C), were used. A uniformly distributed ensemble of 10000 initial conditions \((p_{\theta R}, p_{\theta r}, p_0, R, \theta R, \theta r)_{0}\), with zero total angular momentum \(p_0 + p_\theta = 0\), zero bond angle between \(E\) field and the C−N \(\theta_r = 0\), and a total energy \(H(p_R, p_{\theta R}, p_0, R, \theta R, \theta_r) = 512.44\) cm\(^{-1}\), corresponding to the CN–Li isomer ground state, were taken.

Results for the time evolution of these two ensembles, i.e., the two control field profiles, are shown in Figs. 7 and 8, respectively. In them we show, in the form of histograms, the distribution of the total angular momentum and alignment angle \(\theta_r\) for different values of the evolution time. As can be seen, in both cases, the spreading of these two magnitudes is very small: \(\Delta P = \pm 2.6 \cdot 10^{-3}\) a.u. for a final time \(t = 14.27\) ps and the fifteen pieces time profile in Fig. 4(a), and \(\Delta P = \pm 3.4 \cdot 10^{-3}\) a.u. for a final time \(t = 18\) ps and the robust two-piece profile in Fig. 4(b). To get an idea of the magnitude of these numbers, we can consider, for comparison purposes, the maximum value of the angular momentum \(P_\theta\) obtained in the dynamics of the rotationless Hamiltonian \(H_\theta\), which for the energy of the CN–Li isomer ground state is equal to \(P_\theta = \pm 14.2\) a.u. Moreover, the behavior of the alignment angle spreading is even better. For the fifteen pieces time profile, this spreading at final time \(t = 14.27\) ps amounts only to \(\Delta \theta_r = \pm 4.7 \cdot 10^{-5}\) rad, and for the robust two-piece time profile, the corresponding spreading at final time \(t = 18\) ps is \(\Delta \theta_r = \pm 6.0 \cdot 10^{-5}\) rad.

Summarizing, it can be stated that at the end of the controlled isomerization process, the rotationless approximation assumed in our model is good. Similarly, the orientation between field and C–N bond direction remains fixed to a very good approximation throughout all the initial time intervals.

\[
P_{\theta R} + P_{\theta r} (10^{-3} \text{ a.u.})
\]

Fig. 7. Time evolution of the total angular momentum \(P_{\theta R} + P_{\theta r}\) (top) and electric field–C−N bond alignment angle \(\theta_r\) (bottom) for the control with the 15-piece electric field profile of Fig. 4(a). The distributions are initially located at \(P_{\theta R} + P_{\theta r} = 0\) and \(\theta_r = 0\), respectively, and the total energy corresponds to that of the CN–Li isomer ground state.

\[
\theta_r \text{ (} 10^{-5} \pi \text{ rad)}
\]

\[
\begin{align*}
\text{t = 6 ps} & \quad \begin{cases} -3 \to -6 \to 6 \to 0 \to 6 \to -3 \to 0 \to 3 \to -3 \to 0 \\
-8 \to -6 \to 6 \to 0 \to 6 \to -8 \to 0 \to 8 \to -8 \to 0
\end{cases} \\
\text{t = 12 ps} & \quad \begin{cases} -3 \to -6 \to 6 \to 0 \to 6 \to -3 \to 0 \to 3 \to -3 \to 0 \\
-8 \to -6 \to 6 \to 0 \to 6 \to -8 \to 0 \to 8 \to -8 \to 0
\end{cases} \\
\text{t = 18 ps} & \quad \begin{cases} -3 \to -6 \to 6 \to 0 \to 6 \to -3 \to 0 \to 3 \to -3 \to 0 \\
-8 \to -6 \to 6 \to 0 \to 6 \to -8 \to 0 \to 8 \to -8 \to 0
\end{cases}
\end{align*}
\]

**FIG. 8.** Same as Fig. 7 for the control with the robust two-piece electric field profile of the dotted line in Fig. 4(b).

**APPENDIX B: ELECTRIC FIELD—CN BOND MISALIGNMENT**

One of the simplifying assumptions made in our calculations is to consider that the controlling electric field and the C−N bond are perfectly aligned in a parallel fashion. Obviously, the experimental ability to achieve such perfect alignment is in fact limited. Actually, the typical accuracy obtained in representative experiments is estimated to be \(\langle \cos^2 \theta_r \rangle = 0.81\), corresponding to \(\Delta \theta_r = 25^\circ\). It is then pertinent to check here the robustness of our controlling technique against this inaccuracy; this being the aim of the present appendix.

Taking into account the results of Appendix A, the control Hamiltonian for the misaligned case can be written as

\[
H_c = H_\theta - \mathbf{p} \cdot \mathbf{E} = \frac{P_{\theta R}^2}{2 \mu_1} + \left( \frac{1}{\mu_1 R^2} + \frac{1}{\mu_2 R_{\text{eq}}^2} \right) P_\theta^2 + V(R, \theta)
\]

\[
- \left[ p_\theta (R, \theta) \cos(\theta_r) - p_{\theta r} (R, \theta) \sin(\theta_r) \right] \tilde{E}(t).
\]

Accordingly, the matrix representation for this operator, required for the time evolution calculations in Eq. (4), is now given by

\[
[H_c]_{mn} = \langle \delta_{mn} \left| \hat{H}_c - \mathbf{p} \cdot \tilde{E}(t) \right| \rangle n_0
\]

\[
= E_\theta (0) \delta_{mn} - \langle \delta_{mn} | \mathbf{p} \tilde{E}(t) \rangle \cos(\theta_r)
\]

\[
- \langle \delta_{mn} | \mathbf{p} \tilde{E}(t) \rangle \sin(\theta_r) \rangle \tilde{E}(t)
\]

instead of by Eq. (5). Let us remark here that the eigenstates \(\{n_0\}\) of the vibrational Hamiltonian constitute a complete basis set in the space with axial symmetry around the C–N bond, corresponding to the aligned control Hamiltonian, but they are not a complete basis set in the space without that axial symmetry, this corresponding to the misaligned
control Hamiltonian. However, assuming small values for the misalignment, the calculations obtained by using the eigenstates $|n\rangle_0$ of the vibrational Hamiltonian can be considered as a good estimation of the true values.

Using Eq. (B2), we have calculated the probability of reaching the final target state $|\langle 2|0\rangle\rangle^2$ for different values of the angle $\theta_r$, considered as a parameter, and considering three different electric field time profiles: the first two correspond to cases discussed in Sec. III, i.e., the optimal profile corresponding to the blue filled circle in Fig. 5, and the sample robust profile corresponding to the blue cross in the same figure. The third one is a new profile designed to guarantee control, i.e., high probability of reaching the desired target state in a range of misalignments closer to the typical uncertainties present in actual experiments. This last profile is similar to the robust one, having the same two slopes, but the final electric field of each linear piece was slightly increased to compensate the contraction of the component in the $C-N$ direction of the electric field due to misalignment. The results are shown in Fig. 9. As can be seen, when the robust time profile is used (red line), our method remains robust also against misalignment (e.g., it is fulfilled $|\langle 2|0\rangle\rangle^2 > 0.75$ in a range of $|\theta_r| < 0.062\pi$ rad, that is a misalignment of $\pm 11.2^\circ$). This range reduces however to $|\theta_r| < 0.011\pi$ rad or $\pm 2^\circ$ when the optimal time profile (blue line) is used to control the reaction. Finally, when the new time profile in green is used, the range of robust control expands to $|\theta_r| < 0.1\pi$ rad or $\pm 18^\circ$, which is fairly close to the experimental expected uncertainties.


G. Brocks, J. Tennyson, and A. van der Avoird, J. Chem. Phys. 80, 3223 (1984). [Notice that there is a typo in this reference: The coefficients $a_{1,0}$ and $a_{3,0}$ for the dipole moment expansion of LiCN in Table II should be negative instead of positive signed.]


M. Born and V. Fock, Z. Phys. 51, 165 (1928).


See supplementary material at http://dx.doi.org/10.1063/1.4936424 for an animation movie of the probability density function of the controlled isomerization process corresponding to the robust sample of two piece time profile for equally spaced time intervals $t = 0, 0.3, 0.6, \ldots, 18$ ps.

Notice that in order to obtain these vector components, the orthogonal transformation $\left( \begin{array}{c} p_x \\ p_z \end{array} \right) = \left( \begin{array}{cc} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{array} \right) \left( \begin{array}{c} \mu_x \\ \mu_z \end{array} \right)$ must be applied to the molecular dipole moment $\mu = (\mu_x, \mu_z)$ defined in the Ref. 63 and used in the present work.