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Abstract

Let Λ be a trivial extension of Cartan classAn. We find a combinatorial algorithm giving th
configurations ofZAn associated toΛ.
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Introduction

In this paper we will consider basic finite dimensional algebras over a fixed algebra
closed fieldk. It is well known that an algebraA of this type is isomorphic tokQA/I,

whereQA is the ordinary quiver associated toA andI is an admissible ideal of the pa
algebrakQA. That is, we have a presentation(QA, I) for the algebraA. For a quiverQ
we denote byQ0 the set of vertices and byQ1 the set of arrows.
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Given ak-algebraA and a vertexj of QA we will denote bySj the simpleA-module
corresponding toj . So Pj will denote the projective cover ofSj , and Ij the injective
envelope ofSj .

LetA be an iterated tilted algebra of Dynkin type∆, see [2], and letT (A) = A�DA(A)

be the trivial extension ofA by its minimal injective cogeneratorDA(A) = Homk(A, k).
The set of vertices(ΓA)0 of the Auslander–Reiten quiverΓA of A can be embedded i
the stable partSΓT (A) of the Auslander–Reiten quiverΓT (A) of T (A). Moreover, since
Z∆ → SΓT (A) is the universal covering ofSΓT (A), we get that the vertices ofΓA can be
embedded inZ∆, and in such a way that knowing the vertices ofZ∆ corresponding to
A-modules we can obtain the arrows ofΓA, see [10]. So,ΓA is embedded inZ∆ and we
want to describe this embedding explicitly. In [10] we divided this problem in two par
follows.

Let T be a trivial extension of finite representation type and Cartan class∆.

(1) Assume that we know the vertices ofZ∆ corresponding to the radicals of the indeco
posable projectiveT -modules. Determine the embedding ofΓA in Z∆ for any algebra
A such thatT (A) � T .

(2) Describe an algorithm to determine which subsets of vertices inZ∆ represent the
radicals of the indecomposable projective modules over the trivial extensionT .

The first problem was solved in [10] (see also [9]). The subsets of vertices ofZ∆ of the
second part have been considered by Chr. Riedtmann, who called them configurat
a more general setting [5,12–14]. The configurations of selfinjective algebras of finite typ
were computed in these works. One could use the results for selfinjective algebras and the
decide which configurations correspond to trivial extension. With a different approac
present here a new algorithm giving directly the configuration of a given trivial exten
of Dynkin typeAn. The caseDn will be considered in a forthcoming paper. Both ca
have been studied in the first author PhD thesis [9].

Let Λ be a trivial extension of Cartan classAn. The ordinary quiverQΛ of Λ is a union
of oriented cycles. We fix an appropriate oriented cycleC of QΛ, and associated toC we
define the height functionhΛ : (QΛ)0 → N and the border function∂Λ : (QΛ)0 → {−,+},
as follows. For a vertexi, the quiverQΛ can be written in a unique way as the union
two connected subquiversQ−,i

Λ andQ
+,i
Λ meeting at the vertexi, such thatQ−,i

Λ is a union
of cycles and containsC. ThenhΛ(i) is the number of vertices ofQ+,i

Λ . On the other hand
∂Λ takes the value+ in C, and is defined inductively on the cycles in such a way thatC ′
andC ′′ are minimal oriented cycles meeting at the vertext and∂Λ is defined onC ′, then
we define∂Λ(x) = −∂Λ(t) for the verticesx of C ′′ different fromt . We may assume tha
(QΛ)0 = {1,2, . . . , n} and that the vertex 1 belongs only to the cycleC.

Now we outline the algorithm. Let{x1, x2, . . . , xn} be vertices inZAn defined induc-
tively by the following rules:

(1) x1 is an arbitrary vertex in the top border ofZAn,
(2) if i → j is an arrow ofQΛ, xj = (a, b) andxi has not been defined, we setxi =

(a + hΛ(i), n − hΛ(i) + 1) if ∂Λ(i) = +, andxi = (a + b,hΛ(i)) otherwise.
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Thenx1, x2, . . . , xn define a lifting of the radicalsrP1, rP2, . . . , rPn of the indecom-
posable projectiveΛ-modules.

Though the algorithm is stated in a simple way and has an easy geometric in
tation, proving that it works is technically complicated. We prove it by induction on
number of minimal oriented cycles ofQΛ. Let Γ be a trivial extension of Cartan classAk

obtained fromΛ by eliminating an oriented cycle ofQΛ. The inductive hypothesis applie
to Γ and we need to compare the universal coveringsZAk → SΓT (Γ ) andZAn → SΓT (Λ).
To do this we find an appropriate embeddingı : modΓ → modΛ of stable module cat
egories, and an embeddingΦ : k(ZAk) → k(ZAn) lifting ı : indΓ → indΛ through the
corresponding universal coverings.

We observe first thatΓ = EndΛ(P)op for some projectiveΛ-moduleP . There are sev
eral well-known embeddings of modΓ in modΛ given by M. Auslander. More precisel
he described full subcategories of modΛ which are equivalent to modΓ via the restriction
of the evaluation functor HomΛ(P,−) : modΛ → modΓ to them. The one suited for ou
purpose is the full subcategoryCP consisting of theΛ-modules whose projective cov
and injective envelope have, respectively, their top and socle in addP/rP . As usual, for a
moduleM, addM denotes the full subcategory of modΛ whose objects are isomorphic
sums of direct summands ofM. Let CP be the full subcategory of modΛ induced by the
objects ofCP . Then the equivalence modΓ → CP induces an equivalence modΓ

∼−→ CP

between the corresponding stable categories. By composing this equivalence with
clusionCP ⊆ modΛ, we obtain the desired embeddingı : modΓ → modΛ.

We need to compare the maps:∂Γ and∂Λ, hΓ andhΛ. The restriction of∂Λ to (QΓ )0

is ∂Γ . However the relationship betweenhΓ andhΛ is more complicated and is one of th
important technical difficulties in our proof.

1. Preliminaries

Let Q be a quiver. Given an arrowα ∈ Q1, we say it starts ato(α) and ends ate(α).
A path inQ is either an oriented sequence of arrowsp = αn · · ·α1 with e(αt ) = o(αt+1) for
1 � t < n, or the symbolei for i ∈ Q0. For any pathp = αn · · ·α1 we defineo(p) = o(α1)

ande(p) = e(αn). If δ is a path inQ, we denote byδ thesupportof δ in Q. Thus,δ is a
subquiver ofQ having as vertices and arrows those belonging toδ. A nontrivial pathp in
Q is said to be anoriented cycleif o(p) = e(p). Let C = αnαn−1 · · ·α2α1 be an oriented
cycle in Q. We call C minimal oriented cycleif all the verticeso(α1), o(α2), . . . , o(αn)

are pairwise different. We recall thatQ′ is a full subquiverof Q, if it is a subquiver ofQ
and for all verticesi, j ∈ Q′ we have that each arrowi α−→ j of Q is also an arrow ofQ′.
A full subquiverQ′ of Q is calledconvex, if for any patha0 → a1 → ·· · → at in Q, with
a0, at ∈ Q′

0 we haveai ∈ Q′
0 for all i.

The description of the quiver and relations of trivial extensions of Cartan classAn will
be needed throughout the paper. For this reason we state the following known resul

Proposition 1.1 [6]. LetΛ = kQΛ/I be a trivial extension of Cartan classAn, with n > 1.
Then:
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(a) (i) QΛ hasn vertices,
(ii) QΛ is the union of oriented cycles and there are no loops inQΛ,
(iii) any two minimal oriented cycles ofQΛ meet in at most one vertex,
(iv) every vertexi ∈ QΛ belongs to at most two minimal oriented cycles,
(v) if C1,C2, . . . ,Cm are minimal oriented cycles inQΛ such that

C1 ∩ C2 	= ∅, C2 ∩ C3 	= ∅, . . . , Cm−1 ∩ Cm 	= ∅,

thenC1 ∩ Cm = ∅.
(b) The admissible idealI can be chosen such that it is generated by:

(i) the paths consisting oft + 1 arrows in an oriented cycle of lengtht ,
(ii) the paths whose arrows do not belongto a single minimal oriented cycle,
(iii) the differenceq − q ′, whereq andq ′ are paths starting and ending at the sam

vertices and such that there exists a pathν with νq and νq ′ minimal oriented
cycles.

Definition 1.2. Let Λ be a trivial extension of Cartan classAn (respectivelyDn), and let
Γ be a trivial extension of Cartan classAk (respectivelyDk). If C is a (nonzero) minima
oriented cycle ofQΛ andQΓ is the union of the remaining cycles ofQΛ, we say thatC
is anelimination cycleof QΛ and thatΓ is obtained fromΛ by eliminating the cycleC.
ThenC ∩ QΓ is a single vertexz, and we also say thatΛ is obtained fromΓ by inserting
the cycleC at z. Verticesx of QΓ where a cycleC can be inserted in order to obtain
trivial extensionΛ of Cartan classAn (respectivelyDn) with n > k, are calledinsertion
vertices.

Remark 1.3.

(1) Suppose thatΛ is obtained fromΓ by inserting the cycleC at the vertexz. Then
Γ � EndΛ(ΛP)op whereΛP = ∐

i∈(QΓ )0 ΛP i .
(2) LetΛ be a trivial extension of Cartan classAn. Then a vertexx of QΛ is an insertion

vertex if and only if it belongs to a single minimal oriented cycle.

Example. Let Λ be the trivial extension of Cartan classA4 given by the quiver:

whereC1, C2, andC3 denote cycles in the quiver. The elimination cycles areC1 andC3, and
the insertion vertices are 1 and 4.

We will freely use properties of the module category modΛ of finitely generated lef
Λ-modules, the stable category modΛ modulo projectives, the Auslander–Reiten qui
ΓΛ and the Auslander–Reiten translationsτ = DTr andτ−1 = TrD, as can be found in [3]
We denote by indΛ (respectively by indΛ) the full subcategory of modΛ (respectively,
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modΛ) formed by chosen representatives of the isomorphism classes of indecomp
modules. LetX be an object of modΛ, thenP0(X) and I0(X) denote respectively th
projective cover and the injective envelope ofX.

Moreover, we will freely use the notions of locally finitek-category, translation quive
covering functor, well behaved functor and related notions. We refer the reader to
11,12] for their definitions and basic properties.

Let Λ be a trivial extension of Cartan class∆ with ∆ a Dynkin quiver, andπ :Z∆ →
SΓΛ the universal covering ofSΓΛ. LetM be an object of indΛ. In [10, 3.5] we introduced
the notion oflifting of SΓΛ to Z∆ at the vertexM. We recall that this procedure sta
by fixing an elementM[0] of the fibreπ−1(M), afterwards we consider a slice ofSΓΛ

starting atM and lift it through the universal coveringπ :Z∆ → SΓΛ to the unique slice
of Z∆ starting atM[0]. We iterate this procedure forτ−1(M), τ−2(M), . . . , until all the
vertices ofSΓΛ have been lifted. The minimal connected subquiver ofZ∆ which contains
all the lifted slices is denoted bySΓΛ[0] and is calledthe lifting of SΓΛ to Z∆ at M.
Thenπ |SΓΛ[0] : SΓΛ[0] → SΓΛ is a quiver morphism, which is a bijection on the vertic
of SΓΛ[0]. The inverseϕM : (SΓΛ)0 → (Z∆)0 of this bijection defines an embedding
SΓΛ to Z∆. ForX ∈ indΛ we denote byX[i] the vertexτ−im∆X[0] of Z∆, whereX[0] =
ϕM(X) (see [10]).

2. The category mod EndΛ(P)op as a subcategory of modΛ

Given an algebraΛ and a projectiveΛ-moduleP we consider the endomorphism alg
braΓ = EndΛ(P)op. We will study the relationship between the stable module categ
modΓ and modΛ whenΛ is weakly-symmetric. Let us start by comparing the mod
categories modΓ and modΛ. To do that, it is convenient to view modΓ as an appropriat
full subcategory of modΛ. Maurice Auslander showed several ways to do this. The m
convenient one for our problem is the following. LetΛ be an artin algebra andP be a
finitely generated projectiveΛ-module. We denote byCP the full subcategory of modΛ
whose objects are the modulesX such thatP0(X) ∈ addP andI0(X) ∈ addI0(P/rP ). In
the next proposition we collect results on the equivalence betweenCP and modΓ , which
will be used throughout the paper.

Proposition 2.1. Let Λ be an artin algebra,P a finitely generated projectiveΛ-module,
Γ = EndΛ(P)op andCP be the category defined above. Then:

(a) [3] The evaluation functoreP = HomΛ(P,−) : modΛ → modΓ induces by restric-
tion equivalences of categoriesaddP ∼−→ PΓ andCP

∼−→ modΓ , wherePΓ is the full
subcategory ofmodΓ whose objects are the projectiveΓ -modules.

(b) [3] Let M be inCP . ThenM is a simpleΛ-module if and only ifeP (M) is a simple
Γ -module. Moreover,eP (M/rM) � eP (M)/rΓ eP (M).

(c) LetQ ∈ CP be an indecomposableΛ-module and letX ∈ CP be such thatrΓ eP (Q) =
eP (X). ThenX � rΛQ if and only ifrΛQ ∈ CP .

Assume moreover thanΛ is weakly-symmetric. Then:
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(d) X ∈ CP if and only ifP0(X) andI0(X) are in addP . ThereforeaddP ⊆ CP .
(e) eP (PΛ(X,Y )) = PΓ (eP (X), eP (Y )) for X,Y ∈ CP , wherePΛ(X,Y ) denotes the se

of Λ-morphismsf :X → Y which factor through a projectiveΛ-module.

Let Λ be a weakly-symmetric artin algebra,P a finitely generated projectiveΛ-module
andΓ = EndΛ(P)op. We denote byCP the full subcategory of modΛ whose objects ar
the objects ofCP . SinceeP (PΛ(X,Y )) = PΓ (eP (X), eP (Y )) we have that the functo
eP :CP → modΓ defined byeP (f + PΛ(X,Y )) = eP (f ) + PΓ (eP (X), eP (Y )) is well
defined. Moreover, sinceeP is a full and dense functor we get that the functoreP inherits
these properties obtaining the following result.

Proposition 2.2. Let Λ be a weakly-symmetric artin algebra,P a finitely generated pro
jectiveΛ-module andΓ = EndΛ(P)op. Then the functoreP :CP → modΓ induced by
eP : modΛ → modΓ is an equivalence of categories.

Throughout the paper we identify modΓ with CP , and modΓ with CP if Λ is weakly-
symmetric. The next proposition will be useful to know when an object of modΛ belongs
to CP .

Proposition 2.3. Let Λ be a selfinjective artin algebra,P an indecomposable projectiv
Λ-module andX ∈ modΛ. If X has no nonzero projective summands then:

(a) HomΛ(P/socP,X) 	= 0 if and only ifP is a direct summand ofP0(X),
(b) HomΛ(X, rP ) 	= 0 if and only ifP is a direct summand ofI0(X).

Proof. This proposition can be proven using standard arguments.�
In the next theorem we describe the objects of indΛ which are not in indCP .
Let C be ak-category and letF :C → modk be a functor. Then SuppF denotes the

support of the induced functorF : indC → modk, that is, the set of indecomposable obje
X ∈ C such thatF(X) 	= 0.

Theorem 2.4. LetΛ be a weakly-symmetric basic artin algebra. IfΛ = P � Q then:

indΛ\ indCP = Supp HomΛ(Q/socQ,−) ∪ Supp HomΛ(−, rQ).

Proof. Follows from 2.1(d) and 2.3. �
Example. Let Λ be the trivial extension of Cartan classA4 given by the quiver:
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and the relations of 1.1(b). LetP = P2 � P3 � P4 and Q = P1. The shaded region
of the picture below show which vertices ofSΓΛ are in SuppHomΛ(Q/socQ,−) ∪
SuppHomΛ(−, rQ). The remaining vertices correspond to the objects of indCP .

Let Λ be a trivial extension of finite representation type and leti 	= j be vertices ofQΛ.
The following fact will be useful later: there exists an arrowi → j in QΛ if and only if
HomΛ(τ−1rPj , rPi) 	= 0. We will prove this result in the more general context of qu
schurian algebras. We recall from [8] that an algebraΛ is quasi-schurianif it satisfies:

(a) dimk HomΛ(P,Q) � 1 if P and Q are nonisomorphic indecomposable project
Λ-modules and

(b) dimk EndΛ(P) = 2 for any indecomposable projectiveΛ-moduleP .

Proposition 2.5. Let Λ = kQΛ/I be a quasi-schurian selfinjectivek-algebra, withI an
admissible ideal. Ifi 	= j are vertices ofQΛ the following conditions are equivalent:

(a) There exists an arrowi α−→ j in QΛ.
(b) HomΛ(Pj /socPj , rPi) 	= 0.

Moreover, if one of the preceding conditions holds then the canonical epimorphi
HomΛ(Pj /socPj , rPi) → HomΛ(Pj /socPj , rPi) is a k-linear isomorphism.

To prove this proposition we use the following two lemmas.

Lemma 2.6. Let Λ = kQΛ/I be a quasi-schuriank-algebra, withI an admissible ideal
Then for any verticesi, j ∈ (QΛ)0 the following conditions are equivalent:

(a) There exists an arrowi α−→ j in QΛ.
(b) HomΛ(Pj ,Pi) 	= 0, and for anyf :Pj → Pt andg :Pt → Pi with t ∈ (QΛ)0, gf 	= 0

implies that eitherf or g is an isomorphism.

Proof. Let δ be a path ofQΛ. We denote byρδ the morphismρδ :Pe(δ) → Po(δ) given by
ρδ(x) = xδ.

(a) ⇒ (b). Follows from the fact that dimk HomΛ(Pt ,Pr ) � 1 for t 	= r, and
dimk radEndΛ(Pt ) = 1 becauseΛ is quasi-schurian.

(b) ⇒ (a). HomΛ(Pj ,Pi) 	= 0 implies that there exists a nontrivial pathγ from i to j

which is nonzero inΛ. Letγ = δα, whereα is an arrow. Thenργ = ραρδ and consequentl
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ργ factors through the projectivePt for t = e(α). By hypothesis we get thatt = i or t = j .
From Lemma 2 in [8] we know that beingΛ quasi-schurian, the left or right composition
an arrow and an oriented cycle is zero inΛ. Thereforeδ is a trivial path, and consequent
γ = α is an arrow fromi to j . �
Lemma 2.7. LetΛ be a selfinjectivek-algebra,P be an indecomposable projectiveΛ-mo-
dule and letπ :P → P/socP be the canonical epimorphism. LetQ be an indecomposab
projectiveΛ-module not isomorphic toP , and letν : rQ → Q be the inclusion map. The
the mapΦ : HomΛ(P/socP, rQ) → HomΛ(P,Q) defined byΦ(g) = νgπ is a k-linear
isomorphism.

Proof of Proposition 2.5. Let i 	= j be vertices ofQΛ.
(a) ⇒ (b). Let i α−→ j be an arrow inQΛ. Then there is a nonzero morphismf :Pj →

Pi , and by 2.7 we get that HomΛ(Pj /socPj , rPi) 	= 0. Thus, it is enough to prove th
the canonical epimorphism HomΛ(Pj /socPj , rPi) → HomΛ(Pj /socPj , rPi) is injec-
tive. Letf :Pj/socPj → rPi be nonzero in modΛ. Then the composition

Pj
π−→ Pj /socPj

f−→ rPi
ν−→ Pi

is nonzero, whereπ is the canonical epimorphism andν is the inclusion map. Suppose th
f factors through a projectiveP . Then there existst ∈ (QΛ)0 and mapsh :Pj/socPj →
Pt , g :Pt → rPi such thatgh 	= 0. Thus,νghπ 	= 0 and from 2.6 we obtain that eith
νg :Pt → Pi or hπ :Pj → Pi is an isomorphism, and this is a contradiction.

(b) ⇒ (a). Assume HomΛ(Pj /socPj , rPi) 	= 0. Sincei 	= j we conclude from 2.7 tha
HomΛ(Pj /socPj , rPi) � HomΛ(Pj ,Pi), and sinceΛ is quasi-schurian we obtain th
dimk HomΛ(Pj /socPj , rPi) = 1. Thus

HomΛ(Pj/socPj , rPi) = HomΛ(Pj /socPj , rPi).

Let nowg :Pj → Pt andh :Pt → Pi be nonisomorphisms. According to 2.6, to co
clude that there exists an arrowi → j we only need to prove thathg = 0. Sinceh

andg are not isomorphisms we can writeg = g′π , h = νh′, with g′ :Pj/socPj → Pt ,
h′ :Pt → rPi , and π,ν as above. Sinceh′g′ factors through a projective module a
HomΛ(Pj /socPj , rPi) = HomΛ(Pj/socPj , rPi), we conclude thath′g′ = 0. Thushg =
νh′g′π = 0, proving (a). �

Let Γ be a trivial extension of Cartan classAn or Dn. Let z be an insertion verte
of QΓ and letΛ be the trivial extension obtained fromΓ by inserting a cycleC at z

(see 1.2). ThenΓ � EndΛ(ΛP)op, whereΛP is the projectiveΛ-module
∐

i∈(QΓ )0 ΛP i .
We saw in 2.2 that the evaluation functor atP induces an equivalence of stable catego
eP :CP → modΓ . Given a vertexi ∈ (QΓ )0 it is important to know when theΛ-modules
ΛSi andrΛPi belong toCP . The following result gives the answer to this question.

Theorem 2.8. Let Γ be a trivial extension of Cartan classAn or Dn, and let z be an
insertion vertex ofQΓ . Let Λ be the trivial extension obtained fromΓ by inserting the
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cycleC = z ← z1 ← z2 ← ·· · ← zm−1 ← z at z. Then the following conditions hold fo
the projectiveΛ-moduleΛP = ∐

i∈(QΓ )0 ΛP i :

(a) ΛSi ∈ CP andeP (ΛSi) � Γ Si for any vertexi of QΓ .
(b) rΛPi ∈ CP andeP (rΛPi) � rΓ Pi for any vertexi of QΓ , i 	= z.

Proof. By 2.1(b) we get thateP (ΛSi) � Γ Si andeP (rΛPi) � rΓ Pi for any i ∈ (QΓ )0.
Then to obtain the result it is enough to prove thatΛSi ∈ CP for anyi ∈ (QΓ )0 andrΛPi ∈
CP for anyi ∈ (QΓ )0 not equal toz.

Let X ∈ modΛ be such thatX has no nonzero projective summands. By 2.4
have thatX ∈ CP if and only if HomΛ(ΛPj /socΛ Pj ,X) = 0 = HomΛ(X, rΛPj ), for
j = z1, z2, . . . , zm−1. BeingΛ weakly symmetric, these equalities hold forX = Si , if i 	=
z1, . . . , zm−1. So we only need to prove that they hold forX = rΛPi for i 	= z, z1, . . . , zm−1.

Since the syzygy functorΩ : modΛ → modΛ is an equivalence of categorie
and Ω(ΛSi) � rΛPi , we get that HomΛ(rΛPi, rΛPj ) � HomΛ(ΛSi,Λ Sj ) = 0 because
i 	= j . On the other hand, there is no arrow starting ati ∈ (QΓ )0 \ {z} and ending a
j ∈ {z1, z2, . . . , zm−1}. By 2.5 this implies that HomΛ(ΛPj /socΛ Pj , rΛPi) = 0, prov-
ing (b). �

In the next proposition we collect results on the irreducible morphisms of modΓ and
modΛ, which will be useful in Section 4.

Proposition 2.9. LetΛ be a trivial extension of Cartan class∆ with ∆ a Dynkin diagram.
LetP be a projectiveΛ-module,Γ = EndΛ(P)op and leteP :CP

∼−→ modΓ be the equiv-
alence of categories induced by the evaluation functor atP . Then for anyX,Y ∈ indCP

we have:

(a) If f :X → Y is irreducible inmodΛ, theneP (f ) : eP (X) → eP (Y ) is irreducible in
modΓ .

(b) Let X
f1−→ M1

f2−→ · · · fr−→ Mr
fr+1−−−→ Y be a sectional path inSΓΛ and f =

fr+1fr · · ·f1. If Mi /∈ CP for all i = 1,2, . . . , r, theneP (f ) : eP (X) → eP (Y ) is ir-
reducible inmodΓ .

(c) If f :X → Y in modΛ is not irreducible andeP (f ) : eP (X) → eP (Y ) is irreducible
in modΓ , then for each chain of irreducible morphisms inindΛ

X = M0
f1−→ M1

f2−→ M2 → ·· · → Mr−1
fr−→ Mr = Y

with nonzero composition we have thatMi /∈ CP , for all i = 1,2, . . . , r − 1.

Proof. The proof is straightforward and follows from the following lemma.�
Lemma 2.10. Let Λ be a trivial extension of Cartan class∆ with ∆ a Dynkin diagram. If
X → M1 → ·· · → Mr → Y is a sectional path inSΓΛ then:

SuppHomΛ(X,−) ∩ SuppHomΛ(−, Y ) = {X,M1, . . . ,Mr,Y }.
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Proof. Let π :Z∆ → SΓΛ be the universal covering ofSΓΛ, and letSΓΛ[0] be a lift-
ing of SΓΛ to Z∆ at X [10, 3.5]. Then the sectional pathX → M1 → ·· · → Mr →
Y lifts to a sectional pathX[0] → M1[0] → · · · → Mr [0] → Y [0] in Z∆. By the
isomorphisms Suppk(Z∆)(x,−)

∼−→ Supp HomΛ(π(x),−) and Suppk(Z∆)(−, x)
∼−→

Supp HomΛ(−,π(x)) induced by the universal coveringπ :Z∆ → SΓΛ [10, 3.3] it is
enough to prove that

Suppk(Z∆)
(
X[0],−) ∩ Suppk(Z∆)

(−, Y [0]) = {
X[0],M1[0], . . . ,Mr [0], Y [0]}.

This equality is a consequence of the fact thatX[0] → M1[0] → · · · → Mr [0] → Y [0] is
a sectional path inZ∆ and of the shape of the supports of the functorsk(Z∆)(x,−) and
k(Z∆)(−, y). �

3. Configurations arising from trivial extensions

Let Λ be a trivial extension of Cartan classAn, C an elimination cycle ofQΛ, andΓ a
trivial extension obtained fromΛ by eliminatingC. The main result of this section gives
lifting to ZAn of the radicalrPt for any vertext of the cycleC. This is an important ste
in the proof of our main theorem, since, being(QΛ)0 = (QΓ )0 ∪ (C)0, it will allow us to
use inductive arguments on the number of cycles of the quiver.

We recall (see [12]) that ifΓ is a stable translation quiver andk(Γ ) the mesh-categor
associated toΓ , a configurationC of Γ is a set of vertices ofΓ satisfying:

(a) for any vertexx ∈ Γ0 there exists a vertexy ∈ C such thatk(Γ )(x, y) 	= 0,
(b) k(Γ )(x, y) = 0 if x andy are different elements ofC,
(c) k(Γ )(x, x) = k for all x ∈ C.

Remark 3.1. Let ∆ be a Dynkin diagram,Λ be a selfinjective algebra of Cartan class∆,
π :Z∆ → SΓΛ be the universal covering of translation quivers,CΛ = {rPi : i ∈ (QΛ)0}
and C̃Λ = π−1(CΛ). From [12] we know that̃CΛ is a configuration ofZ∆ andCΛ is a
configuration ofSΓΛ. We recall that the Nakayama permutationν∆ : (Z∆)0 → (Z∆)0 and
the Loewy lengthm∆ of k(Z∆) satisfy the equality

τ−m∆ = ν2
∆τ−1.

Moreover, if Λ is a trivial extension then the fundamental groupΠ(SΓΛ,x) associated
with π :Z∆ → SΓΛ is generated byτm∆ , see [1,5].

The points in the shaded area in the following picture, are those of

Suppk(ZAn)(x,−) = Suppk(ZAn)
(−, νAn(x)

)
,

wherex = (p, q).
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Remark 3.2. The picture illustrates the next proposition in the case∆ = An.

Proposition 3.3. Let Λ be a trivial extension of Cartan class∆ with ∆ a Dynkin di-
agram, and letz be a vertex ofQΛ. Then for a lifting SΓΛ[0] of SΓΛ to Z∆ at
rPz we have thatSuppk(Z∆)(τ−1rPz[0],−) ∩ Suppk(Z∆)(−, rPz[1]) = {Sz[0]} and
ν∆(τ−1rPz[0]) = Sz[0] = ν−1

∆ (rPz[1]).

Proof. By definition we have thatrPz[1] = τ−m∆rPz[0]. We proved in [10, 3.1
that Suppk(Z∆)(x,−) ∩ Suppk(Z∆)(−, ν2

∆(x)) = {ν∆(x)}. Using thatτ−m∆ = ν2
∆τ−1

we obtain that Suppk(Z∆)(τ−1rPz[0],−) ∩ Suppk(Z∆)(−, rPz[1]) = {ν∆τ−1rPz[0]}.
On the other hand, HomΛ(Pz/socPz,Sz) 	= 0 and HomΛ(Sz, rPz) 	= 0. So Sz[0] ∈
Supp(τ−1rPz[0],−) ∩ Supp(−, rPz[1]) and thereforeν∆τ−1rPz[0] = Sz[0], proving the
result. �
Proposition 3.4. LetΛ be a trivial extension of Cartan class∆ with ∆ a Dynkin diagram.
The following conditions are equivalent for verticesi 	= j of QΛ:

(a) There exists an arrowi α−→ j in QΛ.
(b) For any liftingSΓΛ[0] of SΓΛ to Z∆ we have that eitherk(Z∆)(τ−1rPj [0], rPi[0]) 	=

0 or k(Z∆)(τ−1rPj [0], rPi[1]) 	= 0.

Proof. By 2.6 we have that there exists an arrowi α−→ j in QΛ if and only if
HomΛ(Pj /socPj , rPi) 	= 0. Then the proposition is now an easy consequence of
mark 3.6 in [10]. �
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We introduce now the notions of height functions and borders inZAn. To do that, we
label the vertices ofAn as follows:

Definition 3.5. The positive heightin ZAn is the functionh+
n : (ZAn)0 → {1,2, . . . , n}

defined byh+
n (p, q) = n − q + 1, and thetop borderis the set{(p,n): p ∈ Z} of vertices

of ZAn. Likewise, thenegative heightin ZAn is the functionh−
n : (ZAn)0 → {1,2, . . . , n}

defined byh−
n (p, q) = q , and thebottom borderis the set{(p,1): p ∈ Z} of vertices of

ZAn.

Remark 3.6. For any vertex(p, q) ∈ ZAn we have thath−
n (p, q) is the “distance” from

the bottom border ofZAn to (p, q), andh+
n (p, q) is the “distance” from the top border o

ZAn to the vertex(p, q).

Proposition 3.7. LetΛ be a trivial extension of Cartan classAn, j a vertex ofQΛ, and let
SΓΛ[0] be a lifting ofSΓΛ to ZAn. Then:

(a) rPj/socPj is indecomposable if and only ifrPj [0] belongs to a border ofZAn,
(b) if there is an arrowi

α−→ j in QΛ andrPi � Pj/socPj , thenrPj/socPj is indecom-
posable.

Proof. The proof of (a) is straightforward and (b) follows from the description of
presentation forΛ given in 1.1 �
Proposition 3.8. LetΛ be a trivial extension of Cartan classAn, withn > 1. For any vertex
z of QΛ the following conditions are equivalent:

(i) z is an insertion vertex ofQΛ.
(ii) The projectivePz associated toz is uniserial.
(iii) rPz[0] belongs to a border ofZAn.
(iv) Sz[0] = Pz/rPz[0] belongs to a border ofZAn.

In particular, the number of verticesz ∈ QΛ such thatrPz[0] belongs to a border ofZAn

is larger than1, and coincides with the number of insertion vertices ofQΛ.
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Proof. The result follows from the description ofΛ given in 1.1, the fact that th
cosyzygy functorΩ−1 : modΛ → modΛ is an equivalence of categories, and the equa
Sz = Ω−1(rPz). �

The following proposition is the main resultof this section and will be useful througho
the paper.

Proposition 3.9. Let Λ be a trivial extension of Cartan classAn, and letC = .z ← .z1 ←
·· · ← .zm−1 ← .z be an oriented cycle ofQΛ such thatz1, . . . , zm−1 are insertion vertices
of QΛ. Then for any liftingSΓΛ[0] of SΓΛ to ZAn at rPz1 we have:

(a) rPz1[0] belongs to a border ofZAn andτ−t rPz1[0] = rPzt+1[0] for 1 � t < m − 1,
(b) {rPz[0]} = Suppk(ZAn)(τ

−1rPzm−1[0],−) ∩ Suppk(ZAn)(−, τ rPz1[1]),
(c) hε

n(rPz[0]) = n − m + 1, whereε = + if rPz1[0] belongs to the top border ofZAn,
andε = − otherwise.

The next picture illustrates the situation whenrPz1 is in the top border ofZAn.

Proof. SinceC = z ← z1 ← ·· · ← zm−1 ← z is a minimal oriented cycle andz1, . . . , zm−1
are insertion vertices ofQΛ we get by 3.8 that the projectivePzi is uniserial for
i = 1,2, . . . ,m − 1, and therefore

Pz1/socPz1 � rPz2, . . . , Pzm−2/socPzm−2 � rPzm−1.

Then by 3.7 we obtain (a). Sincezm−1 ← z andz ← z1 are arrows ofQΛ we deduce from
3.4 that

rPz[0] ∈ Suppk(ZAn)
(
τ−1rPzm−1[0],−)

and τ−1rPz[0] ∈ Suppk(ZAn)
(−, rPz1[1]).

Hence

rPz[0] ∈ Suppk(ZAn)
(
τ−1rPzm−1[0],−) ∩ Suppk(ZAn)

(−, τ rPz1[1]).
Since rPzm−1[0] and rPz1[1] are in the same border ofZAn we get that this inter
section of supports contains an unique vertex. Thus Suppk(ZAn)(τ

−1rPzm−1[0],−) ∩
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Suppk(ZAn)(−, τ rPz1[1]) = {rPz[0]}. This intersection determines the height of the v
tex rPz[0]. �

Let ∆ be a Dynkin diagram,Λ a trivial extension of Cartan class∆, andπ :Z∆ →
SΓΛ the universal covering ofSΓΛ. We recall that the Nakayama permutationν∆ has the
following property: for each vertexx of Z∆ there exists a pathw :x → ν∆(x) whose
imagew in the mesh-categoryk(Z∆) is not zero, andw has longest length among a
nonzero paths starting atx. Furthermore, it can be proven thatν∆ commutes with the
translationτ of Z∆. So,ν∆ induces a permutationνΛ on (SΓΛ)0, since the fundamenta
groupΠ(SΓΛ,x) is generated byτm∆ . That is, the following diagram is commutative

Z∆
ν∆

π

Z∆

π

SΓΛ

νΛ

SΓΛ

In the following proposition we prove thatνΛ is the syzygy functor when∆ = An.

Proposition 3.10. Let Λ be a trivial extension of Cartan classAn, and letΩ : modΛ →
modΛ be the syzygy functor. Then for anyX ∈ indΛ we have that

Ω(X) = νΛ(X) and Ω−1(X) = τ−1νΛ(X).

Proof. We know thatΩ commutes with the translationτ = DTr of SΓΛ and preserve
sectional paths (see Chapter X in [3]). Then to prove thatΩ = νΛ on SΓΛ it is enough to
see thatΩ = νΛ on a section ofSΓΛ. From 3.8 we have that there exists a simpleΛ-mo-
duleS in a border ofSΓΛ. Let S → ·· · → X be a sectional path of lengthr in SΓΛ. Then
rP = Ω(S) → ·· · → Ω(X) is also a sectional path of lengthr, whereP is the projective
cover ofS andνΛ(S) = rP (see 3.2).

So Ω(X) = νΛ(X) (see 3.1) and we get thatΩ andνΛ coincide on the section startin
atS, proving thatΩ = νΛ. ThusΩ−1 = τ−1νΛ, sinceΩ−2 = τ−1. �
Corollary 3.11. Let Λ be a trivial extension of Cartan classAn, let Ω : modΛ → modΛ

be the syzygy functor, and letX ∈ indΛ. Then:
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(a) SuppHomΛ(X,−) = SuppHomΛ(−,Ω(X)),
(b) SuppHomΛ(−,X) = SuppHomΛ(τ−1Ω(X),−).

Proof. Using 3.1 and 3.3 from [10] we have that SuppHomΛ(X,−) = SuppHomΛ(−,

νΛ(X)). Thus, the corollary follows from 3.10.�

4. The embedding of SΓEndΛ(P)op in SΓΛ

Let Γ be a trivial extension of Cartan classAn and letz be an insertion vertex o
QΓ . Consider the trivial extensionΛ of Cartan classAn+m−1 obtained fromΓ by insert-
ing a cycleC at z. We recall thatΓ � EndΛ(P)op whereP is the projectiveΛ-module∐

i∈(QΓ )0 ΛP i . In Section 2 we saw that the evaluation functoreP : modΛ → modΓ al-
lows us to identify modΓ with the full subcategoryCP of modΛ. Moreover the functoreP

induces the equivalence of stable categorieseP :CP → modΓ . Let ı : modΓ → modΛ be
the full and faithful functor obtained by composing the inverse equivalence ofeP :CP →
modΓ and the inclusionCP ⊆ modΛ. In this section we will study the behavior of the
reducible morphisms of modΓ through the embeddingı : modΓ → modΛ. We start with
some preliminaries.

Let A be a full subcategory of indΛ. We denote byA the full subquiver ofSΓΛ whose
vertices correspond to the objects ofA.

Let C be a k-linear category and letA be a class of objects inC. We denote by
⊥A = {X ∈ C: C(X,−)|A = 0} the left orthogonal category ofA, and byA⊥ = {X ∈
C: C(−,X)|A = 0} the right orthogonal category ofA.

Proposition 4.1. Let Γ be a trivial extension of Cartan classAn, and z be an insertion
vertex ofQΓ . Let Λ be the trivial extension obtained fromΓ by inserting the cycleC =
z ← z1 ← z2 ← ·· · ← zm−1 ← z at z. Let P = ∐

i∈(QΓ )0 ΛP i , Q = ∐m−1
i=1 ΛP zi

, B =
SuppHomΛ(−, rΛQ), B′ = SuppHomΛ(Q/socQ,−), X = ⊥B and Y = B⊥ ∩ indCP .
Then:

(a) X andY are the connected components ofindCP in SΓΛ. Moreover, we have the fo
lowing picture.
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(b) Ω−1B = B′, whereΩ−1 : modΛ → modΛ is the cosyzygy functor. ThereforeindΛ \
indCP = B ∪ Ω−1B.

(c) X = (B′)⊥ andY = ⊥(B′) ∩ indCP .
(d) For any morphismf :M → N in indCP , the following conditions are equivalent:

(d1) eP (f ) : eP (M) → eP (N) is irreducible inmodΓ ,
(d2) there is a sectional pathM = M0 → M1 → M2 → ·· · → Mr−1 → Mr = N in

SΓΛ with r � 1 and such thatMj /∈ indCP for j = 1,2, . . . , r − 1.
(e) For anyM,N ∈ indCP the following conditions are equivalent:

(e1) f :M → N is irreducible inmodΛ.
(e2) M,N ∈ X or M,N ∈ Y, andeP (f ) : eP (M) → eP (N) is irreducible inmodΓ .

(f) The functoreP : indCP → modΓ induces by restriction isomorphisms of quivers

X ∼−→ eP (X) and Y ∼−→ eP (Y).

(g) eP (τΛSz1) � rΓ Pz.

Proof. (a) We know by 2.4 that indΛ \ indCP = B ∪ B′. Let π :ZAm+n−1 → SΓΛ be
the universal covering ofSΓΛ. SinceZAm+n−1 has no oriented cycles, it will be easier
prove (a) if we lift SΓΛ to ZAm+n−1. Sincez1 is an insertion vertex ofQΛ we have by
3.8 that the simpleΛSz1 lifts to some border ofZAm+n−1, which we may assume is th
top border. LetSΓΛ[0] be a lifting of SΓΛ to ZAm+n−1 at ΛSz1. Using 3.2 we determin
the position ofΛSz1[0], rΛPz1[0] andΛSz1[1] in ZAn+m−1. On the other hand, 3.9 give
the position ofrΛPz1[0], rΛPz2[0], . . . , rΛPzm−1[0]. Using 3.2 again we can complete t
following picture.

It follows from the definitions ofB andB′ that the lighter shaded area of this picture c
responds toπ−1(B ∪B′) (in fact, in this picture we just sketchedB[0] ∪B′[0] ∪B[1]). By
[10, 3.3] we know that the coveringπ induces bijections Suppk(ZAm+n−1)(x,−)

∼−→
SuppHomΛ(π(x),−) and Suppk(ZAm+n−1)(−, x)

∼−→ SuppHomΛ(−,π(x)) for any
vertex x of ZAm+n−1. Now (a) follows by looking at the supports of the functo
k(ZAm+n−1)(x,−) andk(ZAm+n−1)(−, x).

(b) We know thatΩ−1(rΛQ) = Q/rΛQ. ThereforeΩ−1B = SuppHomΛ(−,Q/rΛQ)

= SuppHomΛ(Q/socQ,−), as follows from 3.11 or just from the above picture.
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(c) Follows from (b) and the above picture.
(d) Letf :M → N in indCP .
(d1) ⇒ (d2). If f :M → N is irreducible in modΛ thenM → N is sectional and(d2)

holds withr = 1.
Suppose thatf :M → N is not irreducible in modΛ. Sincef 	= 0 andΛ is of finite

representation type we obtain from 2.9(c) a nonzero pathµ :M = M ′
0 → M ′

1 → ·· · →
M ′

t−1 → M ′
t = N in k(SΓΛ) such thatM ′

j /∈ CP for j = 1,2, . . . , t − 1. Let S be the
set of nonzero pathsM = M0 → M1 → ·· · → Mr−1 → Mr in k(SΓΛ) such thatMr ∈
CP and Mj /∈ CP for j = 1,2, . . . , r − 1. It follows from (a) thatS contains a unique
sectional pathγ : M = M0 → M1 → ·· · → Mr−1 → Mr in SΓΛ. Moreover, any path ofS
factors throughγ in k(SΓΛ) and so doesµ. SinceeP (f ) : eP (M) → eP (N) is irreducible
in modΓ we get thatMr = N , proving that(d1) implies(d2).

(d2) ⇒ (d1). Follows from 2.9(a), (b).
(e) Follows from (a) and (d).
(f) Follows from (a) and (e).
(g) We observe thatτΛSz1 is on a border ofSΓΛ and belongs to the section�SΛSz starting

at ΛSz. SinceeP (ΛSz) � Γ Sz (by 2.8) andeP induces an isomorphism of quiversX ∼−→
eP (X) we get the following picture.

Therefore by 3.10 we obtain thateP (τΛSz1) = νΓ (Γ Sz) = rΓ Pz. �
The partition{X,Y} of indCP induces through the equivalenceeP :CP → modΓ the

partition{eP (X), eP (Y)} in indΓ . Moreover, we proved thateP (τΛSz1) � rΓ Pz.
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The embeddingı : modΓ → modΛ induces a mapı : SΓΓ → SΓΛ defined as follows. Le
α :M → N be an arrow inSΓΓ . Then by 4.1(d) we know that there is only one sectio
path inSΓΛ starting atı(M) and ending atı(N). We defineı(α) to be such sectional pat
It is not difficult to see that ifρ is a mesh relation inSΓΓ then ı(ρ) is zero ink(SΓΛ).
Therefore the mapı induces a functor, denoted also byı : k(SΓΓ ) → k(SΓΛ).

Corollary 4.2. The functorı : k(SΓΓ ) → k(SΓΛ) above defined is full and faithful. More
over, an arrowα belongs to one of the quiverseP (X), eP (Y) if and only ifı(α) is an arrow
in SΓΛ.

5. The embedding of k(ZAn) in k(ZAn+m−1)

Throughout this sectionΓ is a trivial extension of Cartan classAn, z is an insertion
vertex ofQΓ , andΛ is the trivial extension of Cartan classAn+m−1 obtained fromΓ

by inserting a cycleCz = z ← z1 ← z2 ← ·· · ← zm−1 ← z at z. In Section 4 we stud
ied the embeddingı : modΓ → modΛ and we showed that this functor induces a m
ı : SΓΓ → SΓΛ and a full and faithful functorı : k(SΓΓ ) → k(SΓΛ). Let π :ZAn → SΓΓ

andπ ′ :ZAn+m−1 → SΓΛ be the universal coverings ofSΓΓ andSΓΛ, respectively. We
will define a functorΦ : k(ZAn) → k(ZAn+m−1) in such way that the following diagram
is commutative:

k(ZAn)
Φ

F

k(ZAn+m−1)

F ′

indΓ
ı

indΛ,

whereF andF ′ are well-behaved functors induced by the coveringsπ andπ ′ respectively.
In order to describeΦ, we lift the partition{eP (X), eP (Y)} of SΓΓ (respectively{X,Y} of
SΓΛ) throughπ (respectivelyπ ′) in an appropriate way. To do that, we introduce so
definitions.

Let Q be a subquiver ofZAn. We recall that the convex closure Conv(Q) in ZAn, is the
smallest convex subquiver ofZAn containing the set of verticesQ0 of Q. Let x ∈ ZAn be
a vertex in a border ofZAn. We define the following full subquivers ofZAn:

Xx = Conv
({

x, ν−2
An

(x)
})

and Yx = Conv
({

νAn(x), τ−1ν−1
An

(x)
})

.

The picture below shows the shape ofXx andYx in ZAn, if x is a vertex of the bot
tom border ofZAn. We observe thatν−2

An
(x) = τn−1x. Moreover, whenπ(x) = rΓ Pz then

π(Xx) = X andπ(Yx) = Y.



O. Mendoza Hernández, M.I. Platzeck / Journal of Algebra 281 (2004) 167–199 185

d

Let Z be a subquiver ofZAn. For any integeri the shifted quiverZ[i] is τ−inZ, and
Z[Z] = ⋃

i∈Z
Z[i]. Moreover, for any vertexx belonging to a border ofZAn we define

the partition{C+
x [i],C−

x [i]: i ∈ Z} of ZAn, where

C+
x =

{
Yx if x is in the bottom border ofZAn,

Xx if x is in the top border ofZAn,

C−
x =

{
Xx if x is in the bottom border ofZAn,

Yx if x is in the top border ofZAn.

The following picture illustrates the situation whenx is a vertex of the top border ofZAn.

This partition induces in a natural way thesignature functionδn = δx
n : (ZAn)0 →

{−,+}, defined byδn(y) = − if y ∈ C−
x [Z], andδn(y) = + otherwise.

The four pictures given in the preceding section, illustrating howSΓΓ can be considere
insideSΓΛ by inserting the “bands”B andB′, suggest the following definition.

Definition of the functorΦ : k(ZAn) → k(ZAn+m−1)

Let x be a vertex in a border ofZAn. Then we have the partition{C+
x [i],C−

x [i]: i ∈ Z}
of ZAn. Using this partition, we will define the functorΦ = Φx .

Definition ofΦ on the vertices ofZAn

• For (p, q) ∈ C−
x ∪ C+

x

Φ(p,q) =
 (p, q) if (p, q) ∈ C−

x andx is in the bottom border ofZAn,

(p + m − 1, q) if (p, q) ∈ C−
x andx is in the top border ofZAn,

(p, q + m − 1) if (p, q) ∈ C+
x .
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• Φ(y) = Φ(y[−i])[i] if y ∈ C±
x [i] andi 	= 0.

Definition ofΦ on the arrows ofZAn

Let y α−→ z be an arrow ofZAn. By the definition ofΦ on the vertices ofZAn we obtain
that there is a unique sectional pathγ in ZAn+m−1 starting atΦ(y) and ending atΦ(z).
Then we defineΦ(α) = γ . We observe thatΦ(α) is an arrow inZAn+m−1 if and only ifα is
an arrow ofCε

x [j ] for some integerj and someε = −,+. Moreover, it is not difficult to see
that, if ρ is a mesh relation inZAn, thenΦ(ρ) is zero ink(ZAn+m−1). Therefore the map
Φ :ZAn → ZAn+m−1 induces a fully faithful functorΦ = Φx : k(ZAn) → k(ZAn+m−1).

The rest of this section is devoted to study the behavior of the partition and the sig
functions ofZAn under the functorΦ, as well as other properties ofΦ.

Let π :ZAn → SΓΓ be the universal covering ofSΓΓ . Sincez is an insertion vertex o
QΓ we have by 3.8 thatπ−1(rΓ Pz) belongs to a border ofZAn. Then we obtain a functo
Φ = Φx : k(ZAn) → k(ZAn+m−1) for eachx ∈ π−1(rΓ Pz).

The next picture illustrates the following lemma ifrΓ Pz lifts to the top border ofZAn.

Lemma 5.1. Letz be an insertion vertex ofQΓ , and{X,Y} the induced partition ofindCP

in SΓΛ defined in4.1. Letπ :ZAn → SΓΓ andπ ′ :ZAn+m−1 → SΓΛ be the universal cov
erings ofSΓΓ andSΓΛ, respectively. LetSΓΓ [0] be a lifting ofSΓΓ to ZAn at τ−1rΓ Pz,
andx = rΓ Pz[0].

We fix a lifting ofSΓΛ to ZAn+m−1 at ΛSz1 by choosingΛSz1[0] ∈ π ′−1(ΛSz1) such
that ΛSz1[0] = ν−2

An+m−1
(Φ(x)), whereΦ = Φx : k(ZAn) → k(ZAn+m−1). Then:

(a) SΓΓ [0] = Conv(C+
x ∪ C−

x ) andSΓΛ[0] = Conv(C+
Φ(x) ∪ C−

Φ(x)).
(b) For any vertexy of a border ofZAn we have that

Φx

(
C±

y

) ⊆ C±
Φx(y) and δ

y
n = δ

Φx(y)

n+m−1 ◦ Φx.

(c) ıπ |Xx
:Xx → X andıπ |Yx

:Yx → Y are isomorphisms of quivers.
(d) π ′Φ|Xx

:Xx → X andπ ′Φ|Yx
:Yx → Y are isomorphisms of quivers.

(e) π ′Φ = ıπ .
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Proof. (a), (b) and (d). The proof is straightforward.
(c) Follows from 4.1(f).
(e) Follows from (c), (d) and the fact that the group of automorphisms ofXx (respec-

tively Yx ) is trivial. �
Theorem 5.2. Let Γ be a trivial extension of Cartan classAn, z an insertion vertex o
QΓ andΛ the trivial extension obtained fromΓ by inserting cycleCz = z ← z1 ← ·· · ←
zm−1 ← z at z. Letπ :ZAn → SΓΓ andπ ′ :ZAn+m−1 → SΓΛ be the universal covering
of SΓΓ andSΓΛ, respectively. LetSΓΓ [0] be a lifting ofSΓΓ to ZAn at τ−1rΓ Pz, and let
x = rΓ Pz[0].

We fix a lifting ofSΓΛ to ZAn+m−1 at ΛSz1 by choosingΛSz1[0] ∈ π ′−1(ΛSz1) such
that ΛSz1[0] = ν−2

An+m−1
(Φ(x)), whereΦ = Φx : k(ZAn) → k(ZAn+m−1). Then:

(a) For any vertext of QΓ we have thatΦ satisfies:

(a1) Φ(rΓ Pt [0]) =
{

rΛPt [0] if t 	= z,

τΛSz1[1] if t = z.

(a2) Φ(Γ St [0]) = ΛSt [0].
(b) LetF ′ : k(ZAm+n−1) → indΛ be a well-behaved functor induced byπ ′ :ZAm+n−1 →

SΓΛ. Then there exists a well-behaved functorF : k(ZAn) → indΓ induced by
π :ZAn → SΓΓ such that the following diagram is commutative:

k(ZAn)
Φ

F

k(ZAm+n−1)

F ′

indΓ
ı

indΛ,

Proof. (a) Let t ∈ (QΓ )0. We prove(a1) only, since(a2) can be proved analogousl
If t = z then Φ(rΓ Pt [0]) = τ (ΛSz1[1]) follows from the definition ofΦ. Assume tha
t 	= z. Then by 2.8 we obtain thatrΛPt ∈ CP andı(rΓ Pt ) = rΛPt . Thus, by 5.1(e) we ge
π ′Φ(rΓ Pt [0]) = ıπ(rΓ Pt [0]) = ı(rΓ Pt ) = rΛPt , proving (a).

(b) From 5.1(e) we have thatπ ′Φ = ıπ . Now, we go on to defineF on the ar-
rows of ZAn. Let x

α−→ y be an arrow ofZAn, we defineF(α) = eP F ′Φ(α) where
eP = HomΛ(P,−) :CP → modΓ is the equivalence of categories giving in 2.2. Then
have a functorF : k(ZAn) → indΓ . Moreover, by 4.1(d) we get thateP F ′Φ(α) is irre-
ducible in modΓ for any arrowx

α−→ y of ZAn. �

6. Construction of the configuration associated to a trivial extension of Cartan
class An

Let Λ be a trivial extension of Cartan classAn, and letπ :ZAn → SΓΛ be the universa
covering ofSΓΛ. In this section we give an algorithm to determine the configurationC̃Λ

of ZAn associated toΛ. We recall that̃CΛ = π−1(CΛ), whereCΛ is the set of vertices o
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SΓΛ representing the radicals of the indecomposable projectiveΛ-modules. We define th
subsetrP(Λ,ZAn) of ZAn and prove thatrP(Λ,ZAn)[Z] = ⋃

i∈Z
rP(Λ,ZAn)[i] is the

desired configuration. We start with some useful definitions.

Definition 6.1. Let (p, q) be a vertex ofZAn. We associate to this vertex the sectionsS+
(p,q)

andS−
(p,q) of ZAn starting at(p + 1, n) and(p + q,1), respectively.

Definition 6.2. Let Λ be a trivial extension of Cartan classAn and letC be a minimal
oriented cycle ofQΛ. We callC cycle of reference, if C meets at most one of the remaind
cycles ofQΛ.

Definition 6.3. Let C be a cycle of reference inQΛ. For each vertexi ∈ QΛ we have that
C induces a partition{Q−,i

Λ ,Q
+,i
Λ } in QΛ, defined as follows:

(a) the quiversQ−,i
Λ andQ

+,i
Λ are full connected subquivers ofQΛ which meet only at

the vertexi,
(b) Q

−,i
Λ is union of minimal oriented cycles and contains the cycle of referenceC.

Definition 6.4. Let C be a cycle of reference inQΛ. Associated toC we define theheight
maphΛ = hΛ,C : (QΛ)0 → N and theborder map∂Λ = ∂Λ,C : (QΛ)0 → {−,+} by:

• hΛ(i) is the number of vertices of the quiverQ
+,i
Λ .

• ∂Λ(x) = + for any vertexx of the cycleC, and∂Λ is defined inductively on the remain
ing cycles as follows. LetC′ andC′′ be different minimal oriented cycles which me
at the vertext and assume that∂Λ is defined onC′, then we define∂Λ(x) = −∂Λ(t) for
the verticesx ∈ (C′′)0, x 	= t . The function−∂Λ : (QΛ)0 → {−,+} is obtained from
∂Λ following the rules−− = + and−+ = −.
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Example. Let Λ be the trivial extension of Cartan classA8 given by the quiver:

The cycles of reference inQΛ are:C1,C4,C5. In the following table we give the height an
border maps associated to the reference cyclesC1 andC4.

i ∈ (QΛ)0 1 2 3 4 5 6 7 8
∂Λ,C1 + + + − + + − −
hΛ,C1 1 1 6 5 2 2 1 1
∂Λ,C4 − − + − − + + +
hΛ,C4 1 1 3 4 2 7 1 1

Let C be a cycle of reference ofQΛ andt an insertion vertex belonging toC. The pair
(C, t) induces amaximal treeTC,t in QΛ, which is obtained fromQΛ by deleting exactly
one arrow (chosen in appropriate way)from each minimal oriented cycle ofQΛ. To obtain
TC,t we start by deleting the arrow ofC starting att . Let nowC ′ andC ′′ be different minimal
oriented cycles ofQΛ meeting at the vertext ′, and assume that an arrow ofC ′ has been
deleted, then we delete the arrow ofC ′′ starting att ′.

Now we are in a position to define the setrP(Λ,ZAn) = {r̂Pi ∈ (ZAn)0: i ∈ (QΛ)0}.
Afterwards we will prove thatrP(Λ,ZAn)[Z] = ⋃

i∈Z
rP(Λ,ZAn)[i] is the desired con

figuration.

Definition 6.5. Let C be a cycle of reference inQΛ, t an insertion vertex belonging toC, u

a vertex of the top border ofZAn, andTC,t the tree defined above.
We define the setrP(Λ,ZAn) of vertices ofZAn by the following rules:

(i) r̂Pt = u,
(ii) Let i → j be an arrow ofTC,t and assume that̂rPj is defined. Then̂rPi is the vertex

in S∂Λ(i)

r̂Pj
with heighth∂Λ(i)

n (r̂Pi) = hΛ(i).

We observe that (ii) can be stated as follows: ifi → j is an arrow ofQΛ, xj = (a, b)

andxi has not been defined, then we setxi = (a +hΛ(i), n−hΛ(i)+ 1) if ∂Λ(i) = +, and
xi = (a + b,hΛ(i)) otherwise.
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Remark 6.6. If x andy are insertion vertices ofQΛ and there is an arrowx → y in TC,t ,
thenr̂Py, r̂Px are consecutive vertices in the corresponding border ofZAn.

Example. Let Λ be the trivial extension of Cartan classA8 given after Definition 6.4. We
chooseC1 as a cycle of reference and we fix the vertext = 2. The table gives the values
∂Λ,C1 andhΛ,C1 on the vertices ofQΛ.

i ∈ (QΛ)0 1 2 3 4 5 6 7 8
∂Λ,C1 + + + − + + − −
hΛ,C1 1 1 6 5 2 2 1 1

The arrows ofTC1,2 are: 2← 1,1 ← 3,3← 4,4← 6,6← 7,6← 5,5← 8.
In the following picture we indicate the vertices ofrP(Λ,ZA8) with small black

squares.

We state next our main result.

Theorem 6.7. LetΛ be a trivial extension of Cartan classAn, C a cycle of reference,t an
insertion vertex belonging toC, andu a vertex in the top border ofZAn. Let π :ZAn →
SΓΛ be the universal covering ofSΓΛ which lifts the radicalrΛPt to u, andSΓΛ[0] be the
lifting of SΓΛ to ZAn at rPt such thatrPt [0] = u. Let rP(Λ,ZAn) = {r̂Pi ∈ (ZAn)0: i ∈
(QΛ)0} be the set associated to these data. Then:

(a) C̃Λ = rP(Λ,ZAn)[Z],
(b) π(r̂Pi) = rPi for anyi ∈ (QΛ)0,
(c) h

∂Λ(i)
n (rPi [0]) = hΛ(i) for anyi ∈ (QΛ)0.

We will prove this theorem by induction on the number of minimal oriented cy
of QΛ. In order to do that, we delete a minimal oriented cycle ofQΛ obtaining a trivial
extensionΓ , getting the functions:hΛ,hΓ , ∂Λ, ∂Γ . The restriction of∂Λ to (QΓ )0 is ∂Γ .
However, the relationship betweenhΛ andhΓ is more complicated, as we can see in
following example.
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If we eliminate the cycleC′ of QΛ we obtain that the quiverQΓ is C. Let x be a vertex
of C. If x 	= z thenhΛ(x) = 1 = hΓ (x). On the other hand,hΛ(z) is equal to the numbe
of vertices ofC′ andhΓ (z) = 1. To get a closer relation betweenhΛ andhΓ we introduce
the notion of free and linked vertices.

Definition 6.8. Let Λ be a trivial extension of Cartan classAn, and letC andC′ be minimal
oriented cycles ofQΛ. Let C = C1,C2, . . . ,Ct = C′ be a chain of minimal oriented cycle
of QΛ such that(Ci)0 ∩ (Ci+1)0 = {xi} for anyi = 1,2, . . . , t −1. We say that the vertice
x1, x2, . . . , xt−1 are(C,C′)-linkedand that the remaining vertices ofQΛ are(C,C′)-free.

Example. In the example given after 6.4 the vertices(C1,C4)-linked are: 3,4,6.

Proposition 6.9. Let Λ be a trivial extension of Cartan classAn and letC be a cycle of
reference inQΛ. LetΓ be the trivial extension obtained fromΛ by eliminating a cycleC′
different fromC. For any vertexz ∈ (QΓ )0 we have thathΛ(z) = hΛ,C(z) andhΓ (z) =
hΓ,C(z) are related as follows:

hΛ(z) =
{

hΓ (z) if z is (C,C′)-free,
hΓ (z) + |(C′)0| − 1 if z is (C,C′)-linked.

Proof. The proof is straightforward. �
We also need to know the relationship between the border and signature functio∂Λ

andδn, which will be important in the inductive step in the proof of the theorem.

Proposition 6.10. With the hypothesis of the theorem, letC′ in QΛ be another minimal ori-
ented cycle with at least one insertion vertexz. Then for any vertexx in QΛ the following
conditions hold:

δ
rΛPz[0]
n

(
rPx [0]) =

{
∂Λ(x) if x is (C,C′)-free,
−∂Λ(x) if x is (C,C′)-linked.

Moreover,h∂Λ(x)
n (rPx [0]) = 1 if x is an insertion vertex ofQΛ.

Proof. We assume that eitherQΛ = C ∪ C′ or C′ is not an elimination cycle, becau
otherwise the proof goes on likewise by considering the trivial extensionΓ obtained from
Λ by eliminating the cycleC′. We choose a cycleC′′ of QΛ in the following way:

If QΛ = C ∪ C′, thenC′′ = C. If QΛ is the union of more than two minimal oriente
cycles andC′ is not an elimination cycle, thenC′′ is an elimination cycle different fromC.
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Consider a chain of different minimal oriented cyclesC′ = C1,C2, . . . ,C�−1,C� = C′′
with (Ci)0 ∩ (Ci+1)0 	= ∅ for i = 1,2, . . . , � − 1. Let

C′′ = .yt ← .y1 ← .y2 ← ·· · ← .yt−1 ← .yt

where{yt } = (C�−1)0 ∩ (C�)0. Thenyt is (C′,C′′)-linked.

Let Γ be the trivial extension of Cartan classAn−t+1 obtained fromΛ by eliminating the
cycleC′′. Thenyt is an insertion vertex inQΓ and therefore the radicalrΓ Pyt lifts to some
border ofZAn−t+1 (see 3.8) and induces the partition{C−

rΓ Pyt [0][i],C+
rΓ Pyt [0][i]: i ∈ Z} of

ZAn−t+1. We will assume that the vertexrΓ Pyt [0] is in the bottom border orZAn−t+1 (in
the other case the proof is similar). Hence

δ
rΓ Pz[0]
n−t+1

(
rΓ Pyt [0]) = −.

The idea of the proof is to use the embeddingΦ = ΦrΓ Pyt [0] : k(An−t+1) → k(An) given
in Section 5 to compare the partitions{C−

rΓ Pz[0][i],C+
rΓ Pz[0][i]: i ∈ Z} of ZAn−t+1 and

{C−
rΛPz[0][i],C+

rΛPz[0][i]: i ∈ Z} of ZAn. We may assume that∂Γ (z) = − (otherwise the

proof is similar). ThenrΓ Pz[0] ∈ C−
rΓ Pyt [0][Z]. The shaded regions in the following pictu

correspond to the partition{C−
rΓ Pyt [0][i],C+

rΓ Pyt [0][i]: i ∈ Z}.

As observed before 5.1, by applyingΦ = ΦrΓ Pyt [0] to this partition we obtain the indicate
shaded regions.
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Considering in the last picture the partition associated to the vertexrΛPz[0] we obtain

δ
rΛPz[0]
n

(
rΛPyt [0]) = −, δ

rΛPz[0]
n

(
rΛPyj [0]) = +, for 1 � j < t, and

δ
rΛPz[0]
n

(
rΛPz[0]) = −.

For this we use thatΦ(rΓ Pz[0]) = rΛPz[0], by 5.2(a1).
Now we prove the proposition by induction on the number of cycles ofQΛ. If this

number is two, thenC′′ = C and ∂Λ(yj ) = + for all j . Comparing with the values o

δ
rΛPz[0]
n just obtained we have that the proposition holds for the vertices ofC. On the

other hand,z ∈ C′ andδ
rΛPz[0]
n (rΛPz[0]) = −. Since all vertices inC′ different fromyt

are insertion vertices, the radicals of the corresponding projective modules lift to the
border orZAn. So δ

rΛPz[0]
n coincides on them and takes therefore the value−, which is

also the value of∂Λ on them. Thus the result holds also for the vertices ofC, and therefore
for all vertices ofQΛ.

Suppose now thatQΛ is the union of more than two minimal oriented cycles. By
inductive hypothesis we know that

δ
rΓ Pz[0]
n−t+1

(
rΓ Px [0]) =

{
∂Γ (x) if x is (C,C′)-free,
−∂Γ (x) if x is (C,C′)-linked.

By 5.1(b) we have thatδrΓ Pz[0]
n−t+1 (rΓ Px [0]) = δ

Φ(rΓ Pz[0])
n (Φ(rΓ Px [0])) = δ

rΛPz[0]
n (rΛPx),

for anyx ∈ (QΓ )0, x 	= yt . The last equality follows from 5.2(a1), sinceΦ = ΦrΓ Pyt
[0].

On the other hand,∂Γ and∂Λ coincide in(QΓ )0.This proves that

δ
rΛPz[0]
n

(
rΛPx [0]) =

{
∂Λ(x) if x is (C,C′)-free,
−∂Λ(x) if x is (C,C′)-linked

for all x ∈ (QΓ )0 \ {yt }.



194 O. Mendoza Hernández, M.I. Platzeck / Journal of Algebra 281 (2004) 167–199

t

ill

-
t

r-

ition
So we only have to prove that these equalities hold for verticesx in C′′, this is, for
y1, . . . , yt−1, yt . This follows from the following facts:

(a) We have that

δ
rΓ Pz[0]
n−t+1

(
rΛPyt [0]) = −.

So by the induction hypothesis we get that∂Γ (yt) = − and consequently∂Λ(yt ) = −.
This value coincides withδrΛPz[0]

n (rΛPyt [0]), andyt is (C,C′)-free. Therefore the firs
equality holds foryt .

(b) δ
rΛPz[0]
n (rΛPyt [0]) = −∂Λ(Pyj [0]) = +, and ∂Λ(yt ) = −∂Λ(yj ), for all j = 1, . . . ,

t − 1. �
Now we are in a position to prove the main result of this section.

Proof of Theorem 6.7. It is enough to prove (b), which implies (a) and (c). The proof w
be carried out by induction on the number of minimal oriented cycles ofQΛ.

Case I. Suppose thatQΛ = C = .1 ← .2 ← ·· · .n ← .1 is a minimal oriented cy
cle. We may assume that the fixed vertex inC is t = 1. Then by 3.9 we have tha
rP1[0], rP2[0], . . . , rPn[0] are consecutive vertices in the top border ofZAn, andrP1[0] =
r̂P1. On the other hand, it follows from 6.6 that̂rP1, r̂P2, . . . , r̂Pn are also consecutive ve
tices in the top border ofZAn. ThusrPi [0] = r̂Pi for anyi, so (b) holds.

Case II. Suppose thatQΛ has at least two minimal oriented cycles. LetC′′ = .z ← .z1 ←
·· · .zm−1 ← .z be an elimination cycle different fromC, and letC′ be a minimal oriented
cycle such that(C′)0 ∩ (C′′)0 = {z}.

Let Γ be the trivial extension of Cartan classAn−m+1 obtained fromΛ by eliminat-
ing the cycleC′′. We can assume thatrΓ Pz[0] is in the bottom border ofZAn−m+1,
since otherwise the proof is similar. LetΦ = ΦrΓ Pz[0] : k(ZAn−m+1) → k(ZAn) be the
embedding given in Section 5. Letv ∈ ZAn−m+1 such thatΦ(v) = u. Using Φ we
compare the setsrP(Γ,ZAn−m+1), relative toC, t and v, and rP(Λ,ZAn), relative
to C, t and u. The shaded regions of the following picture correspond to the part
{C− [i],C+ [i]: i ∈ Z} of ZAn−m+1.
rΓ Pz[0] rΓ Pz[0]
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The functorΦ = ΦrΓ Pz[0] sends the above partition to the shaded regions of the follo
picture.

By 6.10 we have∂Γ (z) = −, sincerΓ Pz[0] is in the bottom border ofZAn−m+1. We
assume that the theorem holds for algebras with less cycles thanΛ. So it holds forΓ . In
particularπ ′(r̂Γ Pi) = rΓ Pi for any i ∈ (QΓ )0, whereπ ′ :ZAn−m+1 → SΓΓ denotes the
universal covering ofSΓΓ .

In all that follows we use the notation:xi = r̂Γ Pi , Xi = r̂ΛPi . Thus, to prove the theo
rem we need to prove thatπ(Xi) = rΛPi , for anyi ∈ (QΛ)0.

We start by proving thatΦ(xi) = Xi for a giveni ∈ (QΓ )0 \ {z} implies thatπ(Xi) =
rΛPi . In fact, by the inductive hypothesis we know thatπ ′(r̂Γ Pi) = rΓ Pi . Thusπ(Xi) =
πΦ(xi) = ιπ ′(xi) = ι(rΓ Pi) = rΛPi (see Section 5 and Theorem 2.8). So we will pro
thatΦ(xi) = Xi for i ∈ (QΓ )0 \ {z}. We start by proving two lemmas.

Lemma A. With the preceding notations and hypothesis, letx be a vertex ofZAn−m+1.
Then:

(a1) Φ(S±
x ) ⊆ S±

Φ(x), if x and τ−1x belong to the same component of the partition

{C−
rΓ Pz[0][i],C+

rΓ Pz[0][i]: i ∈ Z} of ZAn−m+1.

(a2) Φ(S∂Γ (z)
rΓ Pz[0]) ⊆ S∂Γ (z)

rΛPz[0].
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(a3) If x = rΓ Pj [0] for somej ∈ (QΓ )0 \ {z}, thenx andτ−1x belong to the same com
ponent of the partition{C−

rΓ Pz[0][i],C+
rΓ Pz[0][i]: i ∈ Z} of ZAn−m+1.

(a4)

{
h

δ(x)
n (Φ(x)) = h

δ(x)
n−m+1(x),

h
−δ(x)
n (Φ(x)) = h

−δ(x)
n−m+1(x) + m − 1,

whereδ(x) = δ
rΓ Pz[0]
n−m+1(x).

(a5) h
∂Λ(i)
n (Φ(xi)) = hΛ(i), for i ∈ (QΓ )0.

Proof. (a1) and(a4) follow easily from the definition ofΦ (see Section 5) and the follow
ing two pictures.

(a2) Follows from the next picture if∂Γ (z) = −. The other case is similar.
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(a3) Follows from the fact that

HomΓ (rΓ Pk, rΓ Pi) = 0 for k 	= i.

(a5) Since we assumed that the theorem holds forΓ we know thath∂Γ (i)
n−m+1(xi) = hΓ (i),

and the result follows froma4, using 6.9 and 6.10.�
Lemma B. With the preceding notations and hypothesis, leti → j be an arrow ofQΓ

belonging to the maximal treeTC,t (see6.5). Then:

(b1) If i, j 	= z thenΦ(xi) ∈ S∂Λ(i)
Φ(xj ).

(b2) If i = z and xz = rΓ Pz[d], thenxj = rΓ Pj [d], and rΛPz[d] ∈ S∂Λ(z)
Φ(xj ). Moreover,

h
∂Λ(z)
n (rΛPz[d]) = hΛ(z).

Proof. (b1) By the definition of rP(Γ,ZAn−m+1) we have thatxi ∈ S∂Γ (i)
xj

. From
Lemma A(a1), (a3) we know that

Φ
(
S∂Γ (i)

xj

) ⊆ S∂Λ(i)
Φ(xj ),

since∂Γ (i) = ∂Λ(i). SoΦ(xi) ∈ S∂Λ(i)
Φ(xj ), proving that(b1) holds.

(b2) Assume thati = z, that is, we have an arrowz → j in QΓ with ∂Γ (z) = −. First
we assume thatxz = rΓ Pz[0]. By induction we know thatrΓ Pz[0] ∈ S−

Φ(xj ). Sincej 	= z

the situation is the following:
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pro-

at

f
f
e
pre-

roof
We know thatπ ′(xj ) = rΓ Pj , and the first picture shows that, more precisely,xj =
rΓ Pj [0]. The second picture shows that

rΛPz[0] ∈ S−
Φ(rΓ Pj [0]) and h−

n

(
rΛPz[0]) = m = hΛ(z),

proving(b2) whend = 0. If d is an arbitrary integer, the result is proven using an ap
priate shifting. �

We are now in a position to finish the proof of (b) in the Theorem 6.7. Leti ∈ (QΛ)0.
First we prove thatΦ(xi) = Xi for i ∈ (QΓ )0, i 	= z. We observe thatΦ(xt ) = Xt , because
Φ(v) = u.

Let i ∈ (QΓ )0, let i → j be an arrow ofQΓ belonging to the maximal treeTC,t (see
6.5) and assume thatΦ(xj ) = Xj .

If both i, j are different fromz, thenΦ(xi) ∈ S∂Λ(i)
Xj

, by (b1) of Lemma B. From(a5) of
Lemma A we know that

h∂Λ(i)
n

(
Φ(xi)

) = hΛ(i),

soΦ(xi) = Xi in this case.
Let now i = z, so that we are considering an arrowz → j . Since we are assuming th

π ′(xz) = rΓ Pz, there isd so thatxz = rΓ Pz[d]. We are assuming thatΦ(xj ) = Xj , so(b2)

of Lemma B states that

rΛPz[d] ∈ S∂Γ (z)
Xj

and h∂Λ(z)
n

(
rΛPz[d]) = hΛ(z).

That is,Xz = rΛPz[d], and therefore (b) holds forz. Assume finally thatj = z. Then the
arrow considered isi → z. So, the vertexi is (C,C′)-free becausei → z is an arrow of
the maximal treeTC,t . Therefore∂Γ (z) = ∂Γ (i) = ∂Λ(i), and using thatXz = rΛPz[d] we
obtain that(a2) of Lemma A means that

Φ
(
S∂Γ (i)

xz

) ⊆ (
S∂Λ(i)

Xz

)
.

Since we are assuming thatxi ∈ S∂Γ (i)
xz

we obtainΦ(xi) ∈ S∂Λ(i)
Xz

. This, together with(a5)

of Lemma A, implies thatΦ(xi) = Xi .
We finished the proof thatπ(Xi) = rΛPi for any i ∈ (QΓ )0. So, to end the proof o

the theorem we only need to prove this latter equality for the remaining vertices oQΛ.
This is, for z1, z2, . . . , zm−1. We know that that̂rΛPz = rΛPz[d], and we may assum
that d = 0, since otherwise we apply an appropriate shifting. Then from the picture
ceding Lemma A we obtain that̂rΛPz1 = rΛPz1[1], and thereforêrΛPi = rΛPi [1] for
i = z1, z2, . . . , zm−1 (see also Remark 6.6), proving (b) in this case and ending the p
of the theorem. �
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