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Approximate analytic expression for the Skyrmions crystal
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We find approximate solutions for the two-dimensional non-linear Σ-model with Dzyalioshinkii-
Moriya term, representing magnetic Skyrmions. They are built in an analytic form, by pasting
different approximate solutions found in different regions of space. We verify that our construc-
tion reproduces the phenomenology known from numerical solutions and Monte Carlo simulations,
giving rise to a Skyrmion lattice at an intermediate range of magnetic field, flanked by spiral and
ferromagnetic phases for low and high magnetic field respectively.

I. INTRODUCTION

The emergence of the magnetic Skyrmion structure
in condensed matter is well known since long time
ago. They appear in a variety of systems such as
liquid crystals1, quantum-Hall ferromagnets2 and Bose
condensates3.

These topological nano-sized spin textures have a long
lifetime, and had been observed by Lorentz transmis-
sion electron microscopy4, by neutron scattering5, and
by spin-resolved scanning tunneling microscopy6,7. In-
teresting properties related to magnetic Skyrmions have
been reported. Among others, the possibility of driv-
ing the motion of the Skyrmions with ultra-low current
density8,9, becomes particularly interesting because of
their possible application in information storage and pro-
cessing devices10,11. The responsible for these properties,
seems to be the emergent electromagnetism associated
with the non-collinear spin structure of the Skyrmions9.

Skyrmions are topologically non-trivial field configu-
rations characterized by an integer number Nsk, called
Skyrmion number, and they can be stabilized by dif-
ferent mechanisms. In anisotropic easy-axis magnetic
thin films, for instance, the presence of a long-range
dipolar interaction leads to a striped phase, that can
evolve to a periodic arrange of Skyrmions when a mag-
netic field is applied perpendicular to the film12. The
size of these Skyrmions range from 10nm to 1µm, and
the lowest energetic configuration is characterized by
Nsk = 1 and a helicity γ = ±π/2. On the other hand,
Skyrmions can also appear in presence of four-spin ex-
change interaction or when exchange interaction is frus-
trated. In these cases, the characteristic scale is of order
of 1nm, and Skyrmions, Nsk = 1, and anti-Skyrmions,
Nsk = −1, are energetically equally favorable6,13. Fi-
nally in non-centro-symmetric magnets a Dzyaloshinskii-
Moriya interaction14,15 can stabilize a Skyrmion crys-
tal phase, in a given window of temperature and mag-
netic field. In this case, the typical size range from
5 to 100nm, and they have Nsk = 1, and helicity
γ = ±π/2. The sign of γ is fixed by the sing of D, the
Dzyaloshinskii-Moriya interaction strength, which is de-
termined by the crystal structure. This mechanism seems
to be the responsible for the observation of Skyrmion
crystal structures in chiral magnets, such as those re-

ported in, FeGe 16–19, MnSi 5,20–25, Mn1−xFexGe 26, and
Fe1−xCoxSi

27–30. These chiral magnets seem to be the
natural arena to develop technological applications of
Skyrmions, particularly to racetrack-type memories for
logic computing technologies10,11.

The existence of these topologically protected parti-
cles that can be stabilized in chiral magnets was early
theoretically predicted31–33. Later on, in a seminal work,
Yi et.al.34 showed by Monte Carlo simulation that a 2-
dimensional classical spin system with a Dzyaloshinskii-
Moriya term and magnetic anisotropy, has a rich helical
phase diagram. Additionally they found that for a partic-
ular point of parameter space, a Skyrmion lattice ground
state emerge.

The low energy dynamics of classical spin system is
given by a non-linear sigma model. A well known
topologically non-trivial solution of the non-linear sigma
model is the Skyrmion. In the particular case of the
square lattice with ferromagnetic exchange interaction,
the low energy dynamics is governed by the so-called
O(3) non-linear sigma model. The order parameter
space of the O(3) non-linear sigma model is, actually,
O(3)/O(2) ≃ S2 that has a non-trivial second homotopy
group π2(O(3)/O(2)) = Z. Because π2(O(3)/O(2)) =
Z, static topologically non-trivial configurations are ex-
pected to be present. These configurations are character-
ized by an integer number, precisely the Skyrmion num-
ber Nsk, that in this case is a measure of the wrapping
of the O(3)-spin field in the 2-sphere of the compactified
Euclidean space. Even when these configurations exist
for the O(3)-non-linear sigma model, it can be proved
that they are not energetically favored, being the ferro-
magnetic the lowest energy solution. Along the line of34,
Zang et. al.

35 proved that a non-linear sigma model plus
a Dzyaloshinskii-Moriya term and in presence of a mag-
netic field, stabilizes a Skyrmions crystal structure, on
some region of parameter space. They obtain a com-
plete phase diagram from numerical solutions, in which
the Skyrmion crystal phase emerges between the helical
and ferromagnetic ones, as the magnetic field is increased.
The values they obtained for the critical fields are in good
agreement with experiments.

In this paper, we present an approximated ana-
lytic solution for the non-linear sigma model with a
Dzyaloshinskii-Moriya interaction in the presence of a
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magnetic field. The expression presented here represents
a periodical arrange of finite volume Skyrmions, and we
interpret as the Skyrmion crystal phase observed in chiral
magnets. For every point of parameter space, an approx-
imated analytic solution can be constructed in the form
of a smoothly pasted internal-external expression. The
pasting condition determines the size of the Skyrmions
as a function of the magnetic field.

II. CLASSICAL SOLUTIONS

II.1. Non-linear Σ-model and equations of motion

The non-linear Σ-model characterizing the energy of
spin variables of a chiral ferromagnet in the square lattice
reads

H =
1

2

∫

d2x
(

J∇ina∇ina + 2Dǫaibna∇inb − 2Bana

)

,

(2.1)

where i = 1, 2 and a = 1, 2, 3, the vector na has unit
modulus. Here J is the exchange, D the Dzyaloshinskii-
Moriya strength, and Ba the magnetic field, that we as-
sume points in the 3 direction.

The unit modulus condition can be solved by writing

nx = sinΘ cosΦ ≡ sinΘmx ,

ny = sinΘ sinΦ ≡ sinΘmy ,

nz = cosΘ , (2.2)

where we have defined the vector mi = (cosΦ, sinΦ).
Moreover, in what follows we find useful to work with
the re-scaled dimensionless spatial coordinates xi =
Bzxi/2D and the re-scaled Hamiltonian H = H/J . Re-
placing all this into (2.1) we get the explicit form

H =
1

2

∫

d2x
(

∇iΘ∇iΘ+ sin2Θ∇iΦ∇iΦ + p
(

sinΘ cosΘ ǫij∇imj + ǫijmj∇iΘ− 2 cosΘ
))

, (2.3)

where we have defined a parameter p = 4D2/JBz. Notice
that, being p the only parameter in the Hamiltonian, any
phase transition takes place at a critical value of p, let’s
say pcrit. Using the explicit form of p, we see that the re-
sulting magnetic field is quadratic in the Dzyaloshinskii-
Moriya interaction Bcrit

z = 4D2/Jpcrit. This implies that
in a generic phase diagram the different phases are sep-
arated by parabolas in the Bz vs. D plane, the foci of
which are determined by the values of pcrit.
We are interested in configurations that minimize the

above energy, the resulting Euler-Lagrange equations
read

∇2Θ−sinΘ cosΘ(∇Φ)2=p sinΘ (1−sinΘmi∇iΦ) ,

∇i

(

sin2Θ∇iΦ
)

= p sin2Θmi∇iΘ . (2.4)

In the forthcoming sections, we will explore the space
of solutions of the above equations.

II.2. Ferromagnetic solution

Equations (2.4) are solved by the trivial solution

ΘF = 0 . (2.5)

This represents the ferromagnetic configuration, in which
all spins are aligned with the magnetic field.
The energy of the ferromagnetic solution read

HF = −pA , (2.6)

where A is the dimensionless area of the system.

II.3. Helix solution

At zero magnetic field, the above defined system has
an helical phase, approximated by the solution

nx = cosβ ,

ny = sinβ cos(px/2) ,

nz = sinβ sin(px/2) , (2.7)

where β is a constant of integration. For finite magnetic
field, we can use this expression as an variational ap-
proximation of the exact solution. Plugging back into
the energy, we get

HH = −sinβ

(

p2

8
sinβ+

2

L

(

cos
pxo

2
−cos

p(xo+L)

2

))

A .

(2.8)
Where xo is a constant of integration determined by
boundary conditions, L is the extension of the sample
in the x direction, and A its dimensionless area. In the
large sample size limit, the term proportional to 1/L can
be discarded. Then, the absolute minimum of this ex-
pression is reached for sinβ = 1, reading

HH = −p2

8
A . (2.9)
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II.4. Skyrmion solution

To obtain the Skyrmion solution, we go into polar co-
ordinates in the plane, x = r cosϕ and y = r sinϕ, and
propose a radial Anzats Θ = Θ(r) and Φ = Φ(ϕ). (Here
and in what follows the reader must keep in mind that
the variable r has been re-scaled and it is dimensionless).
We get

r∂r(r∂rΘ)−sinΘ cosΘ(∂ϕΦ)
2=p sinΘ

(

r2−sinΘmϕ∂ϕΦ
)

,

∂2
ϕΦ = p r2mr∂rΘ . (2.10)

Here mϕ = r sin(Φ − ϕ) and mr = cos(Φ − ϕ) are the
angular and radial components of the mi vector, respec-
tively. We see that the second equation in (2.10) is solved
by Φ = ϕ±π/2. Replacing into the first, we are left with

r∂r(r∂rΘ)−sinΘ cosΘ=p r sinΘ (r∓sinΘ) .(2.11)

We want to solve the above equation with the bound-
ary condition Θ = π at r = 0 and Θ = 0 at r = rb, where
r = rb identifies the boundary of the Skyrmion. This
implies that, as we go from the center to the boundary of
the Skyrmion, the vector na makes a half-integer number
of turns, ending up aligned with the magnetic field.
Solving this equation analytically is not possible. In

what follows, we study two different limits that admit
analytic solutions, and propose to build a pasted expres-
sion made of such analytic solutions in different regions
of space, in order to have an approximate solution of the
complete system.

II.4.1. The exchange dominated region and the ring

solution

If there is a region of space in which the differential
equation (2.11) is dominated by the contribution coming
from the exchange J , we can take the limit p → 0 there,
and it gets simplified to

r∂r(r∂rΘ)− sinΘ cosΘ = 0 . (2.12)

This equation can be rewritten as

∂2
log(r)Θ = sinΘ cosΘ . (2.13)

Multiplying both sides by ∂log(r)Θ we have

∂log(r)
(

∂log(r)Θ
)2

= ∂log(r)(sin
2Θ) , (2.14)

from which we get a first integral as

(

∂log(r)Θ
)2 − sin2Θ =

1

k2
, (2.15)

where k is a constant of integration. This expression
allows us to separate variables and perform the remaining
integration, as

log(rb/r) = k

∫ Θ dΘ
√

1 + k2 sin2Θ
= kF (Θ| −k2) , (2.16)

here rb is a second constant of integration, and F (Θ|m) is
the incomplete elliptic integral of the first kind. In order
to have a decreasing Θ as we approach the boundary
where Θ = 0, we have to choose k > 0. Expression
(2.16) can be inverted, to get

ΘR = am

(

log(rb/r)

k
| −k2

)

, (2.17)

where am(α|m) is the inverse of the incomplete elliptic
integral of the first kind, also known as the Jacobi ampli-
tude. It can be checked that at r = rb we have ΘR = 0,
thus we consider this solution for r < rb. On the other
hand, as we approach the origin the function ΘR goes to
−∞, implying that the vector na does an infinite number
of turns. In consequence we must impose an IR cutoff at
a finite radius r = x. For that reason, we call this solu-
tion a “ring”, and denoted it by a subindex R in equation
(2.17). A pictoric representation of the solution is shown
in Fig.1.

FIG. 1. Pictorial representation of the ring solution. The
solution has been cutoffed at finite interior radius.

Now we can ask the following question: how good is
solution (2.17) as an approximation of the full solution
to equations of motion (2.11), or in other words how far
is the right hand side of (2.11) from zero? Evaluated on
the ring, the absolute value of the right hand side reads

∆R=pr

∣

∣

∣

∣

sn

(

log(rb/r)

k
|−k2

)(

r−sn

(

log(rb/r)

k
|−k2

))
∣

∣

∣

∣

,

(2.18)
where sn(α,m) stands for the Jacobi function defined as
the sine of the Jacobi amplitude sn(α,m) = sin am(α,m).
This is a periodic function of its first argument, that os-
cillates between 1 and −1. In consequence, the function
∆R is the sum of two terms that oscillate infinite times as
r → 0, their amplitudes being linearly and quadratically
decreasing with r respectively. In the forthcoming sec-
tions, we compare this error with the one corresponding
to a different approximate solution, in order to determine
which one is better at a certain radius.
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II.4.2. The Dzyaloshinskii-Moriya dominated region and

the vortex solution

Conversely, if there is a region of space in which the
differential equation (2.11) is dominated by the contribu-
tion coming from the Dzyaloshinskii-Moriya and Zeeman
terms, we can take the limit p → ∞ there, and the equa-
tion of motion reads

r sinΘ(r ∓ sinΘ) = 0 . (2.19)

This is trivially solved by

sinΘ = ±r . (2.20)

Since | sinΘ| ≤ 1 then r ≤ 1. Being the polar angle, Θ is
limited to the range 0 < Θ < π where its sine is positive.
This forces us to discard the solution with the − sign.
Thus the solution has Θ = π at the origin and Θ = π/2
at a boundary, that sits at r = 1. We are left with

ΘV = π − arcsin(r) , (2.21)

where arcsin(r) is assumed to take values in the
{−π/2, π/2} range. At the boundary r = 1, the vec-
tor na lies completely on the plane, and it is tangent to
the boundary circle. That’s why we call this solution a
“vortex”, and denoted it with a subindex V in (2.21). A
pictorial representation of the solution is shown in Fig.2.

FIG. 2. Pictorial representation of the vortex solution. Notice
that the solution ends at r = 1 where the spins are completely
tangent to the exterior circle.

As a measure of how far is the above expression to a
solution of the full system (2.11), we can use the absolute
value of the left hand side of that equation. It reads

∆V =
r3|2− r2|
√
1− r2

3 , (2.22)

that goes to zero at the origin like 2r3.

II.4.3. Comparison of the errors

In this section, we identify the regions dominated by
the exchange term and by the Dzyaloshinskii-Moriya and

Zeeman terms. To do that, we compare the errors ∆R

and ∆V to have an indication on which one ΘR or ΘV

is the best approximation to the full solution at a given
region of the radial variable r.
Given the quotient ∆R/∆V , we can say that wherever

this quotient is smaller than one, the ring (2.17) is a bet-
ter approximation of the full equation (2.11) than the
vortex. Conversely, wherever the quotient is bigger than
one, the best approximation to the solution of the com-
plete system (2.11) is given by the vortex (2.21). Writing
the quotient explicitly

∆R

∆V

=
p
√
1−r2

3

|2−r|r2
∣

∣

∣

∣

sn

(

log(rb/r)

k
|−k2

)(

r−sn
(

log(rb/r)

k
|−k2

))∣

∣

∣

∣

,

(2.23)

we see that it it vanishes as r → 1, and oscillates infinite
times as r → 0 with an amplitude that diverges as r−2.
Since as r → 1 the quotient goes to zero, we can say

that the ring is the best approximation to the solution
of the equations of motion (as it better be, since the
vortex cannot be extended further than that point). As
we move to the interior r → 0, the quotient grows and
becomes bigger than one at a finite radius, bellow which
the vortex is a better approximation. Moving further
to the interior, the quotient becomes zero again favoring
the ring, and then grows again favoring the vortex, and
so on. Notice that, since the amplitude and frequency
of the oscillations diverge as we go to the origin, the
regions where the quotient is bigger than one (favoring
the vortex), become thicker as compared to those where
it is smaller than one (favoring the ring).
The emerging picture is that of a structure of nested

rings, as shown in Fig.3. The exterior of the solution is
well described by the ring, while the interior is well de-
scribed by the vortex, except in regions whose relative
width become very small as we go to the origin. Neglect-
ing those regions, we can try to build a pasted expres-
sion, with an exterior made of ΘR and an interior made
of ΘV . The radius at which the ring and the vortex are
pasted can be considered as a variational parameter in
the Hamiltonian. This is what we do in the next subsec-
tion.

II.4.4. Pasted Skyrmion

In this section we build a pasted Skyrmion from the
building blocks found in the previous sections. We define
it as

ΘSk =

{

ΘV r ≤ x ,
ΘR r > x .

(2.24)

In order to join smoothly the pieces at r = x, we need to
impose that the function ΘSk and its derivative ∂rΘSk

are continuous at that point. We get the conditions

ΘR = ΘV , (2.25)

∂rΘR = ∂rΘV , (2.26)
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FIG. 3. Left: representation of the error quotient ∆R/∆V .
In the shaded regions the quotient is bigger than one, favor-
ing the vortex, while in the white regions it is smaller than
one, and the ring is better. Right: Skyrmion solution, con-
structed by pasting an interior vortex and an exterior ring at
the dotted line. Notice that, even if in doing so we are ex-
tending the vortex outside the shaded region in which it is a
better approximation than the ring, this is favored by energy
considerations.

or more explicitly

am

(

log(rb/x)

k
| −k2

)

= π − arcsin (x) , (2.27)

1

kx
dn

(

log (rb/x)

k
| −k2

)

=
1√

1− x2
. (2.28)

Where dn(α,m) is the Jacobi function defined as

dn(α,m) =
√

1−m sn2(α,m). Taking the sine on both
sides of the first equation (2.27), and using this definition
on in the second (2.28), we get

sn

(

log(rb/x)

k
| −k2

)

= x , (2.29)

1 + k2x2 =
k2x2

1− x2
. (2.30)

The second equation (2.30) can be solved for k, obtaining

k(x) =

√
1− x2

x2
, (2.31)

while the first equation (2.29) (or equivalently (2.27))
gives a value for rb

rb(x) = x exp

(√
1−x2

x2
F

(

π−arcsin (x) |x
2−1

x4

)

)

.

(2.32)
In consequence, the radius of the Skyrmion rb determines
the pasting point x and the integration constant k.
Examples of the resulting pasted Skyrmion for different

values of the parameters are shown in Fig.4.
The energy HSk of the pasted Skyrmion built in this

way is given by

HSk=π

∫

dr r

(

∂rΘ
2+

sin2Θ

r2
+p

(

∂rΘ+
sin2Θ

2r
−2 cosΘ

))

≡ πr2b (x) (A(x) + p (B(x)− 2C(x))) . (2.33)

2 4 6 8 10 12
HB�2DLr

-1.0

-0.5

0.5

1.0

CosHQHrLL

FIG. 4. Examples of the pasted Skyrmion, for different values
of the radius rb, or equivalently of the pasting point x. The
plots correspond to rb = 0.6, 0.75, 0.85 from top to bottom
respectively.

Where we have defined

A(x) =
1

r2b (x)
(A1(x) +A2(x)) ,

B(x) =
1

r2b (x)
(B1(x) +B2(x)) ,

C(x) =
1

r2b (x)
(B3(x)+B4(x)) , (2.34)

with

A1(x) =

∫ x

0

dr r

(

(∂rΘV )
2 +

sin2ΘV

r2

)

,

A2(x) =

∫ rb(x)

x

dr r

(

(∂rΘR)
2 +

sin2ΘR

r2

)

, (2.35)

and

B1(x) =

∫ x

0

dr r

(

∂rΘV +
1

r
sinΘV cosΘV

)

,

B2(x) =

∫ rb(x)

x

dr r

(

∂rΘR +
1

r
sinΘR cosΘR

)

,

B3(x) =

∫ x

0

dr r cosΘV ,

B4(x) =

∫ rb(x)

x

dr r cosΘR . (2.36)

In the above definitions, we have taken into account that
the vortex ΘV extends from r = 0 up to r = x, while the
ring ΘR goes from r = x up to r = rb(x).
Remarkably, all the above integrals, except B4(x) can

be evaluated explicitly, this is done in Appendix A. Re-
garding B4(x), the integral can be approximated by an
analytic expression that is shown in Appendix B.

II.4.5. Re-scaled pasted Skyrmion

The expression for the pasted Skyrmion ΘSk built in
in the previous subsection has an analytic form, approxi-
mates the exact solution, and has a variational parameter
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given by the pasting point x. Morevover, its energy can
be written as an explicit function of the variational pa-
rameter, by means of the integrals (2.35) and (2.36) as
calculated in the Appendices. In principle, we could now
use such pasted Skyrmion to build a skyrmion lattice,
write the resulting analytic expression for the lattice en-
ergy, and minimize it with respect to x.
As it turns out, the pasted Skyrmion has not enough

variational freedom to obtain a phenomenologically in-
teresting phase diagram. Indeed, even when minimized
with respect to the pasting point, the on-shell energy of
a Skyrmion lattice is still too large to provide a region of
the parameter p in which it is preferred to the ferromag-
netic and helix phases. To overcome this problem, in this
section, we deform the pasted Skyrmion in order to add
an additional parameter while keeping at the same time
the aforementioned nice properties. A simple way to do
so is to define a re-scaled pasted Skyrmion as

ΘSkλ(r) = ΘSk(λr) . (2.37)

This re-scaled pasted Skyrmion has its pasting point at
λr = x and its boundary at λr = rb(x). The energy
has the same form as in (2.33), but with the integrals in
(2.35) and (2.36) now performed from 0 to x/λ and from
x/λ to rb(x)/λ. Changing variables of integration from
r to λr, we get

HSkλ≡πr2b (x)

(

A(x) + p

(

1

λ
B(x) − 2

λ2
C(x)

))

.(2.38)

where A(x), B(x) and C(x) are defined as in (2.34).

II.5. Skyrmion lattice solution

Using the re-scaled pasted Skyrmion (Skλ) con-
structed in the previous section, we build the Skyrmion
lattice by covering the area of the sample with compactly
packed Skyrmions arranged in a triangular lattice. The
interstitial space is filled with the ferromagnetic configu-
ration. The resulting configuration can be seen in Fig.5.
In the Skyrmion lattice, given two triangles forming

a parallelogram of side 2rb(x)/λ at angle π/3, it can be
seen in the Fig. 5 that just one Skyrmion fits in it. Since
such a parallelogram has area 2

√
3r2b (x)/λ

2, we have a

total of Aλ2/2
√
3r2b (x) Skyrmions in a sample of area A.

The resulting energy reads

HSkX =
Aλ2

2
√
3r2b (x)

(

HSkλ − p(2
√
3− π)

r2b (x)

λ2

)

=
Aπ

2
√
3

(

λ2A(x) + p (λB(x)−2C(x)−B5)
)

,(2.39)

where the last term

B5 =
2
√
3

π
− 1 , (2.40)

is a constant representing the contribution of the inter-
stitial ferromagnetic state.

FIG. 5. Representation of the Skyrmion lattice phase, con-
structed by compactly packing the Skyrmions and filling the
interstitial regions with a ferromagnetic state. Notice that
one parallelogram fits a single Skyrmion.

Expression (2.39) has now to be minimized with re-
spect to the variational parameters λ and x in order to
obtain the value of the scale λm and the matching point
x = rm that gives the best approximation. The station-
ary point condition with respect to λ gives the equation

2λA(x) + pB(x) = 0 , (2.41)

which is solved by

λ(x) = −pB(x)

2A(x)
. (2.42)

Plugging back into HSkX we get the partially on-shell
form

HSkX = −Aπp

2
√
3

(p

4
Q(x) + 2C(x) +B5

)

, (2.43)

where we have used the shorthand

Q(x) =
B2(x)

A(x)
, (2.44)

Fig. 6 shows a plot of this energy as a function of x for
different values of p. As can be seen in the plot, for p large
enough the energy has a local minimum at x = 0, and
two stationary points at finite values of x. The stationary
point at smaller x corresponds to an unstable classical so-
lution of maximum energy (of the kind sometimes called
“thermalon”). On the other hand, the stationary point
at larger x ≡ rm corresponds to the absolute minimum of
the energy, that constitutes the true solution. This rep-
resents a re-scaled pasted Skyrmion with pasting radius
rm. As p decreases, the energy at x = rm grows until, at
a critical value pCollapse, it gets greater than the energy
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at the local minimum at x = 0. For smaller values of p,
the absolute minimum is the one sitting at x = 0 ≡ rm.
This represents a “collapsed vortex” i.e. a solution in
which the ring extends up to the origin or, in practice,
up to a suitable defined UV lattice cutoff rm = a.
In other words: for Bz ∼ 1/p small enough, energetic

considerations favor a composite solution, with an exte-
rior ring and an interior vortex pasted at finite radius rm.
As the magnetic field grows, a critical value is reached be-
yond which the vortex collapses, and the favored solution
is a pure ring, without any vortex at its interior.

FIG. 6. Plots of the energy as a function of the pasting radius
x for different values of p growing from top to bottom. We see
that the absolute minimum moves to the origin at a critical
value of p. Note: the zero of the energy has been shifted in
order to fit all the plots in the same graphic.

For p > pCollapse, the critical point condition can be
written as

∂HSkX

∂x

∣

∣

∣

∣

x=rm

∝ p

4
Q′(rm) + 2C′(rm) = 0 , (2.45)

where prime (′) means derivative with respect to the ar-
gument. This equation gives the implicit solution for the
matching rm

p = −8C′(rm)

Q′(rm)
p > pCollapse . (2.46)

As shown in what follows, this is enough to obtain a
phase diagram and we do not need an explicit expression.
In other words, we can replace our only parameter p >
pCollapse by a new parameter rm using formula (2.46).
On the other hand, por p < pCollapse, the minimum sits

at rm = 0. Since the system has a lattice cutoff a, we
will use in what follows the regularization rm = aBz/2D.
The explicit dependence on the magnetic field appear
because of our re-scaling of coordinates. This can be
rewritten as

rm =
ǫ

p
p < pCollapse , (2.47)

where ǫ = Ja/2D is completely determined by the mi-
croscopic parameters.

FIG. 7. Plot of the pasting radius rm as a function of
4/p = JBz/D

2. As we see, there is a critical value at which
the vortex collapses leaving us with a pure ring solution. The
continuous blue line is the absolute minimum of the energy,
while the dotted blue line is a local minimum that becomes
absolute only for p > pCollapse. The green dotted line rep-
resents a local maximumm the thermalon (see Fig. 6). the
non-vanishing value of the pasting radius for the collapsed
solution is due to the finite UV lattice cutoff.

With this, we can plot the pasting radius rm as a func-
tion of the rescaled magnetic field (J/D2)Bz = 4/p. as
shown in figure 7.

III. PHASE DIAGRAM

The on-shell energy of the Skyrmion lattice can be
written as a function of the pasting point, by replacing
the result (2.46) and (2.47) in equation (2.43). We obtain

HSkX =











Aπ√
3

4C′(rm)
Q′(rm)

(

− 2C′(rm)
Q′(rm) Q(rm)+2C(rm)+B5

)

,

−Aπp

2
√
3

(

p
4Q(ǫ/p) + 2C(ǫ/p) +B5

)

.

(3.1)
where the upper (resp. lower) line corresponds to p >
pCollapse (resp. p < pCollapse).
The energy of the Skyrmion lattice has to be compared

with the energy of a ferromagnetic configuration of the
same dimensionless area. As it can be seen in the plot
Fig.8, they intersect at 4/p = JBz/D

2 = 0.512. For
values of JBz/D

2 larger than that, the Skyrmion lattice
phase is disfavoured and the ferromagnetic solution dom-
inates. Instead, for smaller values of JBz/D

2, formation
of Skyrmions is energetically favoured, and the system
will create as many of them as it can accommodate in-
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side its area. This implies that we have a phase transition
into a Skyrmion lattice. This phase transition occurs at

Bz
crit
F = 0.512

D2

J
. (3.2)

where we see the critical magnetic field Bcrit
z with a

quadratic dependence in the Dzyaloshinskii-Moriya cou-
pling D, as expected on dimensional grounds, with the
explicit value of the coefficient.
A similar procedure can be performed to compare the

Skyrmion energy with that of the helical phase. Again,
we get a critical value of 4/p = JBz/D

2 = 0.477, which
implies

Bz
crit
H = 0.477

D2

J
. (3.3)

The resulting phase diagram is constructed in the B vs
D plane by drawing the parabolas (3.2) and (3.3).

FIG. 8. Plot of the on shell energy as a function of the mag-
netic field for the helix, Skyrmion lattice and ferromagnetic
solutions. We see that there is an intermediate region in which
the Skyrmion lattice phase is favored.

IV. CONCLUSIONS AND OUTLOOK

We have found the zero-temperature phase diagram of
a physical system whose relevant dynamics is captured by
a nonlinear sigma model with a Dzyaloshinskii-Moriya
term and a Zeeman coupling to an external magnetic
field. This dynamics corresponds to the continuous limit
of an chiral ferromagnet on a square lattice.
The diagram presents three phases, helical, Skyrmion

lattice, and ferromagnetic, that show up sequentially
as the magnetic field is increased. Dimensional anal-
ysis predicts that the critical magnetic field Bcrit for
both phase transitions is quadratic as a function of the

Dzyaloshinskii-Moriya coupling D for a fixed value of the
exchange strength J . We were able to determine the co-
efficient on such quadratic dependence, our results being
consistent with the relevant literature.
Our study relies completely on analytic expressions for

the magnetization vector na. The ferromagnetic phase
being trivial, and the variational form of the helical phase
being previously known in the literature, the contribution
we made in the present work is an approximate analytic
expression for the Skyrmion lattice phase. The expres-
sion is obtained by compactly packing isolated Skyrmions
in a triangular lattice. We obtained an analytic form for
the isolated Skyrmion by pasting an interior vortex so-
lution of the Dzyaloshinskii-Moriya Hamiltonian with a
Zeeman term, with an exterior obtained as a solution
of the pure exchange nonlinear sigma model, and then
re-scaling the radial variable to minimize the energy.
This approximation scheme has the advantage of al-

lowing for a perturbative expansion around an analytic
form of the background, that could for example be used
to study propagation of phonons in the Skyrmion lattice.
This is a further development of our approach that we
plan to explore in the near future.
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Appendix A: Explicit form of the energy integrals

In this Appendix, we will show the explicit computa-
tion of the integrals involved in the calculation of the
on-shell energy.
The integrals A1(x), B1(x) and B3(x) have to be eval-

uated on the vortex solution ΘV presented on equation
(2.21). We get for A1(x).

A1(x) =

∫ x

0

dr r

(

(∂rΘV )
2 +

sin2ΘV

r2

)

, (A1)

the explicit form

A1(x) =

∫ x

0

dr r

(

1

1− r2
+ 1

)

=

=
1

2

(

x2 − log(1 − x2)
)

. (A2)

For B1(x) instead

B1(x) =

∫ x

0

dr r

(

∂rΘV +
1

r
sinΘV cosΘV

)

, (A3)
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we get

B1(x) =

∫ x

0

dr r

(

− 1√
1− r2

−
√

1− r2
)

= −1

3

(

√

1− x2
(

x2 − 4
)

+ 4
)

. (A4)

Finally for B3(x) the integral reads

B3(x) =

∫ x

0

dr r cosΘV , (A5)

leading to

B3(x) = −
∫ x

0

dr r
√

1− r2 =

= −1

3

(

1−
√

1− x2
3
)

. (A6)

On the other hand, the integrals A2(x), B2(x) and
B4(x) have to be evaluated on the ring solution ΘR pre-
sented on equation (2.17). We get for A2(x).

A2(x) =

∫ rb(x)

x

dr r

(

(∂rΘR)
2 +

sin2ΘR

r2

)

, (A7)

changing variable to log r we have

A2(x)=

∫ rb(x)

x

d log(r)
(

(∂log(r)ΘR)
2+ sin2ΘR

)

,(A8)

using the first integral (2.15) this can be rewritten as

A2(x) =

∫ rb(x)

x

d log(r)

(

1

k2(x)
+ 2 sin2ΘR

)

, (A9)

changing variable to α = log(rb(x)/r)/k(x) and replacing
the explicit form of the solution (2.17), we have

A2(x) = k(x)

∫ ᾱ(x)

0

dα

(

1

k2(x)
+ 2 sn2

(

α|−k2(x)
)

)

,

(A10)
where we have defined

ᾱ(x) =
1

k(x)
log(rb(x)/x) =

= F

(

π−arcsin (x) |x
2−1

x4

)

. (A11)

The first term in (A10) can be integrated trivially, while
the integral of the second can be found on tables or per-
formed with Mathematica. The result is

A2(x) =
x2

√
1−x2

(

2E

(

π−arcsin (x) |x
2−1

x4

)

−

− F

(

π−arcsin (x) |x
2−1

x4

))

.(A12)

Now we turn into B2(x). It reads

B2(x) =

∫ rb(x)

x

dr r

(

∂rΘR +
1

r
sinΘR cosΘR

)

,(A13)

after the same change of variables, we get

B2(x)=rb(x)

∫ ᾱ(x)

0

dα e−k(x)α (−∂αΘR+k(x) sinΘR cosΘR) ,

(A14)

Using the explicit form of the ring solution (2.17) we can
write it as

B2(x) = rb(x)

∫ ᾱ(x)

0

dα e−k(x)α
(

−dn
(

α|−k2(x)
)

+

+k(x)sn
(

α|−k2(x)
)

cn
(

α|−k2(x)
))

=

= rb(x)

∫ ᾱ(x)

0

dα e−k(x)α
(

−dn
(

α|−k2(x)
)

+

+
1

k(x)
∂αdn

(

α|−k2(x)
)

)

=

=
rb(x)

k(x)

(

e−k(x)ᾱ(x)dn
(

ᾱ(x)|−k2(x)
)

− 1
)

,(A15)

where in the second line we used the property
∂αdn (α|m) = −m cn (α|m) sn (α|m). This expression
gets much simpler when we use the fact that dn (α|m) =
√

1−m sn2 (α|m) and the explicit form of ᾱ(x). It reads

B2(x) =
x2

√
1− x2

(

1− xe

√
1−x2

x2
F
(

π−arcsin(x)|x2
−1

x4

)
)

.(A16)

Finally, we have the integral B4(x), that reads

B4(x) =

∫ rb(x)

x

dr r cosΘR , (A17)

written in terms of the variable α, we get

B4(x) = k(x)

∫ ᾱ(x)

0

dα e−2k(x)α cn
(

α|−k2(x)
)

, (A18)

where cn(α|m) is the Jacobi function defined as the cosine
of the Jacobi amplitude cn(α|m) = cos am(α|m). We
were unable to find an explicit form of this integral. In
the next Appendix we develop and approximation scheme
for it.

Appendix B: Approximation of the ring magnetic

energy

The remaining integral represents the magnetic energy,
and it reads

B4(x) = k(x)

∫ ᾱ(x)

0

dα e−2k(x)α cn
(

α|−k2(x)
)

. (B1)

In what follows we will try to argue that the cn(α| −k2)
can be replaced by cos(α) in the integrand.
First, when x is close to 1 we can use the expansion of

the Jacobi amplitude as in powers of its modulus, as

am (α|m) ≃ α+
1

8
m(sin(2α)− 2α) . (B2)
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The relative weight of the first order correction with re-
spect to the zeroth order is |m||(sin(2α)− 2α)|/8α <
0.31|m|. Then, the order m correction will be negligible
as long as 0.31|m| ≪ 1. In our case m = −k2(x) which
implies k ≪ 1.82 or 0.65 ≪ x < 1. In this range, we
can safely replace cn

(

α|−k2(x)
)

= cos am
(

α|−k2(x)
)

by cos(α).

In the complementary region x < 0.65, we must try a
different justification. Due to the exponential factor, the
integrand vanishes for α large enough. More precisely,
the exponential is smaller than ε for α > | log ε|/2k(x).
Then, by choosing ε small enough, we can replace the
upper integration limit by | log ε|/2k(x) and discard
the contribution of the rest of the integration region.
Now, the function cn

(

α|−k2(x)
)

is periodic with period

K(−k2(x)), where K(m) is the complete elliptic integral
of the first kind. We chose ε such that this function is ap-
proximately constant in the region of integration, namely

K(−k2(x)) ≫ | log ε|/2k(x). Since K(−k2(x)) < 2π, the
function cos(α) is also approximately constant in that re-
gion. We can then interchange cn

(

α|−k2(x)
)

by cos(α)

safely. The condition K(−k2(x)) ≫ | log ε|/2k(x) implies
K(−k2(x))2k(x) ≫ | log ε|, which in the region x < 0.65
(i.e. k > 1.82) requires 5.52 ≫ | log ε| or ε ≫ 0.0041.
Regarding the errors made with the approximation,

the contribution of the discarded region is of order
ε|ᾱ(x)−| log ε|/2k(x)| < 0.013. Moreover the error made
by replacing cn(α|m) by cos(α) is of order 0.025. In con-
clusion, up to the second decimal digit, we can replace
the integral (B1) by

B4(x) = k(x)

∫ ᾱ(x)

0

dα e−2k(x)α cos(α)

=
e−2ᾱ(x)k(x)(sin(ᾱ(x))− 2k cos(ᾱ(x))) + 2k(x)

4k2(x) + 1
.
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