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Abstract

In this work a virtual 2f multiplexing system was implemented in combination with digital image
compression techniques and redundant information elimination. Depending on the image type to
be multiplexed, a memory-usage saving of as much as 99% was obtained. The feasibility of the
system was tested using three types of images, binary characters, QR codes, and grey level
images. A multiplexing step was implemented digitally, while a demultiplexing step was
implemented in a virtual 2f optical setup following real experimental parameters. To avoid cross-
talk noise, each image was codified with a specially designed phase diffraction carrier that would
allow the separation and relocation of the multiplexed images on the observation plane by simple
light propagation. A description of the system is presented together with simulations that
corroborate the method. The present work may allow future experimental implementations that

will make use of all the parallel processing capabilities of optical systems.

Keywords: optical diffraction, optical processors, optical multiplexing, image compression

(Some figures may appear in colour only in the online journal)

1. Introduction

Multiplexing and parallel processing are relevant in data
transmission, processing, and storage applications. For
instance in telecommunications, data multiplexing allows
parallel transmission of several signals through one single
channel; without data multiplexing, only one signal can be
transmitted per channel [1-3]. In data storage applications,
data multiplexing permits higher information storage using
less storage memory [4—6]. Moreover, when parallel proces-
sing is implemented, processing times are reduced sig-
nificantly [7]. In this sense, optical systems allowed fast
parallel processing and multiplexing of information in 2D
arrangements, which will be called ‘images’ henceforth. On
the one hand, parallel processing can be achieved by simple
light propagation through an optical setup, in principle at the
speed of light. On the other hand, optical multiplexing uses
light-wave superposition properties to pack several images

2040-8978/16,/075701+13$33.00

within a single one. Another important feature of optical
systems is the possibility of implementing digital processing
techniques using digital cameras, spatial light modulators, and
computer systems for the creation of opto-digital setups [8—
12]. In this context, digital image compression techniques
such as image spectrum processing [13—15], scalar quanti-
zation and compressive discretization [16] can be used to
enhance optical multiplexing and encryption techniques pro-
posed in opto-digital setups and virtual optical setups. In
particular, Cabezas et al [17] proposed a virtual optical
method named optical smart packaging (OSP), which reduces
the amount of memory space used by several images that
need to be stored or transmitted. Based on an optical multi-
plexing scheme, this method is intended to be an alternative to
the existing digital-compression techniques. In this method,
first a random phase mask multiplies the image that will be
multiplexed, and then it is Fourier transformed using a virtual
optical 2f scheme. The random phase mask distributes evenly

© 2016 IOP Publishing Ltd  Printed in the UK
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the energy over the Fourier plane. Next, the Fourier trans-
formed complex-image is multiplied by a sinusoidal ampl-
itude grating assigned to the image, and it is added to the
other processed complex-images, forming the multiplexed
OSP. This multiplexed complex-image package only carries
amplitude and phase information corresponding to one image
regardless of the amount of multiplexed images. To recover a
particular image, the OSP is Fourier transformed in a virtual
optical 2f scheme, obtaining pairs of all the multiplexed
images separated in space at the exit plane. This allows a
filtering procedure to ultimately obtain the image of interest.
Although Cabezas et al [17] reported that this technique led
to high storage capacity with no cross-talk noise, which is of
great relevance for information transmission and storage for
different reasons, they do not make use of the virtual optical
2f scheme at its full capacity. First, while using a random
phase mask, the complete Fourier plane must be stored in
order to avoid random information loss. Secondly, using
amplitude sinusoidal gratings leads to images that will be
replicated at the exit plane in the demultiplexing step while
most of the energy goes to the zero diffraction order; this
reduces both the efficiency of the system and the available
storage space. Finally, the technique is designed to recover all
images at once. If users are interested in a specific image, they
would have to scan the exit plane to find it, which constitutes
a problem when considering a real optical 2f demultiplexing
scheme. To make use of the full capacity of the virtual optical
2f scheme, the current work eliminates the random phase
mask, and compensates the concentration of the energy at the
centre of the Fourier plane through a nonlinear scalar quan-
tization technique. Because the energy is concentrated at the
centre and the input image is real-valued, we used compres-
sive discretization and redundant information elimination
principles. In this way, storing the complete Fourier plane was
unnecessary and helped to reduce the data needed to either
store or transmit the information. In this work, we also
replace the sinusoidal gratings by phase diffraction carriers
that we have dubbed the image-positioning key (IPK). This
contributed to eliminating both image replicas and the zero
diffraction order at the exit plane. This increased the multi-
plexing capacity, the system efficiency and allowed posi-
tioning the image of interest at the centre of the exit plane.

2. Method description

The main goal of optical image multiplexing techniques is the
optimization of image storage and transmission. This is
achieved by overlapping the images in a two dimensional
space array that requires less space than the sum of the
individual images. In particular, to achieve these goals we
have first performed on each image in the multiplexing step a
digital Fourier transform (FT), followed by the multiplication
of an image-positioning key (IPK) in order to avoid cross-
talk. Next, the resulting complex data images are added into a
2D array we have dubbed the complex data package (CDP).
Finally, we have applied digital-compression techniques
eliminating redundant information for reducing the amount of

data required to represent, store, and transmit the CDP, while
maintaining a defined minimum and acceptable standard of
image quality. Because the main goal of this present work is
based on the reduction of the amount of data required for the
CDP, in the first part of this section we characterize the
Fourier optical spectrum of individual images considering the
effective bandwidth that encompasses the most significant
frequencies, the symmetries of their Fourier spectrum (FS),
and the optimal quantization of the amplitude and phase
levels. In the second part of this section we will describe the
multiplexing technique, which is based on the implementation
of IPKs.

2.1. Compression of the image spectrum

In order to use the minimum amount of data to store an image
while preserving the most relevant information of the (FS),
we have studied three representative types of image on
account of their spectral composition, purpose, and final use.
The first type of image is binary characters (figure 1(a)); they
are extensively used in written communication, easily
recognizable by human inspection, and machine pattern-
recognition algorithms due to high data redundancy, tolerat-
ing an important loss of frequency information. The second
type is quick response (QR) codes (figure 1(b)); they are
designed to be read by commercial applications without
quality loss of the embedded data even in the presence of
noise or code damage. This implies that an important loss of
frequency information is acceptable, although not as high as
in the case of the binary characters. The last type is 256-grey
level images (figure 1(c)); in contrast to binary characters and
QR codes, they can only tolerate a minimum loss of fre-
quency information before degradation becomes perceptible
by human observers.

Each image is represented by the one-dimensional
function g, and its FS by G, where

Gw) = f ¢ (x) exp (—i2mw)dx, (1)

x is the spatial-coordinate, and v is the frequency-coordinate.
As is well known, by inverse Fourier transforming G the
original, image g can be recovered. However, although the
complete FS is necessary to recover the original image,
storing the complete spectrum is unnecessary when certain
image quality loss is acceptable. In order to select the relevant
information for each image spectrum, three aspects are
analysed in the complex field G: low-pass filtering, redundant
information removal, and quantization. This yields a new
spectrum G that corresponds to a new image g. Differences
between image ¢ and image g for each type of image will be
evaluated in the following subsections.

2.1.1. Effective bandwidth. An established criterion for the
effective bandwidth is to include 98% of the total spectral
power contained in G [18, 19]. However, our interest focuses
on determining an effective bandwidth that takes into account
the final purpose of the image g. For example, figure 2 shows
that the character G is recognizable after filtering 15% of its
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Figure 1. Image types and their corresponding FS. (a) Binary character, (b) QR code, (c) 256-grey level image. FS amplitude of (d) binary
character, (e) QR code, and (f) 256-grey level image. FS phase argument of (g) binary character, (h) QR code, and (i) 256-grey level image.

(d)—(1) A jet-colormap is used for facilitating visualization.

(a) (b) (c)

Figure 2. (a) Original image of character G, (b) recovered dynamic
range adjusted image with 85% of the energy (5% of the Fourier
plane side-length) after filtering with a LPF, (c) binarized recovered
image.

energy with a low-pass filter (LPF), which is below the
maximum percentage suggested by the established criterion.
For this reason we are seeking an effective bandwidth for
each type of image using a quality criterion and taking into
account the final purpose of the recovered image. In order to

find each effective bandwidth, an image quality assessment
based on the correlation coefficient (cc) is used. The cc is
defined as:

S~ DG — D)
Vi G — BTG — &)

cc

@)

where n and m correspond to the pixel position in the 2D
array, and g and ¢ correspond to the mean pixel value of the
original and recovered image, respectively. To find the
effective bandwidth of a representative image g (for each type
of image), an FT is performed and a fraction-square area of
the spectrum is extracted by using a LPF centred at the origin.
This procedure will conserved only a percentage of the central
part of the Fourier plane (FP). This fraction of the FP is
inverse Fourier transformed into a fully recovered new image
g. Thus the cc with respect to the original representative
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Figure 3. Average cc values for different FP side-length percentages. (a) Binary character G, (b) QR code, and (c) 256-grey level image.
Images of the recovered binary character G with a FP side-length of (d) 2% and (e) 5%, and for a QR code with a FP side-length of (f) 7%
and (g) 13%, and for a 256-grey level image with a FP side-length of (h) 13% and (i) 70%.

image is determined. The aforementioned procedure is
repeated for increasing FP percentages until a minimum
acceptable image quality is achieved, with an associated
minimum image quality cc value. The minimum acceptable
image quality is chosen for each type of image depending on
its final purpose.

To generalize this result for each type of image, the
procedure described above was implemented on a sample of
81 images, obtaining an average minimum image quality
cc value (see figure 3). It is worth mentioning that this
average value will correspond to the lowest Fourier plane
percentage (LFPP) for each type of image.

For the case of binary characters, the LFPP corresponds
to a situation where the character is recognizable, a low
quality character (LQC). It is important to note that although
LQCs are recognizable, they have an important high-
frequency loss, which leads to severe loss of visual detail.
When detail is of great importance high frequencies cannot be
filtered and the LFPP will correspond to the situation where
any quality loss is imperceptible by humans; this type of
image will be called high-quality character (HQC). For the
image type corresponding to QR codes, the LFPP is chosen
based on the capability of the QR to be read by a commercial
QR code reader. Finally, for 256-grey level images, the LFPP
should correspond to a situation where no damage to the
original image is perceptible by human visual inspection.

2.1.2. Symmetry. 2D FTs have Hermitian symmetries when
the original image is real-valued [20, 21]. As shown in
figure 4, the FT of the image under an inversion with respect
to its origin has even parity for amplitude and odd parity for
phase (quadrants I and III, and II and IV) [22]. Thus, in order
to preserve and store the relevant information of the image

(a)

-0.63 -0.55 1.54 -0.07

0.02 0.00 -0.02

0.55 0.63

Figure 4. Central part of the FS of the image in figure 1(c). (a) 10 bit
dynamic range amplitude, and (b) phase argument in radians. A jet-
colormap is used to facilitate visualization.

FS, only quadrants I and II, or IIT and IV have to be stored.
For example, to recover the image spectrum the information
of quadrants III and IV will be obtained from quadrants I and
II. This procedure allows 50% memory saving by removing
all redundant information without losing spectral information.

2.1.3. Quantization of the amplitude and phase levels. So
far it is evident that the whole spectrum is unnecessary to
recover an image with a minimum acceptable quality. We will
now cover separately the quantization of amplitude and phase
of the complex spectrum. Quantization implies choosing a
finite dynamic range from the entire range of the continuous
signal and dividing it into quantization intervals. Then, the
values of the continuous signal, encompassed within a certain
quantization interval, are replaced by a single representative
value (ith quantization level). As the differences between the
continuous signal values and their corresponding quantization
levels introduce quantization errors, they will be evaluated
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Figure 5. Histogram of the FS of the image in figure 1(c). (a) Amplitude, and (b) phase argument.

using the cc between the image recovered from the quantized
spectrum and the original image. It is worth highlighting that
the selection of the quantization intervals and the single
representative values depends on the accuracy requirements
of the signal-quantized representation. Thus, bearing in mind
that the goal of this work is to store the least amount of
spectral information needed to retrieve the image with a
minimum acceptable quality, an optimized quantization
process will be implemented in order to reduce the number
of bits needed to represent the complex spectrum.

Because the general form of phase distribution prob-
ability of the images studied corresponds to a uniform
distribution (see figure 5(b)), an optimal choice for quantiza-
tion is uniform quantization. Uniform quantization divides
the dynamic range into equally spaced quantization intervals
and assigns a single representative value to each interval. To
show the effect of a uniform phase quantization, we recovered
the image of figure 1(c) after quantizing its phase spectrum
with 4, 8, and 32 uniform quantization intervals, while
keeping the full amplitude of the spectrum. The results can be
seen in figure 6: 32 phase quantization intervals have been
necessary to recover the image with a minimum acceptable
quality.

In the case of the amplitude of the spectrum, its
amplitude distribution of probability is not uniform. Its
spectrum is concentrated around the lower amplitude values,
followed by a gap without information, wherein a few values
concentrate around the highest amplitude value (see
figure 5(a)). For instance, when a uniform amplitude
quantization of 1024 quantization intervals is applied to the
spectrum of the image in figure 1(c), only 64 of the 1024
intervals contain information due to the gap in the amplitude
probability distribution (see figure 7(a)). Because the
information at the highest amplitude value is of great
importance to recover an image with an acceptable minimum
quality, a non-uniform amplitude quantization is needed using
the minimum amount of quantization intervals.

We have chosen a non-uniform quantization technique
known as a compression-expander [23], which compresses
firstly the dynamic range of data using a nonlinear
transformation, and then applies a uniform quantization to
the transformed data. After applying different transforma-
tions, it was found that, for the specific type of information

cc=0.909 cc=0.998

Figure 6. Images recovered after uniform phase quantization of the
spectral information of the image in figure 1(c), conserving the full
amplitude information of the spectrum. Each image was quantized
with (a) 4, (b) 8, and (c) 32 uniform phase quantization levels
corresponding to 2, 3, and 5 bits, respectively.

we are quantizing, the most effective method is a logarithmic
transformation (see figures 7(b) and 7(c)).

To recover the original information, the inverse of the
logarithmic transformation has to be applied (figure 7(d)). To
show the effect of a non-uniform amplitude quantization, we
recovered the image of figure 1(c) after applying the
compression-expander technique with 4, 8, and 64 uniform
amplitude quantization intervals, while keeping the full phase
information of the spectrum. The results of this procedure can
be seen in figure 8: 64 amplitude quantization intervals were
needed in order to recover the image with a minimum
acceptable quality.

We conclude from these results that a non-uniform
quantization technique permitted an important reduction in
the number of uql required to store the information of the
amplitude spectrum. In contrast, for the case of the phase
information of the spectrum, the non-uniform quantization
was unnecessary.

2.2. Image multiplexing: complex data package

In order to multiplex N images without cross-talk and making
use of the full capacity of optical multiplexing and image
compression techniques, five steps are defined and explained
below.

2.21. Image preparation. To perform the multiplexing
procedure without cross-talk, each image g, is digitally
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Figure 7. Quantization of the FS amplitude A (v) of the image in figure 1(c). (a) Quantization of A (v) using 1024 uniform quantization levels
(uql). (b) Logarithm transformation of (a), T (v) = Ln(A(v) + 1). (c) Quantization of normalized T (v) using 64 uql. (d) Recovered A (v)

after applying the inverse transform A (v) = exp (T (v)) — 1.
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Figure 8. Images recovered after a non-uniform amplitude
quantization of the spectral information of the image in figure 1(c)
using the compression-expander technique, while conserving the full
phase information of the spectrum. Each image was quantized with 4
(a), 8 (b) and 64 (c) uniform phase quantization levels corresponding
to 2, 3 and 6 bits, respectively.

Fourier transformed and multiplied by an IPK,

Py = FT {g,}Rx = GiRy. 3)

Here FT {-} is the FT operator and Ry, is the IPK of the
kth image. R; is defined as

Ri(x,y) = exp(27riak i) exp(27ribk l) (@)
Az Az

Coordinate (ay, by) corresponds to the spatial position
where the image will appear centred if an optical Fourier
transform (OFT) is performed on P;. In order to avoid cross-
talk noise this coordinate must be determined correctly using

parameters such as image side-length, wavelength, and lens
focal distance in order to avoid cross-talk noise at the exit
plane. For the compression step, it is important to note that
the arguments of each exponential function in equation (4)
correspond to an odd function, which means that R, has odd
parity under an inversion with respect to the centre.

2.2.2. Digital multiplexing. After having prepared each
image, the multiplexing is achieved by adding the N P,
complex-images, thus forming a new complex-image M,

N
M=> P ®)
k=1

M is a CDP that contains codified information of all the
multiplexed images. To store the information content in M
using an image format, two images are necessary: one for the
amplitude information and one for the phase argument
information.

22.3. CDP compression. Because the CDP is also a
complex-image, all the three image compression techniques
described in subsection 2.1 can be used. Firstly, the CDP is
filtered using the LFPP for the type of images multiplexed.
Secondly, because the CDP corresponds to the superposition
of FTs of real images multiplied each by an IPK, the CDP
phase argument has odd parity and the amplitude has even
parity under inversion with respect to the centre, which allows
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-1 (a)

Figure 9. CDP symmetry under inversion about the centre. To show the symmetry, a CDP was created with images (a) and (e). (b) and (f)
correspond to the amplitude and phase argument of the CDP; (c) and (g) are the stored amplitude and phase argument; (d) and (h) are the
amplitude and phase argument recovered from the stored amplitude and phase argument (c) and (g), respectively. Images (b), (c), (d), (f), (g),

and (h) are presented using a jet-colormap to facilitate visualization.

us to perform the same elimination of redundant information
by storing only quadrants I and II of the original CDP (see
figure 9 and appendix A). Thirdly, quantization of the CDP is
performed by reducing the number of values (amplitude and
phase levels) required to represent the 2D arrangement.
Finally, the resulting CDP amplitude and phase argument are
stored separately.

2.24. Demultiplexing. To demultiplex the images, the
original CDP is rebuilt obtaining quadrants III and IV from
quadrants I and II of the stored amplitude and phase argument
(see figure 9). After rebuilding the original CDP, a specific
image g, is recovered by optically Fourier transforming the
product between M and the complex conjugate of the IPK
associated to image g,

S = MR} (6)
N

S=FT{g) + > FT{g}Ru, (7N
=1
1=k

where
. X
Ry = exp(—Zm(a, — ak)—)exp
Az

x (27ri(b; - bk)l), (8)
Az

and applying an OFT OFT { - },

N
L = OFT{FT{g}} + > OFT{FT{g}Ruy}, 9
i=

I=k

N
Lrg 6y +y g®é
=1

=k
X (x = (a; — ap),y — (by — by)),

where ® is the convolution process. This procedure
guarantees that image g, will be recovered and centred at
coordinates (0, 0) of the exit plane, while the remainder of the
images will be centred at coordinates (@; — ay, by — by). This
avoids any unwanted cross-talk noise. The first term in (10)
corresponds to the chosen image located at the centre of the
exit plane, while the second term corresponds to the rest of
the demultiplexed images located outside the centre of the
exit plane. In the case of an optical demultiplexing system, the
digital camera will only record the light at the centre of the
exit plane (see figure 10). Thus, only the square module of the
first term in equation (10) will be recovered and will
correspond to the image chosen.

It is important to note that the CDP size depends on two
main factors: the number of images to be multiplexed, and the
percentage of the FP that is used depending on the type of
image that was multiplexed. Thus, when multiplexing N QR
codes with side-length n and a FP percentage FP%, the side-
length of the CDP will be

(10)

JN.

nCDszP%-n~

an

For example, with a CDP of 81 multiplexed images of
side-length 256 pixels and a FP% of 13%, the CDP side-
length is ncpp = 0.13 x 2564/81 = 0.13 x 2304 = 299
pixels. In addition, if the symmetries are used (see
subsubsection 2.1.2), the CDP image of 299 x 299 pixels
will have, in fact, 299 x 150 pixels, which represents one
half of the original size.
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ccD

Input plane

Exit plane

Figure 10. Optical-setup for the demultiplexing step. The complex-
image S is projected and illuminated with a collimated beam-wave at
the input plane. The resulting image is observed at the exit plane
with a camera where only the information inside the dashed line box
is stored.

Another important point is related to the correct generation
of the IPKs. In order to build them with the appropriate
frequency for the virtual and real demultiplexing steps, in such
a way that the spatial positions where the images will appear do
not generate any cross-talk, the original image must be
embedded before applying the digital FT in an arrangement
of zeroes with the size of the original CDP. An alternative
solution would be to FT the image using its original size, and
then rescale its FS up to a correct size, despite the introduction
of noise produced by the rescaling algorithm.

3. Results

This section presents results on the application of the com-
pression techniques for each type of image. These results
comprise the number of levels, bit depth, and percentage of
the FP that were employed to obtain the maximum memory
savings while keeping the minimum acceptable quality for a
single image spectrum and for a CDP of 81 multiplexed
images (see figures 11 and 12). We also perform a test with a
CDP of 529 images obtaining the same results as in tests for
81 images).

Tables 1 and 2 present results for the case of a single
image spectrum and a CDP of 81 multiplexed images,
respectively. From row two to row five, the results for each
type of image are presented.

In both tables, columns two and three show the number
of levels, and the corresponding bit depth, needed to store the
quantized phase (PQ) and the quantized amplitude (AQ),
respectively. In column four, the FP side-length percentage of
the complex field is shown. In column five an example of the
final size of the amplitude and phase images of a complex
field of size 256 x 256 pixels is presented (2304 x 2304
pixels for the CDP). In columns six and seven the weight of
the original and after-compression images are given, respec-
tively. Column eight contains the total percentage of memory
savings. The recovered images of tables 1 and 2 can be seen
in figure 11.

Figure 12 displays the exit planes obtained from CDPs
with 81 multiplexed images for the three types of images. For
the case of binary characters, the HQC case alone is pre-
sented. The red line box highlights the images that are shown
in figures 11(j), (k) and (1).

Experimental parameters for the case of 81 HQC images
were obtained considering a digital multiplexing step and a
demultiplexing step in a virtual optical setup. For storage or
transmission purposes, the CDP had 461 x 230 pixels, the
CDP phase image had 5 bits and the amplitude image had 4
bits. For the demultiplexing step in a virtual optical setup, the
CDP had 461 x 461 pixels, the phase image had 5 bits and
the amplitude image had 8 bits after the inverse non-uniform
quantization. The CDP display system in the optical setup had
a 8.7 um pixel size of and a resolution of at least 461 x 461
pixels. The 2f optical setup had a lens of 30cm of focal
length, a wavelength of 532 nm, and a camera with a max-
imum pixel size of 8.7 yum. For this configuration the IPKs
had a minimum period of 18 ym and a maximum of 72 pm.
The exit plane had an area of 19.92mm x 19.92 mm and
each image had a side-length of 2.22 mm. It is important to
note that for the virtual optical demultiplexing step the CDP
was embedded in an arrangement of 2 304 x 2 304 pixels in
order to generate the complete exit plane space. By contrast,
in a real optical setup the CDP would not have to be
embedded, having a size of 461 x 461 pixels.

4. Discussion

Based on the results shown in tables 1 and 2, it was con-
cluded that the effective bandwidth of the 256-grey level
images is 3.5 times greater than the effective bandwidth of the
HQCs, which is the largest one among the binary images
studied. This great difference is mainly due to the purpose of
each type of image, where the 256-grey image does not tol-
erate an important loss of high frequencies. This can be
clearly seen in figure 3(g). Here, although the 256-grey level
image with an FP% of 13% does not reach the minimum
image quality, the binary images reach it with an equal FP%
for the QR code and a lower FP% for the LQC (figures 3(d)
and (f)). For the case of quantization of amplitude and phase
levels, 256-grey level images need levels four times higher
than binary images, which share the same phase number and
amplitude quantization levels. This could be explained by the
dependence of the dynamic range on the bandwidth, the
energy difference between the zero order (almost the double
for 256-grey level images), and the higher frequencies. In
column five, the symmetries used allowed for a reduction of
the image spectrum size by a factor of two. The percentage of
savings in column eight was calculated using columns six and
seven. Original binary images have a 1-bit pixel depth, while
256-grey level images have an 8 bit pixel depth. It is worth
noting that the savings percentages in table 2 were obtained
by applying directly the quantization levels and FP% of
table 1 to the CDPs. These percentages are equal, as it can be
appreciated when comparing column eight of both tables.
This means that the characterization of a single image
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cc=0.944 cc=0.994 0. cc=0.996

Figure 11. Recovered images after applying the three compression techniques: LPF, phase argument quantization (PQ) and amplitude
quantization (AQ), and FP redundant information elimination. Images (e) to (h) correspond to the case of a single image. Images (i) to (1)
correspond to the case of a CDP of 81 multiplexed images. (a) and (b) are the original binary character G, (c) original QR code, and (d)
original 256-grey level image. (e) and (i): Recovered LQC with FP% = 5%, PQ = 32 bit, and AQ = 16 bit, for a total saving of 99%. (f)
and (j): Recovered HQC with FP% = 20%, PQ = 32 bit, and AQ = 16 bit, for a total saving of 82%. (g) and (k): Recovered QR code with
FP% = 13%, PQ = 32 bit, and AQ = 16, for a total saving of 92%. (h) and (1) Recovered 256-grey level image with FP% = 70%, PQ = 32
bit, and AQ = 64 bit, for a total saving of 66%.
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Figure 12. Recovered images at the exit plane from the CDP with 81 multiplexed images. (a) HQC images, (b) QR codes, and (c) 256-grey
level images.
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Table 1. Single image spectrum compression results.

Case recovered PQ number of levels/  AQ number of levels/ FP% (com- Amplitude and phase image size for Original After compression

image bit depth (bit) bit depth (bit) plex field) 256 x 256 complex field (pixel) weight (bit) weight (bit) % saving
HQC 32/5 16/4 20% 51 x 26 65 536 11934 82%
LQC 32/5 16/4 5% 13 x 7 65 536 819 99%
QR code 32/5 16/4 13% 17 x 33 65536 5049 92%
256-grey level 32/5 64/6 70% 179 x 90 524288 177210 66%

102520 (9102) 81 1dO T

e jo sebiep
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Table 2. 81 multiplexed images CDP compression results.

Case recovered PQ number of AQ number of FP% (com- Amplitude and phase image size for 2 Original After compression

image levels/bit depth (bit)  levels/bit depth (bit) plex field) 304 x 2 304 complex field (pixel) weight (bit) weight (bit) % saving
HQC 32/5 16/4 20% 461 x 231 5308 416 958 419 82%
LQC 32/5 16/4 5% 115 x 58 5308 416 60 030 99%
QR code 32/5 16/4 13% 299 x 150 5308 416 403 650 92%
256-grey level 32/5 64/6 70% 1613 x 807 42 467 328 14318 601 66%

102520 (9102) 81 1dO T

e jo sebiep
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spectrum allows for the prediction of the parameters and
savings percentage for a CDP of any number of multiplexed
images of the same type. Comparing the percentage of sav-
ings of the binary images evinces that smaller effective
bandwidths allow for greater savings.

5. Conclusions

We have applied digital-compression techniques that have
eliminated redundant information for reducing the amount of
data required to represent, store, and transmit a complex data
package (CDP), while maintaining a minimum acceptable
image quality for three types of images: binary characters, QR
codes, and 256-grey level images. We made a characteriza-
tion of the Fourier optical spectrum of individual images by
studying the effective bandwidth that encompasses the most
significant frequencies, the symmetries of their Fourier
spectrum, and the optimal quantization of the amplitude and
phase levels. We found that LQC require the lowest effective
bandwidth of all the image types studied, because all of the
spectrum frequencies necessary for their recognition are close
to the zero order. By contrast, for the 256-grey level images
the highest bandwidth was required, as high frequencies are
important for reaching the minimum acceptable quality for
this kind of image. Since the original images had only real
information, their complex spectrums had symmetries that
allowed us to eliminate half of the spectrum data without
losing information. Similarly, in this work we demonstrated
that these symmetries are conserved for the CDPs, which
allowed the elimination of half the CDP data without losing
information on the package. We also concluded that since the
values of phase of the spectrums are uniformly distributed a
uniform quantization was the most adequate. For the case of
the amplitude, since its values are highly localized great
dynamical ranges have to be used in order to keep all the
important information of the spectrum, thus making necessary
the use of non-uniform quantization levels. For the amplitude,
a non-uniform quantization of logarithmic type was used to be
able to implement small dynamical ranges without losing
information. All image types required 32 quantization levels
for the phase, whereas for the amplitude, due to the high
variations of the dynamic range, the 256-grey level images
required four times more levels than the binary images.
Combining the three compression strategies yielded important
memory space savings percentages. In particular, 1-bit per
pixel binary images reached space saving percentages
of around 99%, 92%, and 82%, for the LQC, QR code, and
HQC, respectively. For the 256-grey level images, a 66%
space saving is significant taking into account that a visual
inspection does not provide appreciable information loss. A
highly relevant result is the fact that space saving percentages
were the same for a single image and for CDPs, regardless of
the number of images multiplexed in the CDP. In particular,
we corroborated the previous statement using 81 as well as
529 multiplexed images. In addition, the technique we pre-
sented here takes into account the experimental parameters,
which are important for its compatibility with different opto-
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digital encryption techniques. In fact, the FT of the first step
could be performed optically if one recovers the complex field
of the transformation, because all the digital processing is
applied to the complex Fourier spectrum or CDP.
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Appendix A. CDP even and odd parity conservation

By defining 1D odd and even functions, we demonstrate
here that a CDP of real images has amplitude with even parity
and phase argument with odd parity under a coordinate
inversion, provided that each IPK phase argument has odd
parity.

Defining even function e(x) and odd function o(x),
where for x € R

e(—x) = e(x)

o(—x) = —o(x) (A.1)

the following properties are satisfy:

. e(x)e(x) is an even function.

. 0o(x)o(x) is an even function.

. 0(x)e(x) is an odd function.

. 0(x) £ o(x) is an odd function.

. e(x) & e(x) is an even function.

.e"(x) withn =3, 4, 5...,is an even function.

.o"(x) withn =4, 6, 8,..., is an even function.
.o"(x) withn =3, 5, 7,..., is an odd function.

0NN N AW

If we expand cosine and sine functions in a Taylor
expansion,

2 4

cos(z) = 1 — =+
20 4
3 5
. 4 <
sin(z) = z — 3 + 5 (A2)

using the even—odd function properties it can be stated that

cos(e(x)) is an even function
sin(e(x)) is an even function

A3
cos(o(x)) is an even function (A3)
sin(o(x)) is an odd function.

Next, defining a complex function

p(x) = A(x)exp(if (x)) there are only four possible combi-
nations as shown in table A.l. Remembering that
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Table A.1. Possible outcomes for the amplitude and phase argument of a complex function.

If A(x) is even and 6 (x) is odd:

If A(x) is odd and 6 (x) is even:

R{px)} = A(x)cos (0 (x)) is even
J{px)} = Ax)sin (0 (x)) is odd
If A(x) is odd and 6 (x) is odd:
R{px)} = Ax)cos (8 (x)) is odd
J{px)} = A(x)sin (0 (x)) is even

R{p ()} = A(x)cos (0 (x)) is odd
J{px)} = A(x)sin(0(x)) is odd
If A(x) is even and 6 (x) is even:
R{px)} = A(x)cos (8 (x)) is even
J{p®)} = A(x)sin (0 (x)) is even

G (v) is the FT of image g (x), G| (x) = A;(x)exp(if; (x)) a-
nd G, (x) = Ay (x)exp(ib, (x)) will correspond to the FTs of
real images g, (x) and g, (x), where A; and A, are even func-
tions and 6; and 6, are odd functions. If for simplicity we
construct a CDP by adding G; and G, with IPKs
By (x) = exp(ifB;(x)) and B, (x) = exp(iB;(x)), where argu-
ments G;(x) and J,(x) are odd functions, defining
P @) = 0,,(x) + By (x) form =1, 2, we can write
G (x) = A)exp(ip(x) = G1(x) + G2 (x)
= A (x)exp(ip;(x)) + Az (x)exp(ip, (x))
= Aj(x)cos (p;(x)) + A1 (x)sin (p;(x))
+ Ay (x)c0s (p, (x)) + iAg (¥)sin (p, (x))
G (x) = {Ai(x)cos (p;(x)) + Az (x)cos (p, (x)) }
+ i {A1(x)sin (p; (x)) + Az (x)sin (p, (x)) }.

(A4)

Thus R{G (x)} is even and J{G (x)} is odd, and from
table A.1 we can state that the amplitude A(x) is an even
function and the phase argument p (x) is an odd function. We
then conclude that in general a CDP of real images under
coordinate inversion has amplitude with even parity and
phase argument with odd parity.
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