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1 Introduction

Although already distinguished mathematicians like Leibniz, Liouville or Riemann
had already contributed to establish a consistent definition of fractional derivatives,
only in the last three decades fractional analysis has grown in importance. These
days fractional derivatives have been applied to most of the branches of analysis,
such as calculus of variations (see [1,2,9]), differential equations (see [10,28,39])
or numerical analysis (see [5,29,31]) and as an inmediate consequence it has been
tried to generalize mathematical tools and theorems of classical analysis to fractional
analysis, being different maximum principles (see [19,34]), Fourier analysis (see [21])
or Hopf’s lemma (see [36]) particular examples of this fact.

Furthermore, abundant applications in all scientific areas have emerged from the
study of fractional derivatives up to now. An example of this is the study of the
behaviour of viscoelastic media, which present an intermediate behaviour between
the one of viscous fluids and of elastic solids. Since these two cases are interpreted by
the diffusion equation and the wave equation respectively, it seems natural to interpret
the intermediate behaviour by an interpolation equation with fractional derivatives,
which is called the time-fractional diffusion-wave equation,

∂α

∂tα
u (x, t) = λ

∂2

∂x2
u (x, t) , α ∈ (0, 2) ,

where the definition of fractional derivative established by Caputo (see [4]) is consid-
ered, since it turned out to be the best mathematical framework of fractional analysis
to physical phenomena. This is the main equation this paper is dealing with and partly
this paper aims at exhibiting the inner nature of this equation and its solutions.

From the beginning of fractional calculus until now a huge amount of papers dealt
with this equation (e.g.[6,8,13,15–18,20,22,24–27,30,32,33,35,37,38]), where the
fractional derivative definition, the order of differentiation, the variable to which the
derivative is applied (timeor space), the domain and the problems inwhich the equation
is considered vary frompaper to paper.Among the different applications that have been
presented, we want to emphasize the connection to the behaviour of linear viscoelastic
media mentioned above, which has primarily been studied by Mainardi (see [23]).

In this paper we study a Cauchy Problem for the one-dimensional time-fractional
diffusion-wave equation in the upper half-plane. Both groups of functions, theMittag–
Leffler functions and the Mainardi functions, play a fundamental role in fractional
calculus and particularly in the study of the time-fractional diffusion-wave equation.
Given their key role, a handful of basic properties of these functions, that will be useful
hereinafter, will be presented in Sect. 2. In Sect. 3 an alternative way to obtain the
solution already presented in previous papers (see [12,25]) is given, providing for the
first time a complete mathematical background and theoretical foundations of these
results. Section4 showsdifferent bounds to the space-L p normof the obtained solution.
In Sect. 5 the continuity of the solution with respect to the order of differentiation α is
proven and in this way the consistency of the differential equation alltogether with its
solution with respect to the classical integer order differential equations is exhibited.
Several particular cases are finally considered in Sect. 6. Throughout this paper the
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Fourier-transform will play a key-role, since almost all results will be obtained by
using this integral transform together with its classical properties.

During this work a new expression of the solution to the Cauchy problem, which
opens a gate to a new approach to this equation, is obtained. Its evident applicability
to strict, meticulous proofs will be made clear in the following sections.

2 Preliminar Definitions and Basic Properties of the Key Functions of
Fractional Analysis

There are different definitions of fractional derivatives, like the Riemann–Liouville
fractional derivative or the Grünwald–Letnikov fractional derivative, among others
(see [7]). In this paper we work with the Caputo fractional derivative since it has
numerous applications in a great branch of scientific areas. It has proven itself as an
usefull tool while modelling physical phenomena, since Cauchy problems with this
fractional derivative require initial data of the solution and its integer order derivatives,
whereas other fractional derivatives demand initial data of fractional derivatives of the
solution, which lack of physical interpretation.

Definition 1 Let α ∈ R
+. The Riemann–Liouville fractional integral operator of

order α, which will be denoted I α
a , is defined on L1([a, b]) by

I α
a f (t) = 1

�(α)

t∫

a

(t − τ)α−1 f (τ )dτ.

Definition 2 Let α ∈ R
+ and n = �α�. The Caputo fractional derivation operator of

order α, which will be denoted C Dα
a , is defined on W n,1([a, b]) by

C Dα
a f (t) = I n−α

a f (n)(t) = 1

� (n − α)

t∫

a

(t − τ)n−α−1 f (n) (τ ) dτ.

In this paper we will work with a = 0. To simplify notation, the expressions
C Dα

0 f (t) = f (α)(t) = dα

dtα f (t) will be used.
The Fourier transform plays amayor role in this work. Themost important results—

specially the rigorous proofs of previously only heuristically obtained statements—
were obtained by applying this usefull tool.

Definition 3 Let f ∈ L2 (R). The Fourier transform of f , which will be denoted
F{ f }, is defined by

F { f } (ς) =
∞∫

−∞
eiςy f (y) dy.
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We also write

f
F←→ F { f } .

The Inverse Fourier transform F , which verifies FF f = FF f ∀ f ∈ L2 (R), is
given by

F { f } (x) = 1

2π

∞∫

−∞
e−i xy f (y) dy.

What follows is a brief synopsis of basic properties of two essential groups of
functions related to fractional analysis, namely the Mittag–Leffler functions and the
Mainardi functions. Some new useful properties—which helped us in the course of
this work— will be presented.

Definition 4 Let α, β > 0. The two–parameter Mittag–Leffler function, which will
be denoted Eα,β , is defined for z ∈ C by

Eα,β (z) :=
∞∑

k=0

zk

� (αk + β)
.

If β = 1, we write Eα,1 = Eα and call it the one–parameter Mittag–Leffler function.

It has been proven that ∀ α, β > 0 the Mittag–Leffler function Eα,β is entire (see
[11]), nevertheless we will only work with the real domain. This function is known as
a generalization of the exponential function due to several properties it verifies, such
as E1(z) = ez and the fact that Eα (czα) verifies the differential equation

dα

dzα
f (z) = c f (z) . (1)

Definition 5 Let α > −1 and β ∈ R. The Wright function, which will be denoted
W(z;α, β), is defined by

W (z;α, β) =
∞∑

k=0

zk

k!� (αk + β)
.

Once again it has beenproven that theWright function is an entire function∀α > −1
(see [12]), β ∈ R and its derivative is given by

d

dz
W (z;α, β) = W (z;α, β + α) .
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Definition 6 Let ν ∈ (0, 1). The Mainardi function, which will be denoted Mν , is
defined for z ∈ C by

Mν (z) =
∞∑

k=0

(−z)k

k! � (−νk + 1 − ν)
.

For all ν ∈ (0, 1) the Mainardi function Mν is entire, which is a consequence of
the fact that the Mainardi function is a special case of the Wright function, namely
Mν (z) = W (−z;−ν, 1 − ν). As in the case of the Mittag–Leffler function, only the
real domain will be considered. Having

M 1
2
(z) = 1√

π
e− z2

4 ,

(see [27]), this function can be considered to be a generalization of the Gaussian
function. The role of the Mainardi function as a fractional heat–kernel—which has
been analyzed throughout this paper—also supports this idea.

For the Mainardi function, the following rule for absolute moments inR+ has been
proven:

∞∫

0

tnMν (t) dt = n!
� (νn + 1)

. (2)

In fact, a more general property is obtained in [25], replacing the Mainardi function
by the Wright function:

∞∫

0

tnW (−t;α, β) dt = n!
� (−αn + β − α)

. (3)

Using (3) it can be shown that

sup
x∈R

∣∣∣xmM(n)
ν (|x |)

∣∣∣ < ∞

∀ m, n ∈ N0 and ∀ ν ∈ (0, 1). In fact, from the series expansion of the Mainardi
function and its derivatives it can easily be derived that

lim
x→0− xmM(n)

ν (|x |) =
{

1
�(1−nν)

if m = 0

0 if m 
= 0
lim

x→0+ xmM(n)
ν (|x |) =

{
(−1)n

�(1−nν)
if m = 0

0 if m 
= 0
,

and together with the fact that

lim|x |→∞ xmM(n)
ν (|x |) = 0,



J Fourier Anal Appl

which is obtained from (3), and the continuity of xmM(n)
ν (|x |) in R − {0} the result

is obtained. This shows that the Mainardi function Mν (|x |) has a behaviour similar
to a Schwartz–function, i.e. a function all of whose derivatives are continuous and
rapidly decreasing. Note that this makes sense if we think of the Mainardi function as
a generalization of the Gaussian function, the most common example of a nontrivial
function in the Schwartz space. Nevertheless Mν (|x |) /∈ S (R) for ν 
= 1

2 , since in
x = 0 its derivative is not continuous. We also have,

Proposition 1 Mν (|x |) ∈ L p (R), ∀ 1 ≤ p ≤ ∞, ∀ ν ∈ (0, 1).

Proof It is an immediate consequence of

sup
x∈R

∣∣∣xmM(n)
ν (|x |)

∣∣∣ < ∞ ∀ m, n ∈ N0.

�

The Mainardi function and the Mittag–Leffler function are strongly related by the

Fourier transform (see [25]).

Proposition 2 The following relation between the Mainardi function and the Mittag–
Leffler function through the Fourier-transform holds.

Mν (|x |) F←→ 2E2ν
(
−ξ2

)
.

Since Mν (|x |) ∈ L2 (R) ∀ ν ∈ (0, 1), we now have E2ν
(−ξ2

) ∈ L2 (R)

∀ ν ∈ (0, 1). Another consequence is that the family of functions {E2ν(−ξ2)}ν∈(0,1)
is uniformly bounded, since

sup
ξ∈R

E2ν(−ξ2) ≤
∞∫

−∞

1

2
Mν(|x |)dx = 1.

In [27],Mainardi already observed that for ν → 1 the limit of the sequence of functions
{Mν} in the real positive domain is the Dirac–delta distribution centered in 1, δ1.
Nevertheless no proof of this fact has been provided yet. What follows is a proof of an
equivalent proposition in the space of tempered distributions, for which we will need
the following lemma.

Lemma 1 The following pointwise convergence holds.

lim
ν→1

E2ν(−ξ2) = cos(ξ),

where the convergence is uniform over compact sets.

Proof Take 0 < ε < 1 and ν so that 2ν > ε. And so for sufficiently big k ∈ N it is
valid that 1

�(2νk+1) < 1
�(εk+1) . We obtain
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∣∣∣∣ (−1)kξ2k

�(2νk + 1)

∣∣∣∣ ≤ |ξ |2k

�(εk + 1)
:= ak

To see that the series
∞∑

k=0
ak is convergent it is sufficient to show that

∣∣∣ ak+1
ak

∣∣∣ converges
to 0 when k → ∞.

∣∣∣∣ak+1

ak

∣∣∣∣ = |ξ |2 �(εk + 1)

�(εk + ε + 1)
≤ |ξ |2 (εk + ε)1−ε�(εk + ε)

(εk + ε)�(εk + ε)
= |ξ |2

(εk + ε)ε
→ 0

Here we used the property �(x + s) ≤ xs�(x), valid for x > 0 and 0 ≤ s ≤ 1. This
finally completes the proof since we now have

lim
ν→1

E2ν(−ξ2) =
∞∑

k=0

lim
ν→1

(−ξ2)k

�(2νk + 1)
=

∞∑
k=0

(−1)kξ2k

(2k)! = cos(ξ).

�

For simplicity we will writeMν := Mν(| · |) and obtain the following result.

Proposition 3 Consider Mν ∈ S ′(R) to be a tempered distribution. Then

Mν → δ1 + δ−1 as ν → 1 in S ′(R).

Proof Take ψ ∈ S(R). Then using proposition 2

〈Mν, ψ〉 = 〈F{F{Mν}}, ψ〉 = 〈F{Mν},F{ψ}〉 =
∞∫

−∞
2E2ν(−ξ2)F{ψ}(ξ)dξ.

But now, |2E2ν(−ξ2)F{ψ}(ξ)| ≤ 2|F{ψ}(ξ)| ∈ L1(R) and so we have

lim
ν→1

〈Mν, ψ〉 =
∞∫

−∞
2 cos(ξ)F{ψ}(ξ)dξ =

∞∫

−∞
eiξF{ψ}(ξ)dξ +

∞∫

−∞
e−iξF{ψ}(ξ)dξ

= 〈eiξ ,F{ψ}〉 + 〈e−iξ ,F{ψ}〉 = 〈δ1, ψ〉 + 〈δ−1, ψ〉 = 〈δ1 + δ−1, ψ〉.

Here lemma 1 was used. �

Different other properties of the Mainardi functions help us to make a graphic

representation of this family of functions. We have Mν > 0 ∀ ν ∈ (0, 1), we know

from (2) that lim
x→∞Mν (x) = 0 and that

∞∫
0
Mν (t) dt = 1 ∀ ν ∈ (0, 1), and it has

been shown that for ν ∈ (
0, 1

2

)Mν is a decreasing function (see [10]), whereas for
ν ∈ ( 12 , 1

)Mν has exactly one local maximum (see [27]).
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3 The Cauchy Problem for the Time-Fractional Diffusion-Wave
Equation

For α ∈ (0, 2) we consider the Cauchy problem for the one-dimensional time-
fractional diffusion-wave equation

⎧⎪⎨
⎪⎩

∂α

∂tα u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) = ϕ (x) if x ∈ R

u bounded

(4)

and we want to show via separation of variables that the following function is its
solution.

u (x, t) =
∞∫

−∞

1

2

√
λtα

−1M α
2

(√
λtα

−1 |x − ξ |
)

ϕ (ξ) dξ,

where M α
2
is the Mainardi function of parameter α

2 . This expression was obtained
by Mainardi in [26] using the Laplace transform in the time-variable and the Fourier
transform in the space-variable. The function Kα(x, t) defined as

Kα(x, t) := 1

2

√
λtα

−1M α
2

(√
λtα

−1|x |
)

is also refered to as fractional heat–kernel. Let us consider now a solution of the type
u (x, t) = X (x) T (t). Such a function will be solution to (4) if and only if:

X ′′ (x)

X (x)
= T (α) (t)

λT (t)
= −c

where c is a real constant. We obtain the following two differential equations:

T (α) (t) = −cλT (t) (5)

X ′′ (x) = −cX (x) (6)

From (1), the solution to (5) is given by

Eα

(−cλtα
)
,

where Eα is the one–parameterMittag–Leffler function of parameter α, and the general
solution to (6) is given by:

X (x) = Ae
√−cx + Be−√−cx .
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In order to obtain a bounded solution,
√−c has to be a pure imaginary number, which

means that c > 0. Therefore we can set c = ξ2, with ξ ∈ R. For all ξ we obtain a
solution to the differential equation given by

u (x, t; ξ) =
(

a (ξ) eiξ x + b (ξ) e−iξ x
)
Eα

(
−ξ2λtα

)
.

Now we propose as a candidate for the solution the following integral

u (x, t) =
∞∫

−∞
u (x, t; ξ) dξ

=
∞∫

−∞
a (ξ) eiξ xEα

(
−ξ2λtα

)
dξ +

∞∫

−∞
b (ξ) e−iξ xEα

(
−ξ2λtα

)
dξ

=
∞∫

−∞
f (ξ) eiξ xEα

(
−ξ2λtα

)
dξ (7)

where f (ξ) = a (ξ)+ b (−ξ) is a function yet to be determined. For this purpose, we
consider the initial condition:

u (x, 0) =
∞∫

−∞
f (ξ) eiξ x dξ = F { f } (x) = ϕ (x) .

Due to the properties of the Fourier transform we can state that f (ξ) = F {ϕ} (ξ) and
use this together with

1

2

√
λtα

−1M α
2

(√
λtα

−1 |x |
) F←→ Eα

(
−λξ2tα

)

(which is obtained from proposition 2 using the scaling property) in (7):

u (x, t) =
∞∫

−∞
F {ϕ} (ξ) eiξ xEα

(
−ξ2λtα

)
dξ

=
∞∫

−∞
F {ϕ} (ξ) eiξ xF

{
1

2

√
λtα

−1M α
2

(√
λtα

−1 |·|
)}

(ξ) dξ

=
∞∫

−∞
F {ϕ} (ξ)F

{
1

2

√
λtα

−1M α
2

(√
λtα

−1 |· − x |
)}

(ξ) dξ

=
∞∫

−∞
F {F {ϕ}} (ξ)

1

2

√
λtα

−1M α
2

(√
λtα

−1 |ξ − x |
)

dξ
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=
∞∫

−∞
ϕ (ξ)

1

2

√
λtα

−1M α
2

(√
λtα

−1 |x − ξ |
)

dξ. (8)

And so, we obtain a candidate for a solution to the Cauchy problem (4) given by

u (x, t) =
∞∫

−∞

1

2

√
λtα

−1M α
2

(√
λtα

−1 |x − ξ |
)

ϕ (ξ) dξ.

Note that this expression is identical to the function obtained in [26,27], and so we
provide here an alternative way to obtain the desired solution. Nonetheless this rea-
soning does not guarantee that the obtained function is actually the solution to our
problem. We will now prove this for initial conditions of a special kind.

Theorem 1 Let ϕ ∈ L1(R) ∩ L2(R) so that F{ϕ}(x)x2 ∈ L1(R). A solution to the
Cauchy problem (4) with α ∈ (0, 2) is given by

u (x, t) =
∞∫

−∞

1

2

√
λtα

−1M α
2

(√
λtα

−1 |x − ξ |
)

ϕ (ξ) dξ. (9)

Proof Case 1: 0 < α < 1.
To prove that the function verifies the differential equation ∂α

∂tα u (x, t) =
λ ∂2

∂x2
u (x, t) we consider the equalities that lead us to (8). Given that M α

2
∈

L1 (R) ∩ L2 (R) and under the assumption that ϕ ∈ L1 (R) ∩ L2 (R), these equalities
are valid. We therefore have

u (x, t) =
∞∫

−∞
F {ϕ} (ξ) eiξ xEα

(
−ξ2λtα

)
dξ. (10)

The fractional derivative of order α with 0 < α < 1 of u is now given by

∂α

∂tα
u (x, t) =

t∫

0

(t − τ)−α

� (1 − α)

⎡
⎣ ∂

∂τ

∞∫

−∞
F {ϕ} (ξ) eiξ xEα

(
−ξ2λτα

)
dξ

⎤
⎦ dτ.

In order to interchange the derivative and the integral, we see that

∣∣∣∣ ∂

∂τ
F {ϕ} (ξ) eiξ xEα

(
−ξ2λτα

)∣∣∣∣
=
∣∣∣F {ϕ} (ξ) ξ2λατα−1Eα,α

(
−ξ2λτα

)∣∣∣ = g (ξ) .

As a consequence of the asymptotic behaviour of the Mittag–Leffler function given
in [14], it can easily be seen that Eα,α ∈ L∞ (R). Combining this with F {ϕ} (ξ)ξ2 ∈
L1 (R) and using Hölder inequality we obtain g ∈ L1 (R), and so
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∂α

∂tα
u (x, t) = −

t∫

0

∞∫

−∞

1

� (1 − α)
(t − τ)−α F {ϕ} (ξ)

eiξ xξ2λατα−1Eα,α

(
−ξ2λτα

)
dξdτ.

To compute these two integrals we use Fubini’s theorem, for which we prove that we
are under the hypothesis of Tonelli’s theorem (see [3], chapter 4). We already proved
that

∞∫

−∞

∣∣∣∣ 1

� (1 − α)
(t − τ)−α F {ϕ} (ξ) eiξ x

(
−ξ2λ

)
ατα−1Eα,α

(
−ξ2λτα

)∣∣∣∣ dξ

is finite. To show that the whole double integral is finite, we use once again the fact
that Eα,α ∈ L∞ (R). We obtain

t∫

0

∞∫

−∞

∣∣∣∣ (t − τ)−α

� (1 − α)
F {ϕ} (ξ) (−ξ2)eiξ xλατα−1Eα,α

(
−ξ2λτα

)∣∣∣∣ dξdτ

=
t∫

0

∞∫

−∞

(t − τ)−α

� (1 − α)

∣∣∣F {ϕ} (ξ) ξ2
∣∣∣ λατα−1

∣∣∣Eα,α

(
−ξ2λτα

)∣∣∣ dξdτ

≤
t∫

0

∞∫

−∞

(t − τ)−α

� (1 − α)

∣∣∣F {ϕ} (ξ) ξ2
∣∣∣ λατα−1

∥∥Eα,α

∥∥
L∞(R)

dξdτ

=
λα
∥∥Eα,α

∥∥
L∞(R)

� (1 − α)

t∫

0

(t − τ)−α τα−1dτ

∞∫

−∞

∣∣∣F {ϕ} (ξ) ξ2
∣∣∣ dξ

=
λα
∥∥Eα,α

∥∥
L∞(R)

� (1 − α)

1∫

0

r (1−α)−1 (1 − r)α−1 dr

∞∫

−∞

∣∣∣F {ϕ} (ξ) ξ2
∣∣∣ dξ

where the last term is finite since the first integral is the Beta function1 with x = α > 0,
y = 1 − α > 0 and the second integral is finite since F {ϕ} (ξ)ξ2 ∈ L1 (R). Due to
Tonelli’s theorem we are now allowed to use Fubini’s theorem and obtain

1 The Beta function is defined as B (x, y) :=
1∫
0
(1 − r)x−1r y−1dr , convergent for x, y > 0.
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∂α

∂tα
u (x, t) =

∞∫

−∞
F {ϕ} (ξ) eiξ x

[
∂α

∂tα
Eα

(
−ξ2λtα

)]
dξ

= −λ

∞∫

−∞
F {ϕ} (ξ) eiξ xξ2Eα

(
−ξ2λtα

)
dξ.

In a similar way we prove that it is allowed to pass the second derivative with respect
to the variable x inside the integral and so

∂2

∂x2
u (x, t) =

∞∫

−∞
F {ϕ} (ξ)

[
∂2

∂x2
eiξ x

]
Eα

(
−ξ2λtα

)
dξ

= −
∞∫

−∞
F {ϕ} (ξ) eiξ xξ2Eα

(
−ξ2λtα

)
dξ

which completes the proof that the function u verifies the differential equation. To
show that u satisfies the initial condition, we see that

u (x, 0) =
∞∫

−∞
F {ϕ} (ξ) eiξ xEα (0) dξ = F {F {ϕ}} (x) = ϕ (x) .

Case 2: 1 < α < 2.
In this case the fractional derivative of order α with 1 < α < 2 is given by

∂α

∂tα
u (x, t) =

t∫

0

(t − τ)1−α

� (2 − α)

⎡
⎣ ∂2

∂τ 2

∞∫

−∞
F {ϕ} (ξ) eiξ xEα

(
−ξ2λτα

)
dξ

⎤
⎦ dτ.

We have already proven in Case 1 that we can pass the first derivative inside the
integral. For the second one we see that

∣∣∣∣ ∂

∂τ
F {ϕ} (ξ) ξ2λατα−1Eα,α

(
−ξ2λτα

)∣∣∣∣
=
∣∣∣F {ϕ} (ξ) ξ2λατα−2Eα,α−1

(
−ξ2λτα

)∣∣∣ = g̃ (ξ) .

Also here it can be shown that Eα,α−1 ∈ L∞ (R) and so finally g̃ ∈ L1 (R). We have

∂α

∂tα
u (x, t) =

t∫

0

∞∫

−∞

(t − τ)1−α

� (2 − α)
F {ϕ} (ξ) eiξ xξ2λατα−2Eα,α−1(−ξ2λτα)dξdτ.
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Once again we use Tonelli’s theorem, and as in Case 1, we already proved that

∞∫

−∞

∣∣∣∣ 1

� (2 − α)
(t − τ)1−α F {ϕ} (ξ) eiξ xξ2λατα−2Eα,α−1

(
−ξ2λτα

)∣∣∣∣ dξ < ∞

and for the double integral we obtain

t∫

0

∞∫

−∞

∣∣∣∣∣
(t − τ)1−α

� (2 − α)
F {ϕ} (ξ) eiξ xξ2λατα−2Eα,α−1

(
−ξ2λτα

)∣∣∣∣∣ dξdτ

≤
λα
∥∥Eα,α−1

∥∥
L∞(R)

� (2 − α)

1∫

0

r (2−α)−1(1 − r)(α−1)−1dτ

∞∫

−∞

∣∣∣F{ϕ}(ξ)ξ2
∣∣∣ dξ

where the first integral is the Beta function with x = α − 1 > 0, y = 2 − α > 0 and
the second integral is finite since F {ϕ} (ξ)ξ2 ∈ L1 (R). Once again we are allowed
to use Fubini’s theorem and obtain

∂α

∂tα
u (x, t) =

∞∫

−∞
F {ϕ} (ξ) eiξ x

[
∂α

∂tα
Eα

(
−ξ2λtα

)]
dξ

= −λ

∞∫

−∞
F {ϕ} (ξ) eiξ xξ2Eα

(
−ξ2λtα

)
dξ = λ

∂2

∂x2
u (x, t) .

To show that u satisfies the initial condition, we see once more that

u (x, 0) =
∞∫

−∞
F {ϕ} (ξ) eiξ xEα (0) dξ = F {F {ϕ}} (x) = ϕ (x) .

�

Remark 1 In order to prove this theorem the alternative expression of the solution
(10) turned out to be more useful than the classic one (9) due to different properties it
posseses. The computation of the derivatives is more simple in this expression due to
the fact that it separates the two variables in two different functions whose derivatives
are easily calculated. But a more important fact is that in the original expression
the series expansion of the Mainardi function cannot be used in order to calculate the
fractional time-derivative since here the variable t appears only in negative powers and
the fractional derivative is not defined for negative powers. This is the main reason
why it was not possible to prove this result using the classical expresion. In (10) the
variable t only appears in positive powers.
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Remark 2 For α ∈ (0, 1) uniquness of the solution has been shown (see [19]) using
a maximum principle. In [19] the initial condition is required to be continuous, but
solutions to the problems are also required to be continuous with respect to both, time
and space variables, C2 within the space domain and W 1 within the time domain. On
the contrary, Theorem 1 requires no continuity.

To guarantee uniqueness of the solution for α ∈ (1, 2), an initial condition for the
first derivative in time has to be added to the Cauchy problem. The solution (9) verifies
for α ∈ (1, 2) the initial condition ut (x, 0) = 0.

Remark 3 Note that the requirements of Theorem 1 are satisfied if we force the initial
condition to verify ϕ ∈ S(R).

4 Bounds to the Space-L p Norm of the Solution to the Cauchy Problem
for the Time-Fractional Diffusion-Wave Equation in Dependence of
Time

In this sectionwewill use another representation of the solution to theCauchy problem

(PCα)

⎧⎪⎨
⎪⎩

∂α

∂tα u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) = ϕ (x) if x ∈ R

u bounded

considering the Fourier transform. An expression of the Fourier transform of the solu-
tion u of the original problem (PCα) is given byF {u} (ξ, t) = Eα

(−λξ2tα
)F {ϕ} (ξ),

which will be very useful in order to obtain bounds for the space-L p norms. From
now on we will consider initial data satisfying the hypothesis of Theorem 1.

Theorem 2 For α ∈ (0, 2) the solution of (PCα) with fixed time-variable t verifies

∞∫

−∞
u (x, t) dx =

∞∫

−∞
ϕ (x) dx .

Proof We immediately have

∞∫

−∞

∞∫

−∞
Kα(x − ξ, t)ϕ(ξ)dξdx =

∞∫

−∞

∞∫

−∞
Kα(x − ξ, t)dxϕ(ξ)dξ =

∞∫

−∞
ϕ(ξ)dξ.

�

In a similar way it can be shown that

‖u (x, t)‖L1(R) ≤ ‖ϕ (x)‖L1(R)

where the equality holds for functions ϕ so that ϕ ≥ 0 or ϕ ≤ 0.
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Theorem 3 For α ∈ (0, 2), the space-L∞ norm of the solution of (PCα) satisfies the
bound

‖u (x, t)‖L∞(R) ≤ C

t
α
4
.

Proof By properties of the Fourier transform we have

‖u (x, t)‖L∞(R) ≤ ‖F {u} (ξ, t)‖L1(R) =
∥∥∥Eα

(
−λξ2tα

)
F {ϕ} (ξ)

∥∥∥
L1(R)

,

where

∞∫

−∞

∣∣∣Eα(−λξ2tα)F {ϕ} (ξ)

∣∣∣ dξ ≤
⎛
⎝

∞∫

−∞

∣∣∣Eα(−λξ2tα)

∣∣∣2 dξ

⎞
⎠

1
2

‖F {ϕ}‖
1
2
L2(R)

=
⎛
⎝ 1√

λtα

∞∫

−∞

∣∣∣Eα

(
−s2

)∣∣∣2 ds

⎞
⎠

1
2

‖F {ϕ}‖
1
2
L2(R)

= C

t
α
4

where the substitution
√

λtαξ = s has been made and the Hölder inequality has been
used with Eα

(−s2
)
, F {ϕ} (ξ) ∈ L2 (R). �


Note that for small values of t the bound

‖u (x, t)‖L∞(R) ≤
∞∫

−∞
Kα (x − ξ, t) |ϕ (ξ)| dξ ≤ ‖ϕ (x)‖L∞(R)

is more precise than the one given in Theorem 3.

Theorem 4 Let 1 < p < ∞, α ∈ (0, 2). Then the decay of the L p–norm of the
solution of (PCα) is given by

‖u (x, t)‖L p(R) ≤ C

t
α
4

(
1− 1

p

) .

Proof By the interpolation inequality we have

‖u (x, t)‖L p(R) ≤ ‖u (x, t)‖
1
p

L1(R)
‖u (x, t)‖1−

1
p

L∞(R)
.

The result follows from the previous Theorem, as the L1–norm of u remains bounded
by the L1–norm of the initial condition ϕ. �




J Fourier Anal Appl

5 Continuity of the Solution of the Cauchy Problem for the
Time-Fractional Diffusion-Wave Equation with Respect to the
Parameter α

It has already been proven in [10] that

lim
α→1− M α

2
(x) = M 1

2
(x) = e

−x2
4√
π

.

What follows is a more general proof for the limit α → α0 ∈ (0, 2).

Lemma 2 Let x ∈ R, α0 ∈ (0, 2). Then

lim
α→α0

M α
2

(x) = M α0
2

(x) ,

where the convergence is uniform over compact sets.

Proof By definition of the Mainardi function, we have

M α
2

(x) =
∞∑

k=0

(−x)k

k!� (−α
2 k + 1 − α

2

) .

We take α ∈ (α0 − ε, α0 + ε) ⊂ (0, 2) and k sufficiently big so that α0−ε
2 k + α0−ε

2 is
greater than 3

2 . Taking now into account that in
( 3
2 ,∞

)
� is an increasing function,

using� (x) � (1 − x) = π
sin(πx)

and considering the bound� (x + s) ≤ xs� (x) (valid
for x > 0 and 0 ≤ s ≤ 1) with x = α

2 k and 0 ≤ s = α
2 ≤ 1, we have

∣∣∣∣∣
(−x)k

k!� (−α
2 k + 1 − α

2

)
∣∣∣∣∣ =

∣∣∣∣∣
(−x)k sin

(
π
(−α

2 k + 1 − α
2

))
�
(

α
2 k + α

2

)
k!π

∣∣∣∣∣

≤ |x |k
k!π �

(α

2
k + α

2

)
≤ |x |k

k!π
(α

2
k
) α

2
�
(α

2
k
)

≤ |x |k
k!π

(
α0 + ε

2
k

) α0+ε

2
�

(
α0 + ε

2
k

)
:= ak .

To see that the series
∞∑

k=0
ak is convergent it is sufficient to prove that

∣∣∣ ak+1
ak

∣∣∣ → 0 when

k → ∞:

∣∣∣∣ak+1

ak

∣∣∣∣ = |x |
k + 1

(
k + 1

k

) α0+ε

2 �
(

α0+ε
2 k + α0+ε

2

)

�
(

α0+ε
2 k

) ≤ |x |
k + 1

(
k + 1

k

) α0+ε

2
(

α0 + ε

2
k

) α0+ε

2

= |x |
(k + 1)1−

α0+ε

2

(
α0 + ε

2

) α0+ε

2 → 0,

since α0 + ε < 2. �
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Remark 4 In particular, taking α0 = 1 we obtain

lim
α→1

M α
2

(x) = M 1
2
(x) = e

−x2
4√
π

.

Theorem 5 Let u (x, t;α) be the solution to the problem (PCα) for α ∈ (0, 2). Take
α0 ∈ (0, 2). Then we have

lim
α→α0

u (x, t;α) = u (x, t;α0) .

Proof Consider the solution of (PCα) for α ∈ (α0 − ε, α0 + ε) = Uε,

u (x, t;α) =
∞∫

−∞
Kα (x − ξ, t) ϕ (ξ) dξ,

Set M = max
α∈Uε

‖Kα (ξ, t)‖L∞(R) to obtain

|Kα (x − ξ, t) ϕ (ξ)| ≤ ‖Kα (ξ, t)‖L∞(R) |ϕ (ξ)| ≤ M |ϕ (ξ)| ∈ L1 (R) .

Taking the limit of this function when α → α0 we obtain

lim
α→α0

∞∫

−∞
Kα (x − ξ, t) ϕ (ξ) dξ =

∞∫

−∞
Kα0 (x − ξ, t) ϕ(ξ)dξ,

which is what we wanted to prove. �

Remark 5 Once again, taking α = 1 we obtain

lim
α→1

u (x, t;α) = u (x, t; 1) =
∞∫

−∞

1

2
√

λπ t
e− (x−ξ)2

4λt ϕ (ξ) dξ,

which is the classical solution to the Cauchy problem for the diffusion equation

⎧⎪⎨
⎪⎩

∂
∂t u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) = ϕ (x) if x ∈ R

u bounded.

For the particular case α → 2, once again the Mainardi function will be considered
to be a tempered distribution. For simplicity, we write Kα,t := Kα(x, t). Then the
following result is valid.
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Theorem 6 Consider Kα,t ∈ S ′(R) to be a tempered distribution. Then

Kα,t ∗ ϕ → ϕλ,t as α → 2 in S ′(R),

where ϕλ,t is defined as

ϕλ,t (x) := ϕ(x + √
λt) + ϕ(x − √

λt)

2
.

Proof Take ψ ∈ S(R). Then

〈Kα,t ∗ ϕ,ψ〉 = 〈F{F{Kα,t ∗ ϕ}}, ψ〉 = 〈F{Kα,t }F{ϕ},F{ψ}〉

=
∞∫

−∞
Eα(−(

√
λtξ)2)F{ϕ}(ξ)F{ψ}(ξ)dξ.

Using once more Lemma 1 and the boundary

|Eα(−(
√

λtξ)2)F{ϕ}(ξ)F{ψ}(ξ)| ≤ |F{ϕ}(ξ)F{ψ}(ξ)| ∈ L1(R),

we obtain

lim
α→2

〈Kα,t ∗ ϕ,ψ〉 =
∞∫

−∞
cos(

√
λtξ)F{ϕ}(ξ)F{ψ}(ξ)dξ

= 1

2

[
〈e−i

√
λtξF{ϕ},F{ψ}〉 + 〈ei

√
λtξF{ϕ},F{ψ}〉

]

= 1

2

[
〈F{(T√

λtϕ)},F{ψ}〉 + 〈F{(T−√
λtϕ)},F{ψ}〉

]
,

where (Tx0ϕ)(x) = ϕ(x + x0). And so we finally obtain

lim
α→2

〈Kα,t ∗ ϕ,ψ〉 = 〈F{(T√
λtϕ)} + F{(T−√

λtϕ)},F{ψ}〉
2

= 〈(T√
λtϕ) + (T−√

λtϕ), ψ〉
2

,

where

(T√
λtϕ) + (T−√

λtϕ)

2
(x) = ϕλ,t (x) = ϕ(x + √

λt) + ϕ(x − √
λt)

2
,
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the solution to the classical problem for the wave equation,

⎧⎪⎨
⎪⎩

∂2

∂t2
u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) = ϕ (x) if x ∈ R

u′ (x, 0) = 0 if x ∈ R.

�


6 The Solution to the Cauchy Problem for the Time-Fractional
Diffusion-Wave Equation with Explicit Initial Data

In this section we will compute the solution to the time-fractional diffusion-wave
equation with explicit initial conditions, which not necessarily satisfy the hypothesis
of Theorem 1. We will now obtain an alternative expression of the solution of (PCα),
which will turn out to be more practical for this purpose. Fixing (x, t) ∈ R × R

+ we
get

u (x, t) =
∞∫

−∞

1

2

√
λtα

−1M α
2

(√
λtα

−1 |x − ξ |
)

ϕ (ξ) dξ

=
x∫

−∞

1

2

√
λtα

−1M α
2

(√
λtα

−1
(x − ξ)

)
ϕ (ξ) dξ

+
∞∫

x

1

2

√
λtα

−1M α
2

(√
λtα

−1
(ξ − x)

)
ϕ (ξ) dξ

= −1

2

0∫

∞
M α

2
(r) ϕ

(
x − r

√
λtα

)
dr + 1

2

∞∫

0

M α
2

(r) ϕ
(

x + r
√

λtα
)

dr

= 1

2

∞∫

0

M α
2

(r)
[
ϕ
(

x − r
√

λtα
)

+ ϕ
(

x + r
√

λtα
)]

dr (11)

where the substitutions
√

λtα
−1

(x − ξ) = r and
√

λtα
−1

(ξ − x) = r have been
made respectively.
We now can easily study the following problem

{
∂α

∂tα u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) = cos (cx) if x ∈ R.
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It may be a simple task to prove that u (x, t) = cos (cx) Eα

(−c2λtα
)
verifies the

required conditions, since

∂α

∂tα
u(x, t) = cos(cx)

∂α

∂tα
Eα(−c2λtα) = −c2λ cos(cx)Eα(−c2λtα) = λ

∂2

∂x2
u(x, t).

Nevertheless the idea is to show how to obtain this solution using the expression of
the general solution and replacing ϕ (x) = cos (cx). We use the series expansion of
cos (x) in (11)

u (x, t) = 1

2

∞∫

0

M α
2

(r)
[
cos

(
c
(

x − r
√

λtα
))

+ cos
(

c
(

x + r
√

λtα
))]

dr

= 1

2

∞∫

0

M α
2

(r)

∞∑
k=0

(−1)k c2k

(2k)!
[(

x − r
√

λtα
)2k +

(
x + r

√
λtα

)2k
]

dr

= 1

2

∞∫

0

M α
2

(r)

∞∑
k=0

(−1)k c2k

(2k)!

⎡
⎢⎣2

2k∑
i=0,

i even

(
2k

i

)
x2k−i

(
r
√

λtα
)i

⎤
⎥⎦ dr

=
∞∑

k=0

(−1)k c2k

(2k)!
∞∫

0

M α
2

(r)

[
k∑

i=0

(
2k

2i

)
x2k−2i

(
r
√

λtα
)2i
]

dr

=
∞∑

k=0

(−1)k c2k

(2k)!

⎡
⎣ k∑

i=0

(
2k

2i

)
x2(k−i)

(√
λtα

)2i
∞∫

0

M α
2

(r) r2i dr

⎤
⎦

=
∞∑

k=0

(−1)k c2k

(2k)!

[
k∑

i=0

(2k)!
(2 (k − i))!

(λtα)i

� (αi + 1)
x2(k−i)

]

=
∞∑

k=0

[
k∑

i=0

(−1)k c2k

(2 (k − i))!
(λtα)i

� (αi + 1)
x2(k−i)

]
.

If we regroup the coefficients of the same power, we obtain

u (x, t) =
∞∑

k=0

⎡
⎣ ∞∑

j=k

(−1) j c2 j

(2k)!
(λtα) j−k

� (α ( j − k) + 1)

⎤
⎦ x2k

=
∞∑

k=0

[ ∞∑
i=0

(−1)k+i c2k+2i

(2k)!
(λtα)i

� (αi + 1)

]
x2k

=
∞∑

k=0

[ ∞∑
i=0

(−c2λtα
)i

� (αi + 1)

]
(−1)k c2k

(2k)! x2k
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=
∞∑

k=0

Eα

(
−c2λtα

) (−1)k

(2k)! (cx)2k = cos (cx) Eα

(
−c2λtα

)
.

In a similar way we can obtain the following results

Proposition 4 The solution to the Cauchy problem

{
∂α

∂tα u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) = sin (cx) if x ∈ R
(12)

with c ∈ R constant, is given by

u (x, t) = sin (cx) Eα

(
−c2λtα

)
.

Proposition 5 The solution to the Cauchy problem

{
∂α

∂tα u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) = ecx if x ∈ R
(13)

with c ∈ R constant, is given by

u (x, t) = ecxEα

(
c2λtα

)
.

Proposition 6 The solution to the Cauchy problem

⎧⎪⎨
⎪⎩

∂α

∂tα u (x, t) = λ ∂2

∂x2
u (x, t) if x ∈ R; t ∈ R

+
0

u (x, 0) =
n∑

k=0
ak xk if x ∈ R

(14)

with n ∈ N is given by:

u (x, t) =
n∑

k=0

ak

k∑
i=0,

i even

k!
(k − i)!

xk−i
(√

λtα
)i

�
(

α
2 i + 1

) .

7 Conclusions

We have studied several properties of the Mittag–Leffler functions and the Mainardi
functions and used them to obtain the solution to a Cauchy problem for the time-
fractional diffusion-wave equation, which happens to be identical to the one previously
obtained by other authors. A first complete proof of this result is provided for initial
conditions of a certain kind. Finally, bounds of the space-L p norm of this solution as
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well as the continuity of the solution with respect to the parameter α and the explicit
solution for particular initial conditions have been presented. Within this work, a new
expression of the solution to the discussed Cauchy Problem was obtained, which may
not be as aesthetical as the well known convolution integral expression, but which has
proven itself as a far more practical expression. The problems, which arise when trying
to use the original convolution integral in a rigorous mathematical proof, are solved
using this new expression. Considering a non homogeneous time-fractional diffusion-
wave equation and facing similar problems with a similar mathematical rigorousity
applied in this paper may be a task for future work.
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