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a b s t r a c t

This work presents an intelligent system which allows the detection of obstacles on rail-
ways. The sensory system is based on one barrier of infrared emitters and another of
receivers, placed on opposing sides of the railway. Obstacle detection is achieved by a lack
of reception in the detectors. The efficiency of the system is improved with the geometrical
distribution of the sensory system and the encoding used at the emitting and receiving
stages. Additionally optimal estimation techniques have been proposed to avoid false
alarms, based on Kalman and H1 filtering. Furthermore, Principal Component Analysis
is applied to validate the obstacle detection, and to improve the efficiency of the system.
A high reliability under adverse conditions is obtained with the barrier, it now being pos-
sible to detect the presence of obstacles, and to report on their position.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Since the invention of the steam engine by James Watt in 1765, its application to the first locomotive by Richard Trevi-
thick in 1803, until the construction of the first high-speed line in 1981 between Paris and Lyon, the history of the railway
(García-Márquez, 2004) was and continues to be characterized by unceasing technological advance.

In Spain, high-speed lines had an uncertain beginning with the Madrid-Seville line in 1992. But more than 15 years later,
the Spanish railway is experiencing a spectacular revival. Fig. 1 shows the current high-speed lines and the ambitious project
which is expected to be completed by 2020 (de Fomento, 2005). The speeds at which a train must travel to be considered as
‘‘high-speed” vary from country to country, ranging from 160 km/h to over 300 km/h. The European Union considers high-
speed lines to be those at which speeds can be higher than 200 km/h. In Spain, passenger lines are being designed to permit a
top speed of 350 km/h.

In all transport systems, especially in the case of the railway, there are two important concepts: safety (Reitman, 1993;
Fenner, 2002; Arai, 2003) and reliability (European Directive, 2001). Because of the ever constant need to improve railway
safety, several European research projects (Bon and Cassir, 2004) are carrying out research into whatever circumstances that
exist which may pose a threat to railway safety. One such circumstance has received particular attention in the case of some
of these projects (REOST, 2004): the existence of objects on the tracks.

In high-speed lines, zones close to bridges are considered to be quite critical, since obstacles can easily fall onto the track.
This can be caused by the fall of a vehicle, or material being transported by a vehicle, onto the line. Landslides can also
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happen at the entrances and exits of tunnels. In these critical areas, if there is a system to detect the presence of obstacles,
railway traffic can be halted and possible accidents avoided.

According to Spanish Railway Regulations (GIF, 2001), a system is required to detect obstacles in such areas in the high-
speed lines (see Fig. 2). This system, called Object Fall Detector, analyses if those zones are free of objects so that railway traf-
fic may pass unhindered. Given the considerable growth and the expected development of the Spanish high-speed lines, the
pressing need to carry out research into this area is becoming ever clearer.

In these critical areas, systems are usually placed to detect the presence of obstacles (Laseroptronix, 2005; Smartmicro,
2005), so that reports can be made to the control system. In this way, railway traffic can be halted and possible accidents
avoided. However such detection systems also present the problem of generating false alarms, thus creating financial losses
whenever the system detects an obstacle which does not, in reality, exist. A first solution to avoid false alarms was presented
in (Garcia et al., 2005a). Here, optimal estimation techniques based on Kalman Filter and H1 filtering have been tested in
order to reduce false alarms.

Regarding this problem, the rest of the paper is organized as follows: Section 2 introduces the sensory system and its geo-
metric disposition; Section 3 deals with the emission encoding of the selected sensor to provide the system with a high
immunity to noise; Section 4 analyses the typical false alarms that can affect this sensory system and presents some propos-
als to avoid them; Section 5 deals with the process of validating the existence of obstacle; Section 6 describes the obstacle
location inside the detection area; Section 7 shows the prototype of the barrier that has been carried out and some real test;
and finally, some conclusions are discussed in Section 8.

2. Sensory system and geometric distribution

2.1. Sensory system

For the application described in the previous section, the trend is the use of optical sensors, either infrared or laser (Lase-
roptronix, 2005). Irrespective of the sensor type chosen, all the details that will be discussed below can be applied to both
types. The choice of the system may depend on financial considerations. In this work, the results shown below have been
obtained using infrared emitters, mainly because this kind of sensor was required by Spanish Regulations (GIF, 2004).

Fig. 2. Critical zones: (a) tunnel and (b) overpass.

Fig. 1. Spanish high-speed lines: (a) year 2005 and (b) plan for the year 2020.
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Infrared barriers usually consist of emitter–receiver pairs, each placed on opposing sides of the line, so it is only possible
to detect the presence of an obstacle, but not its exact position. In order to detect obstacles on the railway, and distinguish at
least vital areas (on the track) from the non-vital areas (outside of the track), a special structure has been designed. In this
case, every emission is detected by several receivers, providing different optical links among the emitters and the receivers
as is shown in Fig. 3.

The distance between emitting sensors is 25 cm, in order to successfully detect 0.5 � 0.5 � 0.5 m obstacles successfully
(the size is determined by railway regulations) (GIF, 2001). The configured distance between emitters and receivers is
14 m in a high-speed line. Basically, the method of obstacle detection, and its location on the railway, is based on the lack
of reception by detectors. According to (GIF, 2001) the time scan of the system is 500 ms, and if an obstacle is inside the
detection area more than 3 s, an alarm should be generated. For a more detailed study about the sensory system see (García
et al., 2004).

2.2. Geometric distribution

Taking into account the infrared emitter beam angle (�±2�), if the range is 14 m, every emission reaches five receivers, as
Fig. 4 shows; and reciprocally, every receiver has to detect five emissions. Fig. 5 shows the distribution of sensors in the bar-
rier, displaying the five links that every emitter provides. For the proposed geometric distribution, the minimum emitter
beam angle has to be ±2�.

Regarding the distribution of the sensors, it is necessary to use five different codes to distinguish every emission in a re-
ceiver. In order to simplify the emission encoding, it has been proposed to carry out a sequential emission, by repeating the
emitted codes, but at different time instant, as Fig. 5 shows. In this case, only three different codes are required. Every emitter
is identified by EC

x;t , where x is the longitudinal position in the barrier; C is the code used in the emission: R, B or G (Red1, Blue
or Green); and t is the emission time, t1 or t2. Every receiver is identified by Rx.

The emissions that can be detected on a receiver x are divided in two groups: the main and the secondary. The main group
is composed of the emissions from positions x, x � 2 and x + 2, and this group emits at instant t1. The emissions from the
positions x � 1 and x + 1 belong to the secondary group, and this group emits at t2. This assignment is shown in Fig. 6.
The five links are used to evaluate if there are obstacles in the supervised area. If only the main group links are considered,
the supervised area can be divided in three zones: on the tracks (zone 2), or outside of the tracks (zones 1 and 3), as Fig. 7
shows.

Reception 
System

Emission 
System Control System

Alarms

Weather 
conditions

Data Fusion

Vital zone

Non Vital zone

Non Vital zone

Fig. 3. Infrared barrier, placed on a section of track.
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Fig. 4. Emitter–receivers links.

1 For interpretation of color in Fig. 5, the reader is referred to the web version of this article.
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There are some improvements with the structure described above. On the one hand, if there is a minimum dimension
obstacle in the supervised area, at least ten links are interrupted. In (GIF, 2001, 2004) only two interrupted links are required
to detect the obstacle. On the other hand, due to the fact that detection is based on link interruption, if a sensor is not work-
ing, it can be mistaken for obstacle detection. The number of interrupted links allows the system to distinguish the presence
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Fig. 5. Distribution of emitters and receivers.
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Fig. 6. Emission groups on a receiver.
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of an obstacle from an out-of-order sensor, being of particular advantage to those carrying out maintenance tasks. Finally,
with this structure, obstacles can be located with this structure in two main zones: on the tracks or outside of the tracks.

3. Emission encoding

The emissions are continuously carried out by the sensors; and when the receivers do not detect some of the emissions,
the presence of an obstacle can be concluded. According to the geometry of the system shown in Fig. 7, the radiation coming
from three emitters could be received by every receiver at the same time instant. In order to discriminate the source of these
emissions, it is necessary to encode them. To avoid interferences among the three codes, mutually orthogonal (MO) sets of
sequences have been used. For a more detailed discussion about MO sets of sequences, see (Tseng and Liu, 1972; Shu-Ming
and Bell, 2000).

A complementary set of sequences (CSS) is a set of binary sequences whose elements are either +1 or �1, having the prop-
erty that the sum of their aperiodic auto-correlation functions is zero for all nonzero time-shifts. In particular, if {a, b, c, d} is a
set of four sequences (Álvarez et al., 2004) with length L, and uxx represents the auto-correlation function of the sequence
x(k) then:

/aaðkÞ þ /bbðkÞ þ /ccðkÞ þ /ddðkÞ ¼
4L; if k ¼ 0
0; otherwise

�
ð1Þ

Given two sets {a1, b1, c1, d1} and {a 2, b2, c2, d2}, both are orthogonal if the addition of the cross-correlation function of the
sequences of each set is zero. If uxy represents the cross-correlation function of the sequences x(k) and y(k) then:

/a1a2
ðkÞ þ /b1b2

ðkÞ þ /c1c2
ðkÞ þ /d1d2

ðkÞ ¼ 0 8k ð2Þ

The set of complementary sequences used in the emitter, not only discriminates the source of the emission, but also pro-
vides a high noise immunity to the system, as the obtained results show. Although four mutually orthogonal sets of four se-
quences can be obtained, in the application described only three sets are required since it is only necessary to distinguish
three emissions. Fig. 8 shows the emission with four emitters and one receiver. The emitter and receiver units are synchro-
nized, mainly for safety reasons.

In Fig. 8, every emitter i transmits the set {ai, bi, ci, di} continuously, by interleaving the bits of the sequences (the set
length is 4L). Its continuous emission allows a signal to be obtained in the detector with period 4L and a maximum peak
of 4L, thus showing that there is not an obstacle between the emitter and the receiver, according to Eq. (3). The index i means
any emission in the system, i = 1, 2, 3, or 4.

Detector outputi ¼ ziðkÞ ¼ 4L
Xj¼1
j¼0

dðk� j � 4 � LÞ ð3Þ

Fig. 9 shows the results when using 256-bit sequences (L = 256), with a SNR of�6 dB. The continuous emission provokes a
periodical detector output, as Eq. (3) shows. If an obstacle is detected in front of a receiver, the peaks shown in Fig. 9 disap-
pear, the output being null while the obstacle is on the railway. The peak detector threshold is fixed at 2L = 512, and the max-
imum correlation output can be 1024 (4L).

 a  b  c  d1 1 1 1

Emitter 2

Emitter 3

Emitter 4

Receiver

Emitter 1

 a  b  c  d2 2 2 2

 a  b  c  d3 3 3 3

 a  b  c  d4 4 4 4

Synchronization

Fig. 8. Detail of the four emitters and the receiver.
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4. False alarms discrimination

The outdoor infrared system suffers from diverse losses and disturbances, which can produce an erroneous detection. If
the receiver does not detect one emission during a predefined time, an alarm will be generated, thus concluding that there is
an obstacle on the railway. But if the obstacle does not exist, the alarm is actually false. As far as possible, it is necessary to
avoid the generation of false alarms, and as a result, they have to be discriminated. In this work it is proposed to use optimal
estimation techniques to reduce false alarms.

4.1. False alarms generation

In these outdoor optical systems there are some phenomena that can provoke false alarms, mainly weather conditions
and the solar radiation. There are other reasons, such as propagation losses or wrong alignment of emitters and receivers.
We assume that the latter have been already considered in the link design.

4.1.1. Atmospheric attenuation
Snow, fog, and rain are considered. Although there are numerous studies about the losses due to meteorological condi-

tions, the Eq. (4) shown below is used to quantify them (Kim et al., 1998).

LatmðdBÞ ¼ 13
V
� R ð4Þ

where V is the visibility and R is the link range, they both in kilometers. Table 1 shows the relation between weather con-
ditions and visibility.

If the attenuation defined in Eq. (4) is very strong, the correlation peak might not be high enough, and the system could
consider that an obstacle exists.

4.1.2. Solar interference
As the photodiode wavelength (850 nm) is inside the solar spectrum, natural background light can potentially interfere

with signal reception. The solar effect on the IR barrier is photodiode saturation (Bloom et al., 2003). It implies that the se-
quence detection does not work, providing a lack of reception as if there was an obstacle.

The following subsections show two proposals to reduce false alarms due to atmospheric attenuation or solar radiation.
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Fig. 9. Detector output for every emission (L = 256, SNR = �6 dB).

Table 1
Relation between visibility and weather conditions.

Visibility (V) Weather conditions

V > 50 km Very clear
6 km < V < 50 km Clear
1 km < V < 6 km Haze/snow/light rain
0.5 km < V < 1 km Light fog/snow/heavy rain
V < 0.5 km Thick fog
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4.2. False alarms discrimination using the Kalman Filter

When there are neither obstacles on the railway nor false alarms, the correlation outputs are the same as shown in Fig. 9.
In this situation, when there is a lack of signal due to weather conditions or solar interference, false alarms can be produced.
To avoid this, in (Garcia et al., 2005a) the use of a dynamic threshold for the peak detector was proposed, where every cor-
relation output was estimated by polynomial interpolation of degree 1, and the estimated output was used to dynamically
change the threshold. But as was shown in (Garcia et al., 2005a), whilst the false alarms were reduced, they were not com-
pletely eliminated.

To improve the system, Kalman Filter (KF) is proposed to estimate the system output, and to obtain the dynamic thresh-
old. Due to the fact that the system output changes according to the weather conditions, Eq. (3) will be:

zk ¼ 4 � L � hk þ /gk
ð5Þ

where hk represents the atmospheric attenuation, /gk
the noise component (correlation between the sequences and the addi-

tive noise at the receiver), and k is the time instant when the correlation output is obtained. Taking into account Eq. (4), in a
14 m link (the distance among emitters and receivers in the obstacle detection system), the atmospheric attenuation is:

hk ¼ 10�
18:2
Vk ð6Þ

where Vk is the value of the visibility in meters in the instant k. Now, we consider a discrete-time system represented by the
state and output equations:

xkþ1 ¼ Axk þ Buk þwk

zk ¼ Cxk þ vk
ð7Þ

where xk is the state vector, and in this case xk = hk (the atmospheric attenuation), and uk is the visibility variation
(Vk � Vk�1). Here, wk is the process noise (system disturbances, modelling errors, etc.); zk the measurement vector and vk

is the measurement noise, all of appropriate dimensions. To apply the KF, it is assumed that the noise signals be of zero-mean
value, that is, E[w] = E[v] = 0. The KF for the minimum-variance estimate is given by a recursive scheme, as can be observed in
(Dutton et al., 1997). In this particular case, to obtain the state equations, Eq. (6) has been linearized for a visibility of 1 km,
being the result:

hk ¼ h0 þ
@h
@V

����
V0¼1km

ðVk � V0Þ ð8Þ

And hk+1 will be:

hkþ1 ¼ hk þ
@h
@V

����
V0¼1km

ðVkþ1 � VkÞ ð9Þ

The space state representation is obtained from Eqs. (5) and (8). The following values have been considered:

xk ¼ hk

uk ¼ Vk � Vk�1

A ¼ 1; C ¼ 4L

B ¼ @h
@V

����
V0¼1km

¼ 18:2
10002 10�18:2=1000 ¼ 1:7453� 10�5

ð10Þ
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Fig. 10. Block diagram with dynamic threshold, for the detection of one emission.
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Using the KF, the system output is estimated, and according to such output, the threshold in the instant k is determined to
be half of the estimation at k � 1. Fig. 10 shows a block diagram for one emitter and one receiver, both using the same code C
(C can be one of sets described in Section 3), with the dynamic threshold correction. The reception block is the same for every
receiver, but three codes are detected by using the same block diagram as is shown in Fig. 10. In Fig. 10, r[k] is the received
signal, g[k] the additive channel noise, zj[k] the correlation output j, V[k] the visibility and ox[k] the peak detector output from
the receiver Rx.

The algorithm has been simulated in different weather conditions with a SNR = �6 dB. In Fig. 11, the graph at the top
shows the correlation output for different weather conditions, the estimated output and the dynamic threshold calculated
from the KF. The central graph shows the peak detector output, but using the dynamic threshold with the polynomial inter-
polation of degree 1 (Garcia et al., 2005a). The graph at the bottom shows the peak detector output (ox[k] in Fig. 10) using the
dynamic threshold obtained with the KF, and in this case, all the obstacle detections are correct. We can conclude that in
these conditions, the KF reduces the false alarms due to atmospheric attenuation.

Fig. 12 shows the simulation with a SNR = �6 dB and with different relative levels of sunlight, increasing with time. The
higher the solar radiation is, the lower the correlation output is. In such a situation, the dynamic threshold works better with
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Fig. 11. Dynamic threshold evaluation in different weather conditions, using a polynomial interpolation and the Kalman filter.
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the KF than the polynomial interpolation. Even though the obstacle detection with dynamic threshold using the KF is suit-
able for the situations illustrated above, there are a couple of serious limitations: it assumes that the channel noise statistic is
known and it minimizes the average estimation error. Fig. 13 shows a situation where the noise statistical is unknown. As
can be observed, obstacle detection is not always successful. In order to solve this problem, another filtering technique is
proposed in next section.

4.3. False alarms discrimination using H1 filtering

In this section the H1 filtering, also known as minimax filtering (Simon, 2000, 2005), is proposed for two basic reasons:
this system is based on infrared technology and it is difficult to characterize the channel noise; furthermore, due to the fact
that this area of transport safety is achieved by the correct operation of the obstacle detector, it is important to minimize the
worst case (and not only the average) of the estimation error. It is called minimax filter because it tries to minimize the max-
imum estimation error.

With the receiver information and with a detailed knowledge of the dynamic of the system, the xk estimation (by apply-
ing H1 criteria (Simon, 2000)), is carried out by minimizing the index:

J ¼
avekxk � x̂kkQ

avekwkkW � avekvkkV
ð11Þ

where kxk2
Q ¼ xT Qx and ave means average value.

Even in the worst case of process noise wk and measurement noise vk, the average values are taken over all time samples k.
Furthermore, Q, W, and V are diagonal matrixes that are used in the weighted norms in J and must be chosen by the designer.
To make the estimation problem easier, the relation is assumed to be:

J < 1=c ð12Þ

where c is a constant number chosen by the designer. In other words, the aim is to find a state estimate so that the maximum
value of J is always less than any estimation, regardless of the terms wk and vk. Furthermore, c has to be chosen so that all the
eigenvalues of the covariance matrix of the estimation error have magnitudes less than one. In (Simon, 2000) there is a more
detailed discussion about H1 filtering. As in the case of KF, a recursive scheme is used to obtain the state estimation. The
state estimate that produces J < 1/c is given as follows:

Lk ¼ ½I� cQPk þ CT V�1CPk��1 ð13Þ

Kk ¼ APkLkAT þW ð14Þ

x̂kþ1 ¼ Ax̂k þ Buk þ Kkðzk � Cx̂kÞ ð15Þ

And the covariance matrix of the estimation error Pk is updated as follows:

Pkþ1 ¼ APkLkAT þW ð16Þ
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According to Eqs. (13)–(16), this filter requires more tuning in order to perform adequately. Apart from the values shown
in Eq. (10), the following values have been empirically considered for the tuning parameters in H1 filtering: P0 = 10,000,
Q = 10, V = 10, W = 10�6, c = 500.

Fig. 14 shows the results by applying minimax filtering to dynamically change the threshold, in different weather condi-
tions, and with a SNR = �6 dB, as was shown in Fig. 13, where there was a wrong obstacle detection with the KF, but where
now an obstacle is correctly detected. As it was done with the KF, the threshold in the instant k is determined to be half of the
estimation at k � 1.

5. Validation of obstacle detection

In a railway environment, typical situations that can generate a false alarm must be identified. Although, the occurrence
of false alarms has been notably reduced by using optimal filtering, it is still possible for some receivers not to detect the
emission because a small object has temporarily interrupted the link. Typical sporadic cases of cuts of the links can be either
leaves or small animals in movement. As well as the optimal filtering, it is proposed to use Principal Component Analysis
(PCA) (Turk and Pentland, 1991), so that the above mentioned situations do not cause alarm activations. The proposal con-
sists of jointly using both techniques, as Fig. 15 shows.

As can be seen in Fig. 15, optimal filtering is applied to every receiver. In this case, zx is the correlation result without
applying optimal filtering (see Fig. 10). It is a vector of five components, one for every link that is analysed in the receiver
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Rx (see Fig. 6). ox is a vector of five binary components (1 = link on, 0 = link interrupted), and it represents the peak detector
output for every link. Furthermore, PCA is applied to all the correlation outputs, and it obtains global information about the
existence of obstacles, no only evaluating the state of individual links. Next section deals with the use of PCA in this work.
Finally, a decision algorithm has to evaluate if it is necessary to activate the alarms because one or more objects are inside
the detection area.

5.1. Principal Component Analysis

In general, PCA is divided into two phases. The first one is the training process, and it is carried out off-line, when varying
operational conditions have been taken into account (conditions of sunlight, meteorology, noise levels, etc.), with the section
of track free of obstacles. In this situation a data set is captured, and it is used to obtain the transformation matrix U between
the original space and the transformed one, or vice versa. The U matrix is obtained from the eigenvectors associated with the
most significant eigenvalues of the covariance matrix of the data set. The second phase is on-line, when the sensory system is
working. By using the transformation matrix U, the measurements that are received from the process unit (vector of mea-
surements taken from the receivers) are projected onto the transformed space according to:

y ¼ UT s ð17Þ

Later the reconstruction is computed using:

ŝ ¼ Uy ð18Þ

where s is the vector of characteristics with zero mean, on which the transformation is carried out and y is the resultant vec-
tor from the transformation and represents the reconstruction vector. According to Fig. 15, s is obtained as follows:

s ¼ z1 z2 . . . zx½ � ð19Þ

The reconstructed information will differ from the original in either major or minor magnitude depending on the grade of
similarity that exists between the new data and those which were used to obtain the transformation matrix U. This differ-
ence is known as the reconstruction error e:

e2 ¼ ks� ŝk ð20Þ

If the error e is larger than a determined threshold, it is concluded that an object exists. Fig. 16 depicts the described
process.

To analyse the viability of the PCA technique, the measurements from a 3 m barrier (see Fig. 5) have been processed on-
line. This section of barrier is composed of 15 emitters and 12 receivers. In this situation, s is a 60-dimensional vector. Be-
cause the different receivers are very close, a high correlation generally exists among different components of the vectors, so
that PCA notably reduces any redundant information. In order to consider the majority of the possible scenarios of detection
in absence of obstacles, the information of the off-line process (training stage) has been obtained for different values of the
SNR (from�6 dB up to 6 dB), as well as in different conditions of visibility, shown in Table 1. Fig. 17 shows the reconstruction
error when the track is free of obstacles, and SNR = 0 dB. Whenever the section of track is free of obstacles, the reconstruction
error takes small values.

Fig. 16. PCA processes.
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Fig. 17. Reconstruction error when the section of track is free.
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Fig. 18 shows the reconstruction error when a pedestrian is crossing the tracks transversely. At every time instant a group
of receivers detect the presence of the above mentioned obstacle. As this obstacle interrupts several links, the similarity be-
tween the spaces decreases, and the reconstruction error increases suddenly over the threshold, its value being proportional
to the number of links that are interrupted by the obstacle. The reconstruction error is higher than the threshold during the
time that the obstacle exists. The original covariance matrix has 60 eigenvectors, but in this case, only one eigenvector has
been used in the final transformation, meaning a high reduction in redundant information.

In Fig. 19 another situation is described when there is a random lack of radiation at the receivers for a short time. Such is
typical in the case of flying leaves, or the flight of birds inside the detection area. These situations are filtered by PCA because
the reconstruction error is always lower than the threshold.
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The PCA process is used to increase the reliability of the object detector, as a more accurate detection can be carried out
for obstacles inside the supervised area. Furthermore, PCA filters the situations of random interrupted links, such as in the
case of small objects entering and leaving the supervised area over a short period of time.

6. Obstacle location

Since the existence of an obstacle on the railway can be detected with high reliability, it is possible to locate it by taking
advantage of the geometric distribution of the sensors. At this stage, only the digital outputs, ox, obtained after the optimal
filtering are considered (see Fig. 15).

The location algorithm obtains the longitudinal (in the track direction) and transverse position. To obtain the longitudinal
one, it only is necessary to know that a lack of reception in the axial axis is occurring, between emitter and receiver. The
detection area has been divided into three transverse zones, as was shown in Fig. 7. To locate the obstacle in one of these
three zones, a geometrical analysis has been carried out (García et al., 2005b) according to the structure shown in Fig. 20.
The obstacle can be transversely located in five positions: zone 1, zone 2, zone 3, half 1 (zones 1 and 2) and half 2 (zones
2 and 3). A program has been developed to evaluate the different locations. Fig. 21 shows some location results which val-
idate the proposed algorithms.

7. Prototype of the barrier

To evaluate the feasibility of the proposed system and algorithms, a prototype of the barrier has been implemented (see
Fig. 22). Several real tests have been performed to analyse the discrimination of false alarms and the validation of obstacle
detection. For all the tests (indoor or outdoor), the distance between both barriers has been 14 m.

Fig. 22. Prototype of the infrared barrier: (a) receiving barrier; (b) emitting barrier; (c) distribution of the links; and (d) detail of the sensors used.

J.J. García et al. / Transportation Research Part C 18 (2010) 536–553 549



Author's personal copy

The receiving barrier is based on eight receivers (Fig. 22a) and the emitting one in four emitters (Fig. 22b). Fig. 22c also
shows the established links among emitters and receivers, and Fig. 22d shows a detail of the sensor used (Sorhea, 2009). The
sensor case is the same for emitters and receivers, so, the only difference is the electronic device used.

Fig. 23 shows the real multi-detection carried out in an IR receiver (receiver 1 according to Fig. 22c) in absence of obsta-
cles, by using the encoding scheme proposed in Section 3 (see Eq. (3)). According to the encoding scheme, the maximum
correlation output can be 1024, and the period of the correlation output is 102,4 ms. Considering railway regulations, the
maximum scan time should be 500 ms. In that time, the prototype generates almost five measurements about the state
of the tracks. In this case, the detector threshold has been fixed at 100. In Fig. 23, the amplitude differences depend on
the lateral deviations between emitters and receiver (see Figs. 4 and 6), so the maximum correlation output is provided
by the emitter placed in the axial axis. If one emitter is not aligned with its corresponding receiver (there exists a lateral
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or angular deviation between them), there will be a reduction of the correlation output depending on the emission and
reception patterns (Díaz et al., 2007). With the chosen sensors (Sorhea, 2009), the detection is carried out correctly even with
angular deviations of ±1.5�.

Since it is difficult to test the barrier under extreme weather conditions, for the reduction of visibility, optical filters have
been used to reduce the level of signal in the IR receivers and artificial fog has been created in front of the emitters. Fig. 24
shows a test where artificial fog has been generated. As can be observed, when fog exists the correlation values decrease,
being even lower than the established fixed threshold. This situation could generate a false alarm, thus justifying the use
of a dynamic threshold. Due to the fact that the best simulated results have been obtained by using H1 filter, this is the only
one that has been tested outdoors. The tuning parameters are the same as were described in Section 4.3. Fig. 25 shows a test
where optical filters have been used. Fig. 25b depicts the estimated correlation output and how the dynamic threshold is
adapted to visibility conditions. For safety reasons, the minimum value of the threshold has been fixed at 100 (the maximum
correlation output can be 1024). As Fig. 25c shows, if an obstacle exists when the correlation output is lower than the min-
imum threshold, it is not possible to detect it. In Fig. 25c, ‘1’ means active link, and ‘0’ interrupted link. It is important to
consider that the maximum degradation of IR links in the barrier due to the meteorology is 60% (thick fog). In some tests,
to analyse the robustness of the H1 filter, the artificial attenuation has been higher than 75%.

Finally, PCA technique has been analysed by using the prototype of the barrier. In this case, there are only 20 links (see
Fig. 22c), and the vector of characteristic s is a 20-dimensional vector. The information of the off-line process has been
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obtained as was described in Section 5, with the necessary adaptation to the dimensions of the barrier. Fig. 26 shows a sit-
uation where an obstacle larger than 0.5 m of side is in the detection area. It interrupts several consecutive links. In this case
the reconstruction error is higher than the threshold. This information should generate an alarm for the existence of danger-
ous objects. Conversely, Fig. 27 shows a situation where several links are randomly interrupted by small objects. As the
reconstruction error is lower than the threshold, alarms should not be generated. In both situations, only one eigenvector
has been used in the final transformation, what implies a high reduction in redundant information and a reduced process
time.

8. Conclusions

A proposal for a system for obstacle detection on railways has been presented. The sensory system is based on two infra-
red barriers, one with the emitters and the other with the receivers, placed on opposing sides of the railway as required by
Spanish Railway Regulations. The existence of obstacles is detected by the link interruption between both barriers.

The proposed structure of the sensory system improves others that use the same technique to detect obstacles on the
railway. With the proposed geometrical distribution of the sensors, the obstacles can be detected with a high reliability,
and their longitudinal and transverse positions can be obtained. Furthermore, the system can distinguish the existence of
obstacles from a damaged sensor.

As results show, the encoding technique based on MO sets of sequences provides a high immunity against the infrared
channel degradation.

Typical false alarms have been analysed, and several solutions have been proposed to reduce such false alarms based on
Kalman and minimax filtering (H1 filter). Where there is some previous knowledge of the noise statistical, Kalman Filter
works properly. Better results have been obtained with minimax filtering when there is no information about the channel
noise model and when the worst case of estimation error needs to be minimized in order to increase railway safety.

Since there is a big amount of correlated information in the sensory system, Principal Component Analysis has been pro-
posed to reduce such information before a decision is taken. Results show that this technique is suitable to validate the
obstacle detection, and it increases the reliability of the system. It permits to distinguish situations of existence of dangerous
objects (larger than 0.5 m of side) from those that are not.

PCA works well for the scenarios that have been used in the off-line phase (training process), and takes into account all the
measurements. Although optimal filtering is much more robust, it only performs on single receivers. The latter gives addi-
tional information about how good the estimation is.

Though simulations show the feasibility of the proposed solutions, a complete prototype has been implemented to per-
form real tests, and the experimental results have verified the validity of the described algorithms.
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