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a b s t r a c t 

An experimental method to calibrate Liquid Crystal on Silicon (LCoS) displays by self-generating lens configu- 

rations on the studied device is proposed in this paper. On the one hand, a split-lens is displayed in the LCoS 

to self-generate an interference pattern from which the phase-voltage curve of the modulator is calculated. On 

the other hand, a microlens array is displayed on the LCoS, within a same experimental set-up, to implement 

a Shack-Hartmann (S-H) wavefront sensor, from which the display surface profile is retrieved. Specifically, by 

means of a feasible set-up, the proposed method allows measuring the deviation from flatness of the LCoS displays 

as well as to determine the phase-voltage response of phase-only SLMs. Experimental results demonstrate a linear 

tendency phase-voltage curve that ranges from 0 rad up to ∼6.28 rad, for the used light wavelength. Moreover, 

by extracting the LCoS phase distribution measured with the S-H configuration, the LCoS surface inhomogeneity 

is corrected by 95%. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

Liquid Crystal Display (LCD) is a mature technology widespread used

n optical based applications. Thanks to their capability to spatially ma-

ipulate the phase properties of light beams, they are commonly used

s Spatial Light Modulators (SLM) to manipulate the complex wavefront

mplitude. For instance, they are applied in adaptive optics, to correct

he wavefront aberration introduced by turbulence [1,2] ; in metrology,

o control phase distributions in interferometers [3,4] ; in waveguide

echnology, to achieve wavelength selective switch systems, or to ma-

ipulate the lightwaves [5–7] . As the phase properties can be modified

y controlling the voltages address to the SLM, LCDs are also commonly

sed in dynamic processes. For instance, for the generation of diffractive

ptical elements (DOEs) in diffractive optics applications [8,9] . They

s well stand as important components in real-time laser beam shap-

ng [10–12] , and in structured illumination systems [13,14] . LCDs are

lso used to implement optical tweezers [15,16] , digital lenses with im-

roved performance [17,18] , or optical encryption [19] , etc. 
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Liquid Crystal on Silicon (LCoS) displays [20] are a class of LCD that

ork in reflective configuration. By selecting the proper input polariza-

ion [21] , the LCoS performance can be optimized and we can select a

hase-only or an amplitude-only regime. When using a phase-only con-

guration, the phase modulation can by digitally controlled by address-

ng a proper Diffractive Optical Element (DOE) to the LCoS. A number

f improvements, such as high resolution, small pixel size, and very ap-

ealing fill factor (usually ∼90%), are presented when comparing these

eflective devices with transmissive LCDs. More importantly, LCoS dis-

lays present a larger phase modulation than transmissive devices with

he same thickness, as light performs a double pass into the display. 

Although the above-stated applications highlight the important role

hat LCoS play in different fields, to work with these devices in opti-

al conditions, efficient calibration and optimization of the spatial light

odulators are required. As a consequence of the large demand of ap-

lications requiring the use of LCD technology, a widespread number

f optimization methods can be found in literature [16,22–30] , most of

hem based on interferometry [24–26] or diffraction [27,28] . Some au-

hors have demonstrated that diffractive based methods, which may be

alid for other LCDs, are not suitable to be applied with LCoS displays

23] , mainly due to the time-fluctuations of the phase phenomenon (also

eferred as flicker effect). Under this scenario, alternative optimizing
y 2018 
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Fig. 1. Scheme of the optical set-up used to perform the phase-voltage calibra- 

tion of the SLM. 
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ethods were proposed to take into account this effect [29–33] and dif-

erent strategies have also been reported to minimize the observed DOEs

fficiency loss associated to large phase-fluctuations [34,35] . 

Another critical drawback present in LCDs, both working in trans-

issive or reflective configurations, is related to inhomogeneities in

he display flatness. These spatial inhomogeneites (which are related

o different causes, such as screen lateral stresses or glass thickness

ariations), introduce an extra spatial phase distribution that degrades

he performance of the modulator. Thus, this extra phase distribution

ust be taken into account for a proper calibration. As a consequence,

ifferent experimental strategies have been proposed to measure the

isplay profile in order to compensate the screen inhomogeneities

16,36–38] . 

Recently, the idea of self-calibrating LCDs was proposed by J. L. Mar-

inez et al. [31] by the means of addressing some DOEs on the LCD.

he self-calibrating approach presents some advantages compared with

tandard calibrating methods. For instance, they avoid the necessity of

sing additional optical elements (i.e., without requiring external opti-

al arrangements –as the commonly used interferometry, diffraction or

olarization based set-ups). In fact, the same LCD to be calibrated is em-

loyed to display the optical element that allows the measurement. In

ef. [31] , the overall averaged phase modulation of the device was eval-

ated by simultaneously addressing two diffractive elements displayed

n two different halves of the LCoS. In one half, a uniform image or ‘pis-

on ’ was displayed. Then, different constant gray levels were added to

his image so that this part acted as a phase-shifting mirror. In the other

alf of the screen, a symmetric binary phase grating was displayed. By

electing the proper diffractive order generated by the grating, this sec-

nd half acted as a tilted reference plane-wave that interfered with the

ave coming from the ‘piston ’. Note that different gray levels added

o the piston led to different displacements of the interference pattern,

rom which the overall phase modulation of the device was determined.

he method was also used to spatially resolve the phase-voltage curve.

evertheless, this approach does not provide the deformation of the

creen. As stated above, a complete description of the modulator also

equires taking into account the screen deformation. 

In this work we provide an alternative self-calibration method,

ased on addressing different diffractive lens configurations, valid to

oth characterize the overall phase-gray level performance and the

creen profile of LCDs. In particular, the self-generation of two different

iffractive-lens based DOEs is proposed. The first one consists of ad-

ressing a split-lens configuration [14] , which leads to a simple direct

mplementation of an interferometric system, from which the overall

hase distribution as a function of the addressed voltage is obtained. It

s worth to mention that this method is valid even in presence of time-

uctuations of the phase [23] , because it is able to give the required

verage phase as a function of the applied voltage. Furthermore, by ad-

ressing a second diffractive pattern, it is also possible to self-determine

he screen profile of the display without any modifications of the opti-

al set-up. This is achieved by properly addressing an arrangement of

ynamic microlenses to the LCoS display (Shack-Hartmann wavefront

ensor configuration [39,40] ) and performing an iterative scanning pro-

ess. We want to note that the propose method not only allows providing

 complete calibration of the LCoS, by simply self-addressing different

OEs, but also determining these important characteristics just by using

he same feasible and compact experimental set-up. 

The outline of this work is as follows. In Section 2 , we describe the

roof of concept of the method used to self-calibrate the phase-voltage

urve of the LCoS. Next, in Section 3 , we describe the technique based on

 Shack-Hatmann configuration, used to perform the self-measurement

f the LCoS screen profile. In addition, the generation of the microlens

rray system and the ulterior retrieving of the screen profile, from the lo-

al light focalizations, are discussed. Afterwards, the methods described

n Sections 2 and 3 are experimentally implemented and the correspond-

ng results are shown and discussed in Section 4 . Finally, the main con-

lusions of the work are provided in Section 5 . 
148 
. LCoS phase-voltage self-calibration based on split lenses 

In this section we describe a self-calibration method, based on split-

ens configurations, to determine the phase-voltage curve of SLMs. This

s an interferometic-based method, and thus, it is valid to be used even

n presence of time-fluctuations of the phase [24] , a non-desired phe-

omenon observed in some reflective LCoS displays. 

The main idea consists of addressing a DOE to the LCoS in order to

reate a controlled interferometric pattern onto a propagated plane. In

his way, the generated digital element replaces interferometric exter-

al set-ups commonly used to calibrate the phase-modulation of LCoS. In

articular, we use as DOE the two-sectorial split-lens scheme described

n Ref. [14] . This distribution is equivalent to the classical Billet lens

onfiguration which consists of a lens split in two halves, and where

he centers of those halves are transversally separated to a certain dis-

ance a . Under this scenario, each one of the two split-lens sectors leads

o a focalization spot on the focal plane. These two light spots can be

nderstood as two new coherent light sources that produce an interfer-

nce fringe pattern onto a propagated plane. Although, in principle, this

ould be equivalent to the Young’s experiment, in the Billet lens case

he light passing through the separation between the two lens halves

lso adds a non-desired contribution in the interference pattern. This

ituation is solved by displaying a two-sectorial split lens onto a SLM, in

 way that the corresponding phase distribution fully covers the mod-

lator screen. Under this scenario, the composed diffractive lens gives

lace to two light spots at the focal plane, generating the interference

ringes pattern at the far field [14] . What is more, some properties of

he pattern can be digitally modified just by tuning few physical param-

ters of the system (e.g., the axial plane where the interference pattern

s produced or the pattern period can be changed by tuning the focal

ength of the two split-lenses or the distance a between the halves cen-

ers, respectively). 

A sketch of the optical set-up used to self-calibrate an SLM is shown

n Fig. 1 . A collimated polarized laser beam illuminates the SLM with

he two-sector lens addressed on it, which give place to the generation

f two focalization spots (F1 and F2 in Fig. 1 ) in the focal plane ( S plane

n Fig. 1 ). These two new light sources F1 and F2, with the same inten-

ity, produce a fringes-like interference pattern in the far field. As it was

reviously pointed out, the properties of the split-lens (lens focal length,

istance to the centers a , lens sectors orientation, etc.) are digitally con-

rolled. An example of a particular phase distribution to be addressed

o the SLM, corresponding to a lens split in two sectors vertically sepa-

ated a distance a , can be seen in Fig. 1 (a). As we are illuminating the

LM with a collimated beam, the two resulting sources F1 and F2 are

eparated a distance A equal to the selected distance a and to the same

irection. This situation leads to horizontal fringes in a far field plane

e.g., I plane in Fig. 1 ). However, note that the direction of the fringes

attern could be controlled just by properly modifying the direction of

eparation between lens centers. 
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Fig. 2. Optical scheme used to self-calibrate the screen profile of LCoS. Inset 

images: ( i ) Phase distribution sent to the LCoS to generate a microlens array 

(Shack-Hartmann configuration); and ( ii ) Corresponding intensity distribution 

at the focal plane. 
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For the sake of clarity, the optical architecture in Fig. 1 is shown in

 transmissive configuration. However, as it is explained in a forthcom-

ng section, the real experimental implementation was performed in a

eflective configuration because we analysed an LCoS display (reflective

evice). To adapt the scheme represented in Fig. 1 to the reflective con-

guration, a beam-splitter (B-S) was added in the optical arrangement. 

As above-stated, by setting a distance a between the bi-lens centers

LCoS plane) and a focal length of f 1 , two focused light spots with a sep-

rated vertical distance A = a are generated at the focal plane ( S plane)

see Fig. 1 . Under this scenario, two spherical sources are created after

he S plane, which can be understood as a new source plane. After being

ropagated to a certain distance, the two coherent beams are superposed

nd the corresponding fringes-shaped interference pattern is observed.

n the scheme given in Fig. 1 , the axial plane from which interference

atterns begin to be observed is indicated with a dashed arrow ( B Plane).

fterwards, a given interference pattern placed at a certain axial plane

 I Plane; e.g., image (b) in Fig. 1 ) is selected. Finally, the interference

attern (image (c)) is imaged in the CCD camera with a certain magni-

cation by using a convergent lens (Lens2 in Fig. 1 ). The use of Lens2

s not mandatory, but it is only introduced to obtain a more clear inter-

erence pattern at the CCD. Note that the angle 𝛼 in Fig. 1 depends on

oth parameters a and f 1 ; thus, for a given axial plane, the distance be-

ween interference fringes (period) is tuned by using these two control

arameters. 

Once an interference pattern is recorded, the relation between the

hase modulation and the gray level (voltage) addressed to the LCoS can

e calibrated. To this aim, the phase distribution corresponding to one

f the bi-lens sectors is not modified, but we gradually add a constant

ray level to the other bi-lens sector. This scenario is achieved by the

ollowing phase-scheme to be addressed to the LCoS, which is inspired

n the split-lens description given in Ref. [14] , 

 𝑁=2 ( 𝑟, 𝜃) = 𝑈 1 + 𝑈 2 , (1)

 1 = exp 
[ 
𝑖 
𝜋

𝜆𝑓 

(
𝑟 2 + 𝑎 0 

2 − 2 𝑟 𝑎 0 cos ( 𝜃𝑖 − 𝜃0 ) 
)] 
, (2)

 2 = exp 
[ 
𝑖 
𝜋

𝜆𝑓 
( 𝑟 2 + 𝑎 1 

2 − 2 𝑟 𝑎 1 cos ( 𝜃𝑖𝑖 − 𝜃1 ) + 𝜙( 𝑉 )) 
] 
, (3)

here 𝜆 is the wavelength of the light source, f is the focal length and

 is the radial coordinate in the plane of the lens; a 0 and a 1 are the

istances of the two lens sector centers to the origin of coordinates, 𝜃0 

nd 𝜃1 are the angular positions of the two sector centers ( 𝜃0 = 𝜋/2 and

1 = 3 𝜋/2 for the particular case shown in Fig. 1 ) and where 𝜃i and 𝜃ii 
re restricted into the ranges [0, 𝜋) and [ 𝜋, 2 𝜋). 

Note that in Eq. (3) there is a uniform (piston) phase value of 𝜙,

hose magnitude varies with the addressed voltage V . Therefore, each

ddressed voltage (gray level) will produce a change on the phase 𝜙

n the term U 2 , which will yield a transversal shift in the fringes pat-

ern. From those displacements, obtained for the whole available gray

evel range (0–255), the relation between the average phases versus ad-

ressed gray levels can be retrieved by using simple calculations, for

nstance, as done in Ref. [23] . 

. LCoS flatness characterization based on micro-lens array 

Shack–Hartmann distribution) 

The screen of an ideal LCoS is homogeneous. However, mechanical

tress and spatial defects generated during the fabrication of the LCoS

isplays always introduce certain amount of inhomogeneities to the

creen. In order to achieve an optimal performance of these devices, the

nwanted spatial phase distribution introduced by the screen should be

ompensated. To retrieve this spatial phase, we propose a second lens-

ased configuration that consists of a micro-lens array (Shark-Hartmann

ike sensor) able to self-calibrate the LCoS screen profile. 
149 
Shack-Hartmann (S-H) wavefront sensors have become a prevalent

ool in many fields [39–41] because of their great capability to measure

avefront aberrations and their ability to provide an accurate wave-

ront map. In particular, each microlens focuses a fraction of the input

avefront onto the focal plane of the microlens array. If the input wave

resents some spatial aberrations, the light spots are displaced from their

xpected ideal centers. By measuring such local deviations, and properly

pplying some numerical methods, the profile of the input wave can be

etrieved. 

The idea behind the proposed approach is to use the same LCD to be

haracterized to display the microlenses required in the S-H approach.

he microlens array is perpendicularly illuminated with the collimated

ncident beam free of aberrations. Under this situation, in the presence

f aberrations in the LCoS screen, the light spots generated by the mi-

rolenses deviate from their ideal positions, and those deviations are

ainly related to the screen defects. Note that the LCoS screen self-

alibration can be performed just by introducing the phase distribution

orresponding to the S-H microlens array [39] , and without modifica-

ions on the experimental set-up proposed in Section 2 (see Fig. 1 ). In

articular, the optical scheme used for the LCoS screen self-calibration

s sketched in Fig. 2 . 

In order to obtain the light spots pattern, a 4 ×2 microlenses con-

guration is generated onto the LCoS (LCoS plane in Fig. 2 ). The cor-

esponding light spots distribution is obtained at the diffractive lenses

ocal plane. As an example, we show the phase distribution addressed to

he LCoS to generate a 4 ×2 lens array and its corresponding light spots

istribution at the CCD plane (inset images ( i ) and ( ii ), respectively).

n our case, the dimension in pixels of the region selected to generate

 single microlens was of 400 ×400 pixels, and thus, the whole set of

 ×2 microlenses had a dimension of 1600 ×800 pixels. 

It is important to note that the generated 4 ×2 microlens array does

ot cover the full pixel distribution of the modulator used in the exper-

mental implementation (a PLUTO LCoS display; 1920 ×1080 pixels).

n one side, we are interested in using microlens apertures as larger

s possible, because this enhances the efficiency of the generated DOEs.

owever, a reduced number of microlenses implies that the spatial sam-

ling of the screen is very low (in this case, only 8 sections of the screen

re inspected). To solve this problem, a number of displacements of the

hole 4 ×2 array was performed along the full screen. In particular, we

erformed 8 displacements of the array with a shift step of 50 pixels in

oth x and y directions. By combining that set of intensity patterns, a

nal image containing 512 bright intensity spots was constructed (see

orresponding light spot pattern at Fig. 3 (a)). From this final image, the

ull screen of the modulator can be studied with larger spatial resolution.

or the sake of clarity, a video file recording the full scanning process is

lso provided (Video 1). Note that the microlens array scanning velocity

n Video 1 was arbitrarily selected. If faster measurements are required,

 higher velocity can be obtained by the user – the scanning velocity
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Fig. 3. (a) Light spot pattern at the CCD after scanning the full LCoS screen 

by using 8 displacements of the 4 ×2 lens array in both x and y directions (see 

Video 1); and (b) Same light-spot pattern combined with an over-imposed 38 ×38 

square grid. 

Fig. 4. (a) Phase distribution sent to the LCoS display to generate the 4 ×2 mi- 

crolens array; and (b) Corresponding intensity distribution at the focal plane. 
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s limited by the refresh rate of the LCoS display (60 Hz in our case).

inally, if a different spatial resolution than that obtained in Fig. 3 (a)

nd Video 1 is required, a different microlens array shift step could be

asily selected as well. 

Once the complete spot-light distribution is obtained, the LCoS shape

an be retrieved from the deviation of each individual spot from its cor-

esponding theoretical center. An example is shown in Fig. 4 (a) and

b) for the particular case of 4 ×2 microlenses, where deviations be-

ween the centers of the microlenses generated at the LCoS and the

ecorded light spots are highlighted by the red-dashed line. The stated

ight-spot displacements were estimated by using centroid calculations,

hich were conducted based on a numerical algorithm inspired in that

etailed in Ref. [40] . To accurately apply this algorithm, it is necessary

o estimate the deviations of the measured light dots distribution at the

CD plane with respect to the theoretical centers (microlens array cen-

ers). To this aim, we used as theoretical-centers reference, a squared

rid (38 ×38 squares in our case; see Fig. 3 (b)). The deviations of the

ight-dots from the square centers are the values to be obtained. 

At this point, it is worthy to discuss how to lay the reference-grid at

he CCD plane to a proper usage. The ideal alignment of the grid is found

hen perfectly overlapping the squared grid centers with the projection

f the microlens centers at the CCD plane, for the case of a wavefront

ree of distortions. Unfortunately, in the framework of our experimental

et-up, this ideal-wavefront cannot be ever implemented to calibrate the
150 
rid position, because of the LCoS screen aberrations that always distort

he input wavefront. This means that the light-dots are always deviated

rom their theoretical centers and we cannot use a reference light-dots

istribution to center the grid. 

Under this scenario, as the grid-coordinate origin is not known, we

rst arbitrary placed the grid at the CCD plane in such a way that the

 ×2 central light dots of the full 32 ×16 pattern are centered as bet-

er as possible. This arbitrary selection of the grid origin has a poten-

ial problem that has to be discussed: a possible x - y displacement of

he grid from the theoretical position. This situation leads to centroid

alculations with added constant values. It is worthwhile remembering

hat light-dots deviations are related to LCoS profile derivatives. Thus,

umerical integration has to be applied to retrieve the LCoS screen pro-

le. In this context, constant values added at the dots-deviations lead

o linear phases added at the final screen profile. This is not a signif-

cant problem because linear phases do not vary the characterization

f the screen shape, but only introduce an artificial tilt which can be

umerically extracted. 

Moreover, another problem can arise from the grid selection, in par-

icular if we select a square size different from the theoretical one. This

ituation has a major impact on the final LCoS profile calculation. In

act, if the grid square size differs from the actual one, linear phases

re introduced in the centroids calculation. Hence, artificial quadratic

rrors are added to the screen profile after numerical integration. Un-

er this scenario, to avoid these quadratic errors, which critically affect

he final profile calculation, the grid square size cannot be arbitrarily se-

ected but an accurate estimation is required. In our case, by considering

 microlens-shift step of 50 pixels and the LCoS pixel size of 8 μm, the

istance between the centers of two contiguous microlenses generated

t the LCoS was of 50 ×8 = 400 (pixels·μm). Moreover, the resolution of

he CCD (PCO.2000) was of 2048 ×2048 with a pixel size of 7.4 μm.

nder this condition, we calculated the distance between two centers of

he grid in the CCD, this value being the optimal square grid size (400

pixels·μm) / 7.4 (μm)) = 54.05 pixels. According to this grid size, the

umber of the squares that fits in our CCD is of 37.9 ×37.9 (2048 pixels

 54.05 pixels). Hence, a 38 ×38 grid was implemented for the analy-

is of the obtained spot array. At this point, by considering the proper

quare size, the non-desired quadratic profile is minimized. 

By following this approach, accurate spots displacements from the

ctual centers are obtained. Those displacements are related with local

erivatives of the display profile, and thus, integration methods lead to

 discrete function of the screen profile. Once this data is obtained, a

ubic spline interpolation approach provides a continuous estimation of

CoS screen profile. The obtained experimental results are discussed in

 forthcoming section ( Section 4 ). 

Last but not least, we want to emphasize that local variations of the

verage phase-voltage look-up table discussed in Section 2 , may affect

he efficiency of the generated microlens array, but do not affect the po-

ition of the lens focalizations, as those are only related with the screen

rofile. Thus, the method proposed to evaluate the aberrations intro-

uced by LCoS displays is not affected by this spatial dependence of

hase-voltage relation. 

. Experimental implementation of the methods 

The phase-voltage calibration ( Section 2 ) and the LCoS flatness

 Section 3 ) methods rely on the same optical set-up. The SLM role de-

cribed in Section 2 is conducted by an LCoS display in the experimental

mplementation. In fact, to change from one method to the other one,

e only need to select the proper phase distribution to be addressed to

he LCoS (split-lens or microlens array (S-H) configurations). 

To experimentally test the validity of our proposed methods, the

bove-discussed optical layout was experimental implemented. Fig. 5

hows a photograph of the implemented experimental set-up from two

ifferent points of view ( Fig. 5 (a) and (b), respectively) and a detail of

he used LCoS ( Fig. 5 (c)). A polarized He-Ne laser (632.8 nm) was cho-
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Fig. 5. Experimental set-up used for the LCoS characterization: (a) Experimen- 

tal set-up from the laser source point of view; (b) Experimental set-up view from 

the LCoS; and (c) Detail of the reflective screen of the LCoS under calibration. 
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Fig. 6. Average phase modulation (in rad) versus addressed gray level measured 

using two split lens sectors with center separations of 0.2 mm, 0.4 mm and 0.5 

mm. 
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en as a light source. Afterwards, a combination of a Spatial Filter, in-

luding a microscope objective ( ×20), a pinhole, and a convergent lens

ith f = 200 mm, were used to generate a collimated and filtered light

eam. Note that for successfully applying the shape-calibration method

escribed in Section 3 , an input beam as close as possible to a collimated

eam is required to mimic a plane wave free of aberrations. In this way,

ll the spatial aberrations of the reflected wave are only associated to

he LCoS. If the input light is not perfectly flat, the spot array locations at

he focal plane are not only influenced by the LCoS display deformation

ut also by the effect of the unideal input wavefront profile. Under this

cenario, the final reconstructed surface profile accounts for the overall

avefront deformation. If the final purpose is to correct the effect of the

CoS display for any applications (the introduction of the extra phase

istribution related to the display inhomogeneity), the input wavefront

hape is not so crucial, because our self-calibrating method will allow us

o both correct the LCoS display deformation and the optical system mis-

lignments (the overall wavefront deformation). However, if the main

im is to measure the specific LCoS display surface profile, a precise

lignment is mandatory and the quality of the input collimated beam

eeds to be evaluated (we require an input wavefront as flat as pos-

ible). To provide this last situation, we used a shearing interferometer

SI050 shear-plate, distributed by Thorlabs) to conduct qualitative anal-

sis of the flatness and the collimation of the input beam. The measure-

ents provided by the shearing interferometer demonstrated an ideal

ollimated light (into the device precision), revealing that the setup was

ell aligned. 

Afterwards, the intensity of light illuminating the LCoS was con-

rolled by properly orienting the relative angle between a half-waveplate

nd a linear polarizer (HWP and LP in Fig. 5 ), both of them are dis-

ributed by Meadowlark Optics. In addition, the LP was oriented in a

ay that optimized the pure phase modulation provided by the LCoS

parallel to the liquid crystal director orientation). We used a PLUTO

arallel aligned LCoS distributed by HOLOEYE. This is an active matrix

eflective device with 1920 ×1080 resolution and with a pixel size of

 μm. The display has a fill factor of 87%, a reflectivity of 65–70%, and

iffraction efficiency of more than 80%. 

As LCoS displays are reflective devices, a beam-splitter (B-S in Fig. 5 )

as placed before the LCoS in order to set 90° between the incident and

he reflected beam. Afterwards, a mirror steers the reflected beam to

he backward direction. In this work, the DOEs addressed to the LCoS

re those explained in Sections 2 and 3 . In the S-H configuration case

see Section 3 ), a CCD camera was placed at the micro-lens focal plane,

here the corresponding light-spots array was imaged. In the case of

he split-lens configurations (see Section 2 ), the axial plane of interest
151 
s that where interferences take place. As the CCD camera, we used a

CO.2000 camera with a resolution of 2048 ×2048 pixels. 

Once the set-up was implemented, the two self-calibration meth-

ds were experimentally tested, as provided in the following

ections 4.1 and 4.2 , for obtaining the phase-voltage look-up table and

he LCoS aberration evaluation, respectively. 

.1. Average phase versus voltage self-calibration test 

A split-lens configuration with two sectors, as that described in

ection 2 (see Fig. 1 ), was addressed to the LCoS. The sectors were set

ith a focal length of 350 mm and a distance separation a 0 - a 1 between

he split-lens centers of 0.2 mm. This phase pattern was progressively

odified by adding a constant gray level (related to the parameter 𝜙( V )

n Eqs. (1) and (3) ) to the second split lens (the one below in Fig. 1 ) from

 to 255 in steps of 8. Under this scenario, 33 intensity patterns (interfer-

nce fringes) were captured with the CCD camera (one pattern for each

dded constant value 𝜙( V i )). Note that each new constant phase leads to

 fringe pattern displaced to a certain value in the horizontal direction.

nce this set of 33 interference patterns was grabbed, a post-processing

as conducted. We performed cross-correlations (C V0 , Vi ) between a ref-

rence pattern (interference pattern for the gray level 0; V0) and the

est of the interference patterns (related to different gray levels; V i ).
he distance between the maximum of the self-correlation C V0,V0 and

he cross-correlations C V0 , Vi gave us the shift of each particular fringe

attern with the applied gray level. These distances are directly related

o the phase modulation, so the experimental phase-voltage character-

stic curve of the LCoS display was obtained. As the integration time

f the CCD ( ∼0.5 s) was set longer than the typical period of the LCoS

ickering ( ∼8 ms [23,32–34] ) the proposed calibration method provides

ean phase values resulting from the average of the phase fluctuations.

ut this, far from being a problem is an advantage, since these mean

alues are the adequate conditions to optimize the efficient generation

f DOEs [23] . 

In order to study the robustness of the method, the mean-phase value

orresponding to each addressed gray level was measured one hundred

imes and the corresponding standard deviations were calculated. The

erived average phase values as a function of the addressed gray level

re represented in Fig. 6 (green squares) and the corresponding standard

eviations are given as error bars in the graphic. The same experiment

as repeated for two extra separations between the split-lens centers. In

articular, blue-circles and red-triangles in Fig. 6 correspond to 0.4 mm

nd 0.5 mm split-lens center distances, respectively. 

We see how the three curves in Fig. 6 give similar results in terms

f the mean phase values, all of them showing a phase variation from

 rad up to ∼6.28 rad with a linear tendency, this being in agreement

ith the commercial specifications for the used light wavelength. More-
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Fig. 7. (a) LCoS screen surface profile retrieved by using the S-H based method; 

and (b) LCoS display phase distribution (modulus of 2 𝜋). 

Fig. 8. (a) Compensated LCoS screen surface profile retrieved by introducing 

the inverse of the phase distribution in Fig. 7 (a); and (b) Corrected phase distri- 

bution of the LCoS display (modulus of 2 𝜋). 
ver, the green curve is the one showing the largest discrepancies with

he other two curves. To determine which curve better describes the real

hase modulation of the LCoS, we take into account the associated stan-

ard deviations. In fact, we observe how the robustness of the method

trongly depends of the split-lens distance selected. In this sense, er-

or bars associated to the green curve (0.2 mm distance between the

plit-lens) are very large (a maximum error of 0.98 rad), whereas the

lue and the red curves (0.4 mm and 0.5 mm cases, respectively) lead

o much smaller errors, the smallest one corresponds to 0.4 mm case

maximum error of 0.22 rad). This fact can be related with the above-

escribed correlation process underneath the phase calculations, which

ecomes more efficient for a proper number of fringes at the CCD cam-

ra. In this sense, different split-lens center distances lead to different

nterference fringe periods at the CCD camera. Thus, before using the

elf-calibration method to retrieve the phase-voltage curve of LCoS dis-

lays, to set the optimal fringes period (i.e., split-lens distance) at the

CD camera is recommended. In our case, the best result, in terms of as-

ociated data errors, is obtained for a split-lens distance of 0.4 mm (blue

ata in Fig. 6 ). 

.2. LCoS display spatial shape characterization test 

In this final section we focus on the experimental results obtained

hen experimentally applying the method described in Section 3 for the

CoS flatness characterization. To this aim, the same above-described

xperimental set-up is used (see Fig. 5 ). As explained before, a 4 ×2 mi-

rolens array was displayed on a region of the LCoS and then it was

isplaced along the LCoS screen both in the x and y directions with

ontrolled shifts (50 pixels). Each location of the 4 ×2 microlens array

enerated a 4 ×2 spot pattern on the CCD camera (see inset images ( i )
nd ( ii ) in Fig. 2 ). The combination of all these images led to a final

attern consisting of 32 ×16 light-spots, see Fig. 3 (a). The spatial res-

lution of the technique depends on the microlens array displacement

tep chosen and the LCoS pixel size (8 μm in our case). By calculating

he distances of those light spots to their theoretical centers, according

o centroid calculations [28] (see Section 3 ), the local derivatives were

etrieved. From those derivatives values, the LCoS screen flatness was

alculated by properly applying integration methods. Finally, a contin-

ous function of the LCoS aberrations was obtained by using a cubic

pline interpolation, as explained in Section 3 . 

The obtained results when scanning the LCoS display in Fig. 5 are

hown in Fig. 7 (a), where it is observed a quadratic aberration that is

ypically related with lateral mechanical stress applied at the edges of

he screen during fabrication. For the sake of clarity, the retrieved LCoS

creen phase distribution is represented in modulus 2 𝜋 in Fig. 7 (b). 

To test the validity of the obtained result, a further experiment was

erformed. In particular, we checked the correctness of the phase distri-

ution shown in Fig. 7 by using it to compensate the LCoS screen aber-

ation. In particular, by addressing the inverse of the phase-function in

ig. 7 (a) to the LCoS display, the screen aberration should be compen-

ated and each light spot of the final 32 ×16 distribution should fall

nto its corresponding theoretical center. This was experimentally per-

ormed, and the corresponding compensated LCoS screen profile was

easured by using once again the S-H method. The obtained compen-

ated spatial profile is given in Fig. 8 (a). As complementary represen-

ation, the LCoS screen phase distribution is plotted in modulus 2 𝜋 in

ig. 8 (b). 

Note that the compensated LCoS phase distribution ( Fig. 8 (a))

resents a significantly smoother profile compared to that represented in

ig. 7 (a) since the quadratic aberration was almost removed. Note that

he worst screen profile estimation is found at the image edges (corner

egions in Fig. 8 (a)). This is due to the lack of overlapping information in

uch regions during the scanning process (see Video 1). Accordingly, the

berration function at the edges is obtained by using extrapolation meth-

ds while the rest of the aberration function is more accurate because

t is determined through cubic spline interpolation. Note that while sev-
152 
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Fig. 9. LCoS surface phase values for a horizontal line: (a) The original LCoS 

surface profile before modification; and (b) The LCoS surface profile after cor- 

rection. 
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ral 2 𝜋 phase jumps are presented in Fig. 7 (b), phase values in Fig. 8 (b)

re restricted in a significantly reduced phase range, this pointing out

he improvement of the LCoS screen flatness. 

To better quantify the capability of the method to correct the LCoS

berration, we compare the phase values along a horizontal line both in

igs. 7 (a) and 8 (a) (from the middle pixel of the left edge to the mid-

le pixel of the right edge). Obtained results are given in Fig. 9 for the

riginal LCoS flatness (blue curve A) and the compensated LCoS flatness

red curve B). The successful application of the method is clearly demon-

trated by directly comparing the blue and red curves in Fig. 9 . Whereas

he LCoS screen profile in the chosen direction follows a quadratic func-

ion (Curve A in Fig. 9 ), the corrected profile is almost flat (curve B). In

articular, the obtained maximum phase value and the minimum phase

alue in the original retrieved profile are of 15.85 radians and − 12.16

adians, presenting a peak-to-valley (PV) surface profile error of 28.01

adians. The maximum and the minimum phase values in the corrected

rofile are of 3.02 radians and 1.74 radians, providing a surface profile

V error of 1.28 radians. The above-mentioned results demonstrate an

fficient correction of the aberration in the LCoS display by providing a

5% surface flatness improvement. 

. Conclusion 

In summary, we present an experimental method based on the gen-

ration of diffractive lens configurations for the optical characteriza-

ion of Liquid Crystal on Silicon (LCoS) displays. The novelty of this

ethod resides on applying different self-calibrating patterns (diffrac-

ive lenses schemes) to determine both the LCoS phase-voltage look-

p table and its surface profile, without the necessity of using exter-

al optical arrangements (as usually happens by using interference or

iffractive based calibration set-ups). The self-calibration configuration

s set by self-addressing the calibrating DOEs to the LCoS under measure-

ent. More importantly, compared to common LCoS calibration meth-

ds, which measure the surface profile and the phase-voltage curves by

sing two distinctive experimental set-ups, our method allows retriev-

ng these two important LCoS characteristics with a single experimental

cheme. 

In particular, two optical diffractive lens-based schemes are pro-

osed: a two sectors split-lens configuration and a micro-lens array

Shack-Hartmann) configuration. The first method (split-lens configu-

ation) allows generating a controlled interference pattern, equivalent

o the Young’s experiment, resulting from the controlled interference

f two self-generated plane-waves propagating with different wave-

ectors. The particular wave-vectors are customized by easily changing

he distance between generated split-lens centers. By adding different

ray-levels to one of the two propagating beams, the corresponding in-

erference fringes pattern is shifted. From those displacements, the av-

rage phase-voltage look-up table of the examined LCD can be easily

alibrated. Note that as the calibrating method is based on an inter-

erence scheme, this method is valid to provide the phase-modulation

urve of LCDs even in presence of significant time-fluctuations of the
153 
hase [14] . The second method (micro-lens array) allows generating a

ight-spot distribution at the focal plane, containing information of the

CoS flatness. By spatially shifting the lens scheme addressed on the

tudied LCoS, the full screen area is scanned. 

The method was experimentally validated by studying a particular

CoS display. The two-above stated schemes were experimentally imple-

ented and the obtained results were discussed. We studied the influ-

nce of some split-lens control parameters in the resulting phase-voltage

urve error, this allowing us to tune those parameters to obtain an opti-

al configuration. In addition, the experimental LCoS profile was also

etermined. From this obtained information, the validity of the method

as tested by experimentally correcting the LCoS aberrations. Experi-

ental results demonstrate a linear phase-voltage response of the cal-

brated LCoS, ranging from 0 rad up to ∼6.28 rad. Moreover, the LCoS

creen measurement showed a quadratic profile. By using our method,

his screen aberration was corrected by 95%. The experimental results

btained, and the feasibility of the proposed technique, guarantee the

otential of the optical method to be applied for LCoS displays calibra-

ion process. 
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