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In this work we introduce a variant of the Yule-Simon model for preferential growth by incorpo-
rating a finite kernel to model the effects of bounded memory. We characterize the properties of
the model combining analytical arguments with extensive numerical simulations. In particular, we
analyze the lifetime and popularity distributions by mapping the model dynamics to correspond-
ing Markov chains and branching processes, respectively. These distributions follow power-laws
with well defined exponents that are within the range of the empirical data reported in ecologies.
Interestingly, by varying the innovation rate, this simple out-of-equilibrium model exhibits many
of the characteristics of a continuous phase transition and, around the critical point, it generates
time series with power-law popularity, lifetime and inter-event time distributions, and non-trivial
temporal correlations, such as a bursty dynamics in analogy with the activity of solar flares. Our
results suggest that an appropriate balance between innovation and oblivion rates could provide an
explanatory framework for many of the properties commonly observed in many complex systems.
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I. INTRODUCTION

Usually known as Zipf’s law or Pareto distributions,
power-laws and long-tailed distributions are scattered
among many natural systems1. For instance, these dis-
tributions can be found in physics, biology, earth and
planetary sciences, economics and finance, and demog-
raphy and the social sciences. A short list of the sys-
tems where these laws are observed includes the sizes
of earthquakes2 and solar flares3, the frequency of use
of words in human languages4, the number of species in
biological taxa5, people’s annual incomes6 and the distri-
bution of the popularities of game lines in chess7.

Several mechanisms have been proposed for generating
highly skewed distributions with long tails1,8,9. In par-
ticular, the underlying probabilistic mechanism of the
Yule-Simon process10,11 is one of the most studied due
to its simplicity. The Yule-Simon model, originally in-
spired by observations of the statistics of biological taxa,
reemerged in the literature several times. In fact, its
most recent variant, known as preferential attachment,
became one of the most important ideas in the early de-
velopment of the theory of complex networks12. Yule’s
model was introduced to explain the distribution of the
number of species in a genus, family or other taxonomic
group. Later, a more particular version of the model was
introduced by Simon to explain the frequency of words
in literary corpuses, i.e., to explain Zipf’s law. Within
the context of text generation, the Yule-Simon’s model
works as follows. At each discrete time step a new word
is generated with probability p, or an already existing
word is copied with probability 1 − p. This process gen-
erates a text with few words that are very popular and
many others that are barely used. Namely, the popular-
ity distribution of the words generated by this process is
a skewed distribution with a power-law tail of exponent

α = 2+ p/(1− p), meaning that the number ns of words
with popularity s ≫ 1 satisfy ns ∼ s−α.

Another interesting effect that is frequently observed
in empirical systems that display a long-tailed frequency
distribution, is the presence of memory in the form of
long-range correlations13–16 or a bursty dynamics17,18.
These memory effects are not accounted by the standard
preferential growth models7,10,11,19. In order to address
the observed memory effects, Cattuto et al.20 introduced
a variant to the Yule-Simon model incorporating a fat-
tailed memory kernel. The series generated by Cattuto’s
model exhibit temporal long-range correlation which are
missing in the Yule-Simon model21,22. Moreover, it pre-
serves the long-tailed popularity distribution and is able
to reproduce quite well the statistics of tag occurrences
in the collaborative activity of web users21. In a recent
work22 we have shown that the long-range correlations in-
troduced by Cattuto’s model allow to describe the mem-
ory effects observed in the growing process of an exten-
sive chess database. However, this model fails to describe
the inter-event time distribution in the use of popular
game lines by individual players. In other words, Cat-
tuto’s model introduces long-range correlations but fails
to produce a bursty inter-event time dynamics.

Aiming to generate a bursty dynamics, in this work
we replace the fat-tailed kernel of Cattuto’s model by
a finite-sized memory kernel. This modification intro-
duces bursts in the occurrence of sets of words but elim-
inates the long-range correlations, although its charac-
teristic length exhibits a non-trivial finite size scaling.
It also preserves the power-law distribution expected in
Yule-Simon model. However, the distribution exponent
is neither the corresponding for the Yule-Simon model
nor Cattuto’s model.

The article is organized in the following manner. In
section I, we introduce the model with the finite-size ker-
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nel and analyze the emerging lifetime and popularity dis-
tributions. In section II we characterize the memory ef-
fects, such as correlations and burstiness. In section III
we perform an analysis of the kernel state as a function of
the model parameters to understand the phenomenology
of the model, where we establish an analogy with the sta-
tistical mechanics theory of equilibrium system. Finally,
in Section IV we provide a discussion of the main results
of this work.

II. MODELS AND POPULARITY

DISTRIBUTION ANALYSIS

A. Models

The mechanism to generate artificial sequences in pref-
erential growth models is as follows. The process begins
with an initial state of n0 randomly generated words,
or more generally, elements of different classes. At each
discrete temporal step t there are two options: i) to in-
troduce an element of a new class with probability p or
ii) to copy an already existing element with probability
p̄ = 1− p. The way to select the element to be copied in
option (ii) establishes the difference between Yule-Simon
and Cattuto’s model. In the Yule-Simon model every
existing element has the same probability to be copied,
while in Cattuto’s model the probability of copying an
element that occurred at time t − ∆t is given by the
functional form of the memory kernel Q(∆t),

Q(∆t) =
C(t)

∆t+ κC
, (1)

where C(t) is a logarithmic normalization factor and κC

is the characteristic length or memory kernel extension.

The model we introduce in this work is a simple variant
of Cattuto’s model. The difference resides in the memory
kernel, which in our model is defined by a step function:

Q(∆t) =







1

κ
∆t ≤ κ

0 ∆t > κ
, (2)

where κ is the memory kernel extension. We call this vari-
ant of the process Bounded Memory Preferential Growth
model (BMPG model). Fig. 1 outlines the process for
the BMPG model.

FIG. 1. Outline of BMPG model process depicting how an
element is incorporated to the time series at time t. With
probability p the added element is of a new class, i.e., a new
color ball is introduced. With complementary probability 1−p
an existing element is copied, chosen uniformly among the last
elements of the series. Elements that are more than κ time
steps away—the shaded balls in the figure—cannot be copied.

B. Master equation

As a first analysis of our model we describe the dy-
namics of the elements inside the memory kernel. Notice
that, at each time step t, the last element in the ker-
nel leaves the kernel in the next time step. As a conse-
quence, a class of elements may go extinct if the leaving
element is the last of its class within the kernel—e.g.,
the pink shaded balls in Fig. 1. In this context, it is
interesting to study the extinction dynamics of the ele-
ments in the kernel through the analysis of lifetime dis-
tributions. Let Pn(t), (n = 0, 1, ..., κ) be the probability
at time t that a given class of element inside the kernel
has popularity n, and P(t) the vector with components
Pn(t) (n = 0, 1, 2, ..., κ). The probability Pn(t) can be
approached by a discrete Markov chain process, consider-
ing that an element of a class can be copied increasing its
popularity n → n+1, can be removed decreasing its pop-
ularity, n → n− 1, or can be copied and removed in the
same time step keeping its popularity. In the BMPG pro-
cess the older element in the kernel is removed. However,
to derive the Markov chain we make an approximation,
where at each time step we remove instead a randomly
chosen element of the kernel. In this approximation we
derive the following transition probabilities for a kernel
with n elements of a particular class,

Πn,n = (1− p)

[

(n

κ

)2

+
(

1−
n

κ

)2
]

+ p
(

1−
n

κ

)

(n 6= 0),

Πn,n+1 = (1− p)
n

κ

(

1−
n

κ

)

,

Πn,n−1 = (1− p)
n

κ

(

1−
n

κ

)

+ p
n

κ
, (3)

where n = 0, 1, 2, ..., κ. Then, if the probability distribu-
tion is known at time t, the probability distribution at
time t+1 can be computed as P(t+1) = P(t)Π, where Π
is the matrix with elements {Πn,m} in which the no null
elements correspond to m = n, n− 1, n+1 and are given

by Eqs.(3). In particular, using
dP

dt
≈ P(t+ 1)−P(t) =
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P(t)(Π− 1) the master equation can be obtained as

dPn(t)

dt
= Πn−1,nPn−1(t) + Πn+1,nPn+1(t) (4)

−(Πn,n − 1)Pn(t),

where the transition matrix is extended to include the
special cases Π−1,0 = Πκ+1,κ = 0. Expressing the time
in units of κ—i.e., t̃ = t/κ—and rearranging terms, the
master equation can be written as:

dPn(t̃)

dt̃
= b(n−1)Pn−1(t̃) + d(n+1)Pn+1(t̃) (5)

−(b(n) + d(n))Pn(t̃),

where b(−1) = d(κ+1) = 0 and, for the other cases,

b(n) = n
[

(1− p)− (1− p)
n

κ

]

= nβ(n)

d(n) = n
[

1− (1− p)
n

κ

]

= n(p+ β(n)). (6)

Here β(n) = (1 − p)(1 − n
κ ). When β is constant this

master equation corresponds to a Galton-Watson pro-
cess23. However, since the number of states is bounded
in our model—i.e., the popularity inside the kernel of a
given element cannot overstep the size of the kernel—β
is a decreasing function of n. In fitness landscape mod-
els, it is usually assumed that the total population size
is fixed and determined by the carrying capacity of the
environment24. Then, it is interesting to analyze the life-
time distribution for the elements in the kernel, since
former studies used this kind of approach to model the
lifetime distribution of species in ecologies23. As we will
later show, different regimes arise in the BMPG model
dynamics depending on the value of the product pκ. In
Fig 2 we show the lifetime distributions for the elements
in the BMPG model for three different regimes p > pc,
p = pc, and p < pc, where pc = 1/κ. These distributions,
like all the results shown in this paper, are obtained by
generating sequences of N = 107 elements. In these se-
ries we compute the lifetime of each class of elements g,
averaging over 20 realizations for each value of the pa-
rameters. In the three cases the lifetime of the elements
is distributed according a long-tailed power-law distribu-
tion with exponent ≈ −1.9. This exponent is between
−3/2, which is the exit time of a random walk problem,
and −2, the critical Galton-Watson branching process23.
Furthermore, it has been suggested25 that the lifetimes
of taxa in the fossil record have a highly right-skewed
distribution with a power-law tail with exponents in the
range from −3/2 to −2.
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FIG. 2. Lifetime distribution calculated for the BMPG model
using κ = 500 for p = pc = 1/κ (violet squares), p = 0.01pc
(green circles) and p = 10pc (blue triangles). The lines corre-
spond to power-laws with exponents −1.93 (full line), −3/2
(dotted line) and −2 (dashed line).

C. Popularity distribution

As a further characterization of the model we calcu-
late the popularity distribution P (s) of the generated se-
quences for the BMPG model using various values of the
parameters p and κ. In Fig. 3 (top panel) we show the
results obtained for κ = 100, 300 and 500, where in each
case p = pc = 1/κ. For all calculated P (s) we find that
the distributions are very well fitted by a power-law,

P (s) ∼ s−α, (7)

with α ≃ 3/2, which means that the finite-sized ker-
nel maintains the power-law decay found in the original
Cattuto and Yule-Simon models, but it does modify the
exponents α in a particular form as we will discuss below.
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FIG. 3. (Color online) Top panel: Popularity distribution
calculated for the generated sequences with BMPG model for
κ = 100, 300 and 500, and p = pc. The straight lines cor-
respond to fits of Eq. (7). In all cases the fitted exponents
are α ≃ 3/2. Bottom panel: Popularity distribution calcu-
lated for the generated sequences with the BMPG model for
κ = 100 and p = 0.1pc, pc and 10pc; the full lines correspond
to the estimation in Eq. (11).

In order to analyze the popularity distribution of el-
ements in the BMPG model, we map the generation of
elements of each class to a corresponding branching pro-
cess. A branching process can be associated to a rooted
tree. The process begins with a root node which creates
children, and those children create children of their own
and so on. The number of children that each node gen-
erates is represented by a stochastic variable. Moreover,
each node belongs to a specific generation defined by its
distance to the root node of the corresponding tree. In
the scheme of the branching process, the generation of
elements of a given class in the BMPG model is approx-
imated by the evolution of a corresponding branching
process. Each copy of an element of a given class corre-
sponds to one of the nodes of a rooted tree, except for the
root which corresponds to the first apparition of this class
of elements. In this way, each time the root is copied, a
child of the first generation is born. In a similar man-
ner, if a first generation node of this element is copied, a
second generation child is born and so on.

Each element can have at most κ children, as it can
only be copied while it is inside the memory kernel. In
this process, the probability that a given node has i chil-
dren can be well approximated by a binomial distribu-
tion,

pi =

(

κ

i

)

θi(1 − θ)κ−i, (8)

where θ = 1
κ (1 − p) is the probability that a given el-

ement in the kernel is copied at every time step. In a
branching process ruled by a binomial distribution, each
link in the corresponding tree is generated with proba-
bility θ. Since the number of links in a tree is s − 1,
where s is the number of nodes or elements, then the
probability of generating s− 1 links is θs−1. The number
of missing links to complete a κ-ary tree with s internal
nodes is κs − (s − 1), where internal means nodes that
are not leaves. Then the probability that this process
generates one particular κ-ary tree with s internal nodes
and κs − (s − 1) missing links is26 θs−1(1 − θ)(κ−1)s+1.
The number of κ-arys trees with s internal nodes is27,

N (κ)(s) =
1

(κ− 1)s+ 1

(

κs

s

)

, (9)

and then the probability of having a κ-ary tree with s
internal nodes and κs − (s − 1) missing links, or in the
context of the BMPG model an element of popularity s,
is:

P (s) =
1

(κ− 1)s+ 1

(

κs

s

)

θs−1(1− θ)(κ−1)s+1. (10)

Using Stirling’s approximation for κ ≫ 1 and s ≫ 1 we
can obtain the asymptotic behavior of Eq. (10),

P (s) ∼ e−s/s0(κ,θ)s−3/2, (11)

with s0(κ, θ) ≈
κ−1
κ

2
(1−κθ)2 = κ−1

κ
2
p2 .

In Fig. 3 (bottom panel) we show the resulting dis-
tributions P (s) calculated from the generated database
with the BMPG model, together with the theoretical pre-
diction Eq. (11). It can be seen that the theoretical pre-
diction fits very well the distribution calculated from the
sequences generated by the model, when the values of κ
are large enough; this confirms that a branching process
with a binomial distribution is a good approximation in
this scenario. Moreover, when p = pc = 1/κ, the ex-
ponential cutoff of distribution P (s) (Eq. (11)) has the
form s0 ∝ κ2. Therefore, for large values of κ, such as
the ones used in Fig. 3 (top panel), the distribution tends
to a power-law, P (s) ∼ s−3/2, in a wide range of values
of s as observed in the figure.

Finally, we fitted the exponents of the frequency dis-
tribution for different values of the memory kernel exten-
sion κ and the probability of introducing a new element
in the kernel (not shown) and we found that for small
values of p all the exponents α are nearly constant, while
for larger values of p they grow as p increases. As ex-
pected, for p ≤ 1/κ, all exponents have nearly the same
value α ≈ 3/2.
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III. MEMORY EFFECTS

A. Correlations

As we mentioned in the introduction, the sequences
generated in the original Cattuto’s model have long-range
correlations. Since the BMPG model has a finite sized
memory kernel, we do not expect long-range correlations
for the generated time series x[t]. To build the time series
we assigned to each class of elements a random generated
number from a Gaussian distribution22. In order to see
how the correlation length behaves in this kernel, we com-
puted the autocorrelation function C(∆t, t) of the time
series x[t],

C(∆t, t) =
〈(x[t] − µ(t))(x[t +∆t]− µ(t+∆t))〉

σ(t)σ(t +∆t)
, (12)

where µ(t) = 〈x[t]〉 and σ2(t) = 〈(x[t] − µ)2〉 and 〈...〉
means the expectation value. Considering the time series
is stationary, then µ(t) = µ(t + ∆t) = µ0, σ(t) = σ(t +
∆t) = σ0 and the autocorrelation function C(∆t, t) =
C(∆t), which can be computed as

C(∆t) =
1

N −∆t

N−∆t
∑

i=1

x̂[ti]x̂[ti +∆t], (13)

where x̂[ti] = (x[ti] − µ0)/σ0, µ0 = 1
N

∑N
i x[ti] and

σ2
0 = 1

N

∑N
i (x[ti]−µ0)

2. We found that C(∆t) decays ex-

ponentially, C(∆t) ∼ e
−∆t
R , as can be seen in Fig. 4. We

calculated the autocorrelation function for several values
of κ and p = pc = 1/κ and computed the correlation
length R by fitting the exponential decay function. In
the inset of Fig. 4 we show the correlation length R as
a function of κ. As can be seen R grows as a power-law
with exponent γ = 1.9. Fig. 4 also shows the collapse of
the autocorrelation curves when the time is measured in
units of the correlation length R ∼ κ1.9.
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R
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FIG. 4. Autocorrelation function C(∆t) calculated for
sequences generated with the BMPG model for κ =
5, 10, 50, and 100 and p = pc, rescaled by κγ with γ = 1.9. In-
set: Decay characteristic time R of the autocorrelation func-
tion as a function of the memory kernel extension κ. The
straight line corresponds to a linear function fit in log-log
with exponent γ = 1.9.

B. Inter-event time analysis

Inter-event time analysis is common to many natural
phenomena that exhibit memory such as earthquakes2,28,
sunspots29, neuronal activity30 and in several human ac-
tivities22,31,32. In particular, following the analogy we
already established between the occurrence of words in
texts and our temporal series, the inter-event time dis-
tribution can be analyzed in a similar manner than in
texts17. All the elements in the sequence have a corre-
sponding time of occurrence. Given an element of class
g of the time series, t(g)(j) ∈ {1, 2, ..., N} corresponds to
the time of the j-th occurrence of g. Accordingly, the
j-th inter-event time of a particular element g is defined
as:

τ
(g)
j = t(g)(j + 1)− t(g)(j), (14)

If s(g) is the total number of occurrences of g in the gen-
erated series, i.e., its popularity, then we can estimate the

average inter-event time as 〈τ (g)〉 ≈ t
(g)
l /s(g), where t

(g)
l

is the lifetime of the elements of class g, which is usually
called the Zipf’s wavelength of word g in text analysis17.
For simplicity, let us write τ instead of τ (g) and also in-
troduce the probability density f(τ) of inter-event times
for any particular class of elements in the series.

A bursty dynamics is characterized by a sequence of
short periods of high activity followed by long periods
of low activity33. The presence of burstiness in a time
series can be studied through the probability distribu-
tion of inter-event times f(τ), where any departure of
f(τ) from an exponential distribution may indicate the
existence of memory in the inter-event time process. For
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instance, in the case of words in a text a deviation is ob-
served, which is usually well described by the stretched
exponential distribution, or Weibull function17,

f(τ) =
β

τ0

(

τ

τ0

)β−1

e
−( τ

τ0
)β
. (15)

For this distribution 〈τ〉 = τ0Γ(
β+1
β ), where Γ is the

Gamma function and 0 < β ≤ 1. If β = 1, burstiness
is not present, as is the case for the generated series with
Cattuto’s or the Yule-Simon’s models22. On the other
hand, 0 < β < 1 is an indicator of the presence of bursti-
ness and, as the value of β approaches zero, the appari-
tion of bursts in the time series increases. A more clear
indication of burstiness comes when the distribution of
inter-event times is described by a power-law,

f(τ) = Aτ−η, (16)

where the degree of burstiness is characterized by the
exponent η of the power-law; the lower the exponent, the
more bursty the dynamics is.

Finally, the presence of burstiness in empirical systems
can also be characterized by calculating the coefficient of
variation στ/〈τ〉, where στ is the standard deviation of
the inter-event times. Using this coefficient we compute
the burstiness parameter B as33,

B =
(στ/〈τ〉 − 1)

(στ/〈τ〉+ 1)
=

στ − 〈τ〉

στ + 〈τ〉
. (17)

This parameter is greater than zero for a bursty dynamics
and lower than zero when the dynamics becomes regular.
When B = 0 there is neither burstiness nor regularity
like, for instance, in a Poisson process.

Using the approaches described above, we analyze the
inter-event time dynamics, i.e. burstiness, of several el-
ements in series generated by the BMPG model. First
we define the level of activity of a given element g as
the inverse of the Zipf’s wavelength, as ag = 1/〈τ (g)〉

where 〈τ (g)〉 is the mean inter-event time of this element.
Then, analyzing the time series we found that, on aver-
age, the activity of the elements depends on their pop-
ularity through the following relation a ∼ s1/2, i.e., the
most active elements are also the most popular. Sec-
ondly, we analyze the inter-event time distributions for
different sets of class of elements. Each set is built by
aggregating elements with decreasing order of popular-
ity until reaching a specific number of total inter-event
times. In this way we construct four sets of ∼ 2 × 106

inter-event times with decreasing level of activity.
In the top panel of Fig. 5 we show the distribution

of inter-event times f(τ) for the most active set, using
κ = 500 and three different values of the parameter p
(p = 0.1pc, p = pc, and p = 10pc). As can be seen, f(τ)
has a power-law tail in the three cases with an exponent
η = 3, which indicates a clear presence of burstiness.
For p = pc the whole distribution is well described by a
power-law. However, the deviation of p from pc affects

the distribution for short times. At p = 0.1pc the series is
homogeneous, i.e. composed almost entirely of elements
of a single class, increasing the number of shorter inter-
event times. As p increases (p = 10pc), the number of
different classes of elements also increases and the inter-
event times are longer, resulting in a flat distribution
for lower values of τ , as can be seen in this figure. We
also observed that, independently of the value of κ used
in the model (not shown), the decay exponent remains
the same. For comparison, in this figure we also show
the inter-event time distribution obtained with Cattuto’s
model for κC = 500 and p = pc and the corresponding
fit using a Weibull distribution with β = 1. As we men-
tioned, in this case the inter-event time distribution is
well explained by a Poisson process.

In the bottom panel of Fig. 5 we show the distribu-
tions of inter-event times f(τ) for κ = 500 and p = pc,
for several classes of elements grouped into subsets cor-
responding to different levels of average popularity. All
distributions present a power-law decay with exponent
η = 3 and collapse when the axes are rescaled by the
factor 〈τ〉 = 〈s〉−1/2, where 〈s〉 is the average of the pop-
ularity of the corresponding subset.

We also calculated the burstiness parameter B for dif-
ferent values of κ and p, using in this case the most active
set; see the inset of Fig. 5 (bottom panel). For all κ there
is a range around κp ∼ 10 where a bursty dynamics is ev-
idenced, while for low values of κp, B < 0, since the series
becomes more regular. As the distribution of inter-event
times for p = pc is a power-law with exponent η = 3, we
can calculate the corresponding values of B for different
values of κ by computing 〈τ〉 and 〈τ2〉 directly from the
normalized distribution, resulting in

〈τ〉 =

∫ κ

1

τf(τ)dτ =
2κ

κ+ 1
, (18)

and

〈τ2〉 =

∫ κ

1

τ2f(τ)dτ =
2κ2 ln(κ)

κ2 − 1
. (19)

With these expressions we computed B (Eq. (17)) for
different values of κ. The results are shown in the inset of
Fig. 5 (bottom panel) as horizontal lines. As can be seen,
the computed values of B coincide with the calculated
values from the generated series with the BMPG model
at p = pc.



7

10−8

10−6

10−4

10−2

100

100 101 102 103

f(
τ)

τ

Cattuto’s model
p=pc
p<pc
p>pc
η=3
β=1

10−10

10−8

10−6

10−4

10−2

102 103 104 105

f(
τ)

 <
s>

−
1/

2

τ/<s>−1/2

<s> ~ 3 105

<s> ~ 1.5 105

<s> ~ 8 104

<s> ~ 2.5 104

η=3

0.0

0.2

10−1 100 101 102

B

p κ

κ=100
κ=300
κ=500

FIG. 5. Top panel: Distribution of inter-event times measured
in generated sequences with the BMPG model for κ = 500 and
three values of p; p = pc (violet squares), p = 0.1pc (green
circles) and p = 10pc (light blue triangles). We also show a fit
according to Eq. (16) (black full line) for the case of p = pc.
For comparison we show the distribution of inter-event times
for a generated sequence with Cattuto’s model for κC = 500
and p = 1/κC (black empty diamonds) and a fit with Eq. (15)
(grey dashed line). Bottom panel: Distribution of inter-event
times for different levels of activity, rescaled with 〈s〉−1/2 and
a power-law with exponent 3 for comparison. Inset: Bursti-
ness parameter B calculated for the BMPG model for various
values of κ and p as function of pκ; the black vertical line
corresponds to pκ = 1 and the horizontal lines correspond to
the values of B calculated from the distribution f(τ ).

IV. KERNEL ANALYSIS

In order to understand the emergence of burstiness in
finite-sized kernels we analyzed the state inside the ker-
nel in the BMPG model as a function of the model’s
parameters. In analogy with phase transitions, in a first
approach we analyzed the state inside the kernel by defin-
ing an order parameter 0 ≤ φ ≤ 1 as follows,

φ =
1

κ
max

g
n(g)
κ , (20)

where n
(g)
κ is the popularity of the class of elements g in-

side the kernel of length κ. According to this definition,
when the kernel is full of elements of a single class, the or-
der parameter is equal to one. On the other hand, when

all elements in the kernel are of different classes φ = 1/κ,
taking its minimum value. In Fig. 6 (top panel) we show
the mean value of the order parameter as a function of
pκ for several values of the kernel extension κ, where φ
is computed inside N/κ disjoint segments of length κ all
across the generated series (N being the length of the
series), and the mean 〈φ〉 is calculated over all N/κ seg-
ments. One can note that all the curves collapse when
plotted as a function of κp, also it can be observed a con-
tinuous transition from a disordered state φ ∼ 1/κ ≈ 0 to
an ordered state φ ≈ 1 as κp decreases. The inflexion of
the curves that occurs at pκ ≈ 1, suggests of a transition
at this point.

In order to test the existence of some form of criticality
in the transition we estimate the fluctuations of the order
parameter by computing the variance σ2

φ = 〈φ2〉 − 〈φ〉2.
The variance as a function of pκ shows a peak at pκ ≈ 1
—see inset of the bottom panel of Fig. 6— indicat-
ing that fluctuations reach a maximum at the inflexion
point of the order parameter. Since all the curves col-
lapse when plotted as a function of pκ, the magnitude
of the fluctuations is independent of the size of the ker-
nel. Using a heuristic argument we can make an anal-
ogy with statistical mechanics by associating p to the
temperature—since this variable introduces disorder in
the kernel—and the kernel extension κ to the size of the
system. If we think that the probability of introducing
a new element results from an activated process, then
p ∝ exp(−∆E/T ), where ∆E is the activation energy.
From this we obtain, T ∝ −1/ ln(p), or in a simple as-
sumption T = −1/ ln(p) which introduces all the tem-
perature range. In this scheme we can also define the
susceptibility as χ = κ

T σ
2
φ = − ln(p)κσ2

φ. A plot of the

susceptibility χ as a function of T = −1/ ln(p) is shown in
Fig. 6 (bottom panel), where it can be seen that the peak
of the susceptibility grows with the size of the kernel and
is expected to diverge at T = 0 in the thermodynamic
limit κ → ∞, resembling the behavior of, for instance,
the one dimensional Ising model.
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FIG. 6. Order parameter mean 〈φ〉 (top panel) and fluc-
tuations (〈φ2〉 − 〈φ〉2)κ/p (bottom panel) calculated for the
BMPG model for various values of κ as a function of p and
rescaled by pc = 1/κ (Inset).

In the top panel of Fig. 7 we show kernel configura-
tions for the three main states: super-critical (p > pc),
critical (p = pc) and sub-critical (p < pc). In the sub-
critical state, the kernel is full with elements of the same
class (φ ∼ 1), in the super-critical there are many ele-
ments coexisting in the kernel with similar weights and
in the critical case one can distinguish the most popu-
lar element by inspection. Finally, a better description
of the fluctuations of φ in the kernel can be obtained
by calculating the distribution of the order parameter.
We computed the distributions at the point where the
fluctuations are maximum, i.e. p = pc = 1/κ, for sev-
eral values of κ. In the bottom panel of Fig. 7 we show
these distributions corresponding to κ = 100, 300 and
500. The distributions do not depend on the value of κ
and broaden around φ = 0.5, further confirming the re-
sults obtained when measuring the variance. In the inset
we show distributions for the sub-critical case p < pc and
the super-critical case p > pc for the case of κ = 500 with
p = 0.1pc and p = 10pc. Both distributions are narrow,
the first one is peaked close to 1 and the second one close
to 0, as expected.
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FIG. 7. (Color online) Top panel: kernel configurations for
the super-critical (p > pc), critical (p = pc) and sub-critical
(p < pc) states. Bottom panel: Order parameter distribution
calculated for the BMPG model for various values of κ in
the case of p = pc. Inset: Examples of the order parameter
distribution in the case of p > pc and p < pc.

The distribution of elements inside the kernel can be
studied by computing the kernel entropy

S = −
∑

g

n
(g)
κ

κ
ln

(

n
(g)
κ

κ

)

, (21)

where, as before, n
(g)
κ is the popularity of the g-th class

of elements inside the kernel. In Fig. 8 we show the mean
value of the entropy, µS (top panel) and its fluctuations,
σS (bottom panel), as a function of pκ, and for several
values of κ. Similar to what was observed for the order
parameter, all the entropy curves collapse when plotted
as a function of pκ. The variance of the entropy behaves
as the fluctuations of the order parameter, reaching a
maximum value at p ∼ pc, also indicating the existence
of a transition. However, it seems to increase with the
size of the kernel. The entropy fluctuations are related
to the presence of burstiness, since they imply that the
rate at which an element is copied is a varying quantity.

It is interesting to note that the bursty activity of so-
lar flares has a distribution of inter-event times with a
power-law tail with exponent ∼ 3, in accordance with the
results of BMPG model. The distribution of solar flares
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has been satisfactorily explained using a time-dependent
Poisson process that results from the superposition of
piecewise-constant Poisson processes34. Within this ap-
proach, the process is decomposed in time intervals, in
which the inter-event time is consistent with a constant
rate Poisson process. In analogy with solar flares, the
copy rate of a given class of elements varies in the BMPG
model when it is near the transition, as evidenced by the
fluctuations of the entropy and the order parameter. The
mentioned mechanism is robust against variations of the
distribution of Poisson rates. Hence, it can be easily
adapted to explain the distribution of inter-event times
of the BMGP model.
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FIG. 8. Entropy mean µS (top panel) and fluctuations σS

(bottom panel) calculated for the BMPG model for various
values of κ as a function of pκ.

V. DISCUSSION

In this work we have studied and characterized a pref-
erential growth stochastic model with a bounded mem-
ory kernel. Specifically, we have modified the Yule-Simon
stochastic process by introducing a finite-sized memory
kernel of extension κ and called this model the Bounded
Memory Preferential Growth model (BMPG model). We
studied several statistical properties of the series of ele-
ments generated by BMPG model using numerical sim-
ulations and standard tools from stochastic processes.

We found that the lifetime distributions of the different
classes of elements in the series follow a power-law. We

derived the master equation that rules the probability of
having n copies of a given class in the kernel at time t
and we found that this equation is similar to the ones pro-
posed for models of species lifetime in ecologies23, which
consists in a birth and death process. Moreover, the ex-
ponents of the obtained distributions from the BMPG
model, ∼ 1.9, are in the range of the reported in empiri-
cal systems25.

The BMPG model also generates elements whose pop-
ularity is distributed according to a power-law. This is
in accordance with the highly skewed and long-tailed dis-
tributions found in the original Yule-Simon model and in
the modified version introduced by Cattuto et al., which
includes a long-tailed memory kernel. In particular, the
exponent of the distribution (3/2) in the case of the finite-
sized kernel can be explained in terms of a branching
process ruled by a binomial distribution, where the max-
imum number of children each node can have is equal to
the size of the kernel. This approach works well for large
enough kernels and also is able to explain the exponen-
tial cut-off observed in the distributions obtained with
our model.

As expected, the correlations observed in the series of
elements produced by BMPG model are short-ranged,
unlike the long-range correlations observed in Cattuto’s
model. However, the correlation length in the finite-sized
kernel grows nearly quadratically with the kernel exten-
sion.

An interesting effect observed in the presence of a
finite-sized kernel—that is not observed neither in the
Yule-Simon model nor in Cattuto’s model—is that the
tail of the inter-event time distributions of elements of
the series, with a defined level of activity, decays as a
power-law with exponent ∼ 3 and is independent of the
activity level of the pool of elements. This means that the
generated sequences of a pool of elements show bursts of
activity followed by periods of latency, at least for a given
range of the model parameters. Moreover, the inter-event
time distributions collapse when rescaled by the level of
activity of the pool of elements and, in this respect, we
also found that the level of activity increases with the
popularity of the elements in the series. The burstiness
parameter is greater than zero in a range of the model’s
parameters, reinforcing the evidence of the presence of
burstiness in the generated series. The mechanism of
this bursty dynamics can be associated to a superposi-
tion of Poisson processes with a particular distribution of
rates, in particular this mechanism was used to explain
the inter-event time distribution of solar flares34 that,
like in BMPG model, is distributed by a power-law with
exponent 3. In contrast, our previous studies of the Yule-
Simon and Cattuto’s models showed that the inter-event
time distribution is well explained by a Poisson process
with a single rate22.

To explain the presence of the bursty dynamics in the
sequences generated by the BMPG model, we character-
ized the state of the memory kernel defining an order
parameter that measures the occupation ratio of the ker-
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nel by the most popular class of elements and, also, as a
measure of the distribution of classes of elements inside
the kernel, we computed the kernel entropy. Studying
the mean value and fluctuations of the order parameter
and the entropy, we found that the state of the kernel
goes through a transition from an ordered state (low val-
ues of p) to a disordered state (high values of p) and that
there is a critical point at p = pc = 1/κ where the fluc-
tuation of both quantities are maximum. Particularly,
entropy fluctuations can be closely related to the emer-
gence of burstiness in BMPG model, since it implies that
the rate at which an element is copied is a varying quan-
tity. Moreover, since all the curves collapse when plotted
as a function of pκ, the magnitude of the fluctuations of
the order parameter and the entropy result independent
of the size of the kernel.

Finally, in complementary results not shown in this
paper, in which we repeated all the analysis using
an exponential short-ranged memory kernel Q(∆t) =
1
κe

exp(−∆t/κe) with decaying rate κe, we found simi-
lar behaviors for the popularity and inter-event time dis-
tributions to those obtained with the finite-sized kernel.
This suggests that these statistical properties are inde-
pendent of the specific functional form of the memory
kernel, depending instead on how fast the distribution
decays, i.e. on the asymptotic behavior for large ∆t.
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