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The ever-growing adoption of smart mobile devices is a worldwide phenomenon that positions smart-
phones and tablets as primary devices, i.e., that people mostly use. In addition to this, the computing
capabilities of such devices, often under-utilized by their owners, are in continuous improvement. Today,
smart mobile devices have multi-core CPUs, several gigabytes of RAM, and the ability to communicate
through several wireless networking technologies. These facts caught the attention of researchers who
propose to leverage smart mobile devices aggregated computing capabilities for running resource inten-
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M())}bile cloud computing sive software at the edge of the network. Such idea is conditioned by key features, named singularities
Edge computing in the context of this work, that makes smart mobile devices resource exploitation a difficult problem.

These are the ability of devices to change location (user mobility), the shared condition -i.e., non-dedicated
nature- of resources provided (lack of ownership) and the limited operation time given by the finite energy
source (exhaustible resources). In this paper, we provide an in-depth analysis of proposals materializing
this idea. We show that (a) existing approaches differ in the singularities combinations they target and
the way they address each singularity through novel taxonomies, and (b) this fact makes them suitable
for distinct goals and resource exploitation opportunities also schematized in this paper. The latter are
represented by real life situations where resources provided by groups of smart mobile devices can be
exploited, which in turn, are characterized by a social context and a networking support used to link and
coordinate devices. The behavior of people in a given social context configure a special availability level
of resources, while the networking support imposes restrictions on how data/computational tasks are
distributed and results are collected. We conclude our analysis by discussing strong/weak points of the
approaches and by identifying prospective future lines in the area.

© 2018 Elsevier B.V. All rights reserved.

Smart mobile devices
Resource-intensive applications
Resource allocation

1. Introduction memory and storage space, a variety sensors, a high resolution

screen and cameras, and multiple wireless data transferring inter-

With the evolution of the semiconductor industry, cellphones,
which were used mainly for communication and Internet access,
were progressively equipped with more and more powerful com-
ponents. CPUs with multiple cores, GPU, several gigabytes of main
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faces are assembled in what is commonly known as smartphone.
Tablets are smartphone-like devices equipped with higher screens
and usually less communication technologies. Because of the rich
capabilities derived from the combination of all aforementioned
components, smartphones and tablets are commonly called Smart
Mobile Devices (SMDs). This acronym as well as “device” and
“node” will be used interchangeably in the rest of the document
to refer to such type of devices.

Every new SMD generation surpasses the previous one, or
even previous generations of personal computers, in respect to
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type of applications they can execute. Such capability has been
welcomed and exploited in professional areas including, but not
limited to, healthcare [ 1-3], engineering [4], civil construction [5]
and agriculture [6], which rely on mobile applications as a cheap
approach to aid in-situ professional tasks. The existence of the
BOINC for Android application is another example that evidences
the power of SMDs computing capabilities, in this case related to
scientific research. Applications like these make heavy use of SMDs
computing resources — CPU, GPU, memory - to execute pattern
recognition, image and signal processing techniques, complex nu-
merical methods and machine learning algorithms.

Despite SMDs are powerful enough to execute such applica-
tions, the limited energy might prevent applications from ter-
minating successfully, or executing with the user desired QoS.
Notably, offloading [7,8] is a technique which aims at mitigating
such limitations by delegating the execution of certain application
software components to remote resource rich infrastructures like
Clouds, a paradigm known with the name of Mobile Cloud Comput-
ing (MCC) [9,10]. MCC research endeavors have been focused on
the study of software architectural features of mobile applications
to ease the delegation of code execution [11], study decision mak-
ing components for evaluating energy efficiency of local (mobile)
versus remote (Cloud, Cloudlet) component execution. It is also
challenging to achieve a seamless usage of remote resources [12]
considering, for instance, SMDs connection quality while moving
through different Cloudlets [13].

Aware of SMDs energy constraints, and at the same time con-
scious of the worldwide popularity and the continuous improve-
ment of SMD computing capabilities, alternative research lines
consider SMDs as first-class computing providers. More specif-
ically, instead of using resource-rich infrastructures to mitigate
SMDs’ individual limitations, such alternative efforts are aligned
in understanding how heterogeneous resources of a group of
SMDs can be collectively exploited to execute resource intensive
software. The initiatives which aim at studying and evaluating
technical aspects concerning the integration of SMDs into dis-
tributed and high performance computing platforms [14-18], are
examples of such efforts. Other efforts in the same line envision
local collaborations among nearby SMDs to accomplish delay-
sensitive tasks and/or as a way of augmenting SMDs individual
capabilities in cases where accessing remote computing resources
is not a convenient or viable option [ 19-21]. Moreover, since SMDs
might be close to “things” that produce/sense data, frameworks
for executing in-the-field applications which aim at scavenging
SMDs’ computing/communicating resources are also studied in the
context of IoT applications [22-24]. Taking advantage of SMDs’
resources locally would help to alleviate the usage of power-
hungry servers and reduce the injection of enormous amounts of
data traffic to the Internet.

For coordinating the usage of resources in a group of SMDs, it is
necessary to adopt an underlying networking support, i.e., typically
an ad-hoc[25,26] or an infrastructure-based [27] network. Besides,
to make an effective use of the available resources, it is necessary
to provide a resource allocation (RA) mechanism designed to deal
with resource heterogeneity and dynamic availability not quite
present in traditional distributed computing environments [28-
31], which poses challenges. These challenges, which stems from
the ability of SMDs to change location, their non-dedicated nature
of resources and the limited operation time imposed by the finite
energy supply, hereafter SMDs’ singularities, are developed in Sec-
tion 3.2.

In this survey, we describe, analyze and classify RA mecha-
nisms that consider SMDs as first-class computing providers. Our
vision to classify works comprises an original multi-singularity
driven study that we propose as starting point framework for
organizing current and future RA efforts in the area. As discussed

in Section 3.2, SMDs singularities represent underpinning views
for the design of RA mechanisms aiming at exploiting SMDs re-
sources. Providing that these concepts can be more or less present
in different social contexts, where groups of SMDs are expected
to be found, a first-cut categorization and the notion of resource
exploitation opportunity is introduced.

In the literature, several RA mechanisms targeting the exploita-
tion of computing resources of SMDs have been proposed. These
mechanisms are somewhat focused on the challenges posed by one
or two but not all of the singularities. Based on this, we propose
a first-cut classification of works and relate the influence/non-
influence of a singularity to the notion of resource exploitation
context. We conceive the latter as an abstract concept where the
dynamics of a social context, the characteristics of a networking
support and the requirements of a compute-intensive software
confluence. We take advantage of this first classification to de-
scribe aspects of RA works that are not discussed in any other
section of the survey.

A second-cut analysis of works shows how singularities -
i.e,, the challenges associated - are addressed. We identified RA
mechanisms which rely on specific information and/or propose
concrete actions from the RA logic to deal with a singularity, so
we tagged them as aware of the singularity. Other mechanisms,
by contrast, provide an evaluation of inherited/classical RA mech-
anisms under experimental scenarios associated to a singularity,
e.g., nodes movement. We tagged these efforts as evaluated for a
singularity. Both types of works, i.e., aware of and evaluated for a
singularity, adopt an implementation scheme for reproducing the
experimental conditions associated to a singularity. We identified
in-vivo and simulated methodologies related to this concern.

Our three-singularity driven study delineated to classify works
aims at being an starting point framework for organizing current
and future RA efforts in the area. The rest of this document is
structured as follows. The next section positions the contributions
of this survey in light of other surveys already published in related
research areas. Section 3 describes preliminary notions related
to the RA problem in groups of SMDs - in this survey mobile
Grids -, including a conceptual overview of the most typical
forms of connecting SMDs and the singularities that characterize
resource provision with SMDs. Section 4 describes the state-of-
the-art RA mechanisms classified according to the combination of
singularities they address. Section 5 steps into details about how
singularities have been addressed by existing RA works through
novel taxonomies and concludes with a discussion that relates
the efforts aligned with each singularity, the type of networking
support used and the evaluation methodology employed. Section 6
lists future directions that researchers in the area would need to
consider. Section 7 exposes the conclusions of the survey.

2. Related works and contribution

Mobile-oriented Cloud architectures and technologies un-
doubtedly play a very important role in practice due to the massive
adoption of mobile devices by users worldwide. From the industry
side, the synergy between mobile and Cloud technologies has pro-
duced brand new Cloud provisioning models for supporting mobile
application development and deployment, such as mobile backend
as a service (MBaaS). MBaaS essentially identifies Cloud services
which are commonly needed by Web and mobile applications such
as data storage, identity and access management, synchroniza-
tion, push notifications, access to third-party services - e.g. so-
cial networks - via API gateways, and so on. From an academic
perspective, the Mobile Cloud Computing (MCC) paradigm [10]
has been proposed as a way to augment mobile devices - and
hence deal with their inherent limitations - with remote resources
located in the Cloud. To this end, MCC combines advances from the
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areas of mobile computing, cloud computing and wireless/fixed
networks so that rich applications can be seamlessly and efficiently
“executed” in mobile devices via the actual execution/processing
of computations/data on remote Cloud resources. These rich appli-
cations might include for instance speech recognition, augmented
reality, and many more.

Naturally, MCC is not free from research challenges. Perhaps
the most evident one and the closest to the purpose of this sur-
vey is how and when to move computations/data from mobile
devices to remote resources while maximizing application execu-
tion performance and energy saving. This problem is referred as
offloading [10,32] or cyber-foraging [33]. At its core, the problem
involves approaches to properly analyze under which situations
using offloading is reasonable or not. The canonical model for
evaluating the trade-off between computing locally or remotely
takes the execution time of the computation to be performed (TE),
the amount of executable code and input data to transmit (DT), the
number of bytes used to receive the result (DR), the transmission
bandwidth (BW) and the bandwidth of the reception network (BR).
Then, Toftoading = o + 28 4 TE shows that offloading is convenient
when the estimated execution time on the mobile device is higher
than Tofﬂoading [33]-

Literature evidences many research efforts proposing elabo-
rated offloading techniques to cope with several aspects of the
problem. For example, taking good offloading decisions depends
on various parameters, namely application characteristics, net-
work conditions, hardware features and target operating systems.
Then, the survey in [34] discusses existing techniques to deal
with variations in these parameter values by designing effective
offloading solutions that can adapt gracefully to changes. The
survey in [35] focuses on analyzing offloading techniques from
the perspective of speedup (computing speed gains) rather than
energy saving in mobile devices. Moreover, another recent survey
reviews Cloud-based frameworks for seamless execution of mobile
applications on the Cloud [12], i.e., techniques allowing users to
augment mobile device capabilities with as little user involve-
ment, interaction and distraction as possible. Challenges involved
are transparent Cloud discovery, service selection and application
components deployment.

Traditional MCC was somewhere in the middle of the path
claimed to be insufficient for many latency-sensitive applications
and very large number of (mobile) client devices, such as critical
IoT services. Motivated by this fact, researchers from Cisco intro-
duced in 2012 the Fog Computing paradigm [36]. Fog Computing
focuses on providing highly-scalable infrastructures for latency
and location-aware applications, where geographical distribution,
mobility and software/hardware heterogeneity prevail. While Fog
Computing can be viewed as a special case of MCC, it represents
at the same time an evolution of the latter since a distinctive
aspect is the ability of augmenting mobile (e.g., laptops, smart-
phones, tablets, wearables) and wireless devices (e.g., sensors)
with processing/storage resources in their proximity in network
topology terms. Indeed, several flavors of this idea, including
micro-data centers, cloudlets and Fog Computing itself, follow
the Edge Computing model [37], by which data/computations are
processed using computing resources located at the edge of the
network - accessible through wireless protocols - and optionally
using remote resources in the Cloud. As Edge Computing is far more
recent, literature reviews are scarce compared to MCC. Particu-
larly, [38] reviews the security treats inherent to Fog Computing
environments and delineates potential solutions. The most recent
survey found [39] discuss Edge Computing approaches aimed at
designing offloading strategies for mobile clients, and bases the
analysis in three dimensions: offloading decisions, resource allo-
cation and mobility management. Unlike this work, [39] suggests
the possibility of using mobile devices as destination for offloading

computations/data, but the survey is focused on techniques aug-
menting mobile clients via fixed computing resources (e.g., local
servers and computer clusters).

Table 1 provides a high-level comparison of MCC and Edge/Fog
Computing. MCC aims at augmenting mobile clients using
Internet-accessible computing resources (higher network laten-
cies), while Edge/Fog Computing brings resources close to the
client (lower network latencies). Moreover, Edge/Fog Computing
aims at primarily exploiting local resources and optionally Cloud
computing nodes, thus introducing the idea of resource hierar-
chy [39] for handling computations and data. In either paradigms,
particularly, the role of SMDs is exploiting external resources to
circumvent their inherent limitations.

Moreover, the last row of the Table represents a complementary
form of Edge/Fog Computing by which computations/data can
be offloaded to nearby SMDs as well. This idea, termed “Dew
Computing”' by some researchers [40,41], conceives SMDs as hav-
ing a dual role by which they both exploit nearby and remote fixed
resources, and also offer their own resources (CPU cycles, storage
and even sensors) to other clients. To the best of our knowledge,
there are no surveys published in the topic, and hence this is the
first work reviewing techniques focusing on resource allocation
using SMD as computing resource providers in Edge Computing.
Our review is guided by a characterization of the singularities of
SMDs compared to fixed computers, the challenges these singu-
larities pose to addressing resource allocation in Edge Computing
environments, and the approaches proposed in this line so far.

3. Preliminary notions

Resource allocation is a central theme in distributed computing
environments since it determines the effectiveness with which
resources are utilized for accomplishing computational tasks (from
now on simply “tasks”). Broadly, resource allocation is described as
a decision-making process of allocating resources to tasks. In the
literature, this general process have been referred as scheduling,
task mapping, matchmaking, task distribution, resource schedul-
ing, resource selection and resource provision. However, along this
survey we will refer to it as resource allocation. Moreover, a task,
also called job, is an atomic computation whose execution starts
and finishes on the same node.

In distributed computing environments like clusters, Grids or
Clouds, RA is performed via wired links, because resources are
provided by fixed machines connected through wired interfaces.
However, when considering arrangements of SMDs such RA pro-
cess occurs via wireless links. Section 3.1 provides details of the
typical forms of arranging SMDs adopted by the state-of-the-art
RA proposals. With regard to resources, SMDs provide context
sensitive, communication and computing capabilities [42]. Indi-
vidually, none of these capabilities are exclusively found in SMDs.
For instance, wireless communication and sensing capabilities are
found in wireless sensors, and many RA mechanisms have been
proposed for exploiting such capabilities, specially in the sensor
networks research area [30,43]. The same occurs with SMDs com-
puting capabilities, since these are not different from those found
in fixed hardware, for which also, many RA mechanisms have been
proposed [29].

Then, if SMDs resources are not distinctive and there are many
works that propose RA mechanisms for exploiting such resources,
an evident question is what makes the process of allocating re-
sources in SMDs networks different from that of allocating re-
sources offered in mobile sensors networks or fixed computers

1 The term stems from the metaphor of how water condensates at different
granularity levels (dew, fog and clouds).



M. Hirsch et al. / Future Generation Computer Systems 88 (2018) 644-662 647

Table 1

Mobile Cloud Computing, Edge/Fog Computing and Dew Computing: Main characteristics.

Paradigm Resource proximity Offloading target SMD role Related surveys
Mobile Cloud Computing Low - Remote Clouds Exploit external resources [10,12,32-35]
Edge/Fog Computing High - Local servers/clusters Exploit external resources [38,39]

- Remote Clouds
Dew Computing High - SMDs Exploit external resources This survey

- Local servers/clusters
- Remote Clouds

& contribute with own resources

Table 2
Reviewed resource allocation mechanisms characterized by networking support.

Networking support RA proposals
Ad-hoc [19,44-52]
Infrastructure-based [53-66]

networks. In short, the reasons are the SMDs singularities de-
rived from their unique mixture of capabilities, constraints and
intended purpose. A detailed explanation of these singularities
is provided in Section 3.2. More explicitly, SMDs are not single-
purpose devices like sensors but multi-purpose devices like PCs.
However, they cannot deliver “infinite” resources like PCs be-
cause, like sensors, they rely on batteries to operate. But, unlike
many kinds of sensors, SMDs batteries support several charging-
discharging cycles, which means that, despite their resources are
not available continuously over time, these are available for several
discrete time periods. Moreover, like PCs, SMDs are used by people,
which means that they cannot be considered dedicated devices to
purpose-specific tasks anytime, anywhere, as the case of sensors.
However, like sensors, SMDs use wireless networks and the com-
munication is feasible even while they are moving, nonetheless,
such characteristic diversifies the energy costs of maintaining an
active connection and transferring data. Therefore, the dynamic
operation and heterogeneity introduced by the above features pose
new challenges to the resource allocation problem when exploited
resources are provided by SMDs.

3.1. Networking support for coordinating SMDs collaboration

In order to exploit SMDs computing resources, state-of-the-art
RA mechanisms utilize a networking support to acquire knowledge
of resource availability, distribute tasks and collect results. Fig. 1
illustrates examples of the most common networking supports un-
der which these RA mechanisms operate, differentiating between
infrastructure-based and ad-hoc networks. Table 2 complements
Fig. 1 with the distribution of RA works reviewed in this survey
according to the type of networking support adopted.

RA mechanisms assuming infrastructure-based networks ex-
ploit the communication range of dedicated communication hard-
ware, base stations (BSs) like WiFi access points or cellular towers,
to communicate with SMDs. A proxy-based setting is a represen-
tative example of such kind of RA mechanism, which centralizes
SMDs knowledge through a special fixed node, called proxy. The
proxy acts as a gateway to high bandwidth backbones or abstracts
details of SMDs to higher levels of a hierarchical resource organi-
zation [39].

The other type of RA mechanisms operate assuming ad-hoc
multi-hop network that shares similarities with P2P networks with
respect to self-organization, decentralized control capabilities, and
connectivity in highly dynamic environments. Examples of these
type of networks are DTNs, OppNets and MANETSs, where nodes op-
erate as hosts and routers, i.e., they contribute with resources not
only for executing tasks but also for forwarding packets towards
other nodes that might not be within the direct transmission range
of the source node [26]. Ad-hoc networks have been proposed to

support communication where a fixed networking infrastructure is
not available, e.g., in rescue operations after natural disasters [67-
69].

3.2. SMDs singularities

Accurate resource quantification is a crucial feature for an
RA mechanism to be effective. In fact, when resources are very
heterogeneous and their availability dynamically varies, the RA
process becomes complex. Resources provided by SMDs are very
heterogeneous, which results not only from the combination of dif-
ferent hardware models of CPU, GPUs, sensors and wireless radios
that manufacturers include in a single device, but also from the
modes in which some of those circuits are able to operate [70]. For
instance, CPUs voltage and frequency can be dynamically scaled
(DVES) to balance performance and energy consumption.

Besides, another fact that contributes to resource heterogeneity
is the finite energy of SMDs. Dedicated devices with the same hard-
ware but different remaining energy are not expected to provide
the same amount of resources to execute tasks. Supposing that the
amount of resources only depends on the SMD remaining energy,
which in turn is difficult to estimate accurately, then a rank of re-
source quantity could be relatively easy to obtain by ordering SMDs
by their remaining energy. However, when the remaining energy
is not the only different feature of SMDs, i.e., their hardware char-
acteristics also differ, such resources quantification becomes more
complex. This complexity increases even more when considering
that resources availability dynamically changes as consequence of
the multipurpose and non-dedicated nature of SMDs. Below, we
delineate the aspects that contribute to the resource heterogeneity
and dynamic availability - from now on called SMDs singularities —
, which state-of-the-art resource allocation mechanisms acknowl-
edge for the effective exploitation of SMDs:

e User Mobility: It refers to the fact that SMDs location depends
on their owner mobility. It is a singularity that strongly af-
fects the quantification of SMDs communication resources.
The higher delays, error rates and frequent spurious dis-
connections that wireless communication of SMDs presents
when compared to wired communication is, in part, due to
user mobility. In ad-hoc networks, mobility can force the
path to reach a destination node to change during the data
transmission process. This, in turn, alters communication
time, energy spent and intermediate nodes involved [71]. In
infrastructure-based networks SMDs mobility can increase
handoff events, which are an important source of delay in
the data transmission process [72]. Even when path changes
or handoff events do not occur, the signal quality of an SMD
link is altered with the user mobility and that, in turn, affects
the rate of useful data that is being transferred. The user
mobility may derive in connection-disconnection patterns
with regard to, e.g., access points in infrastructure-based
networks or other SMDs in ad-hoc networks. In certain
type of networks, like DTNs or OppNets, the connection-
disconnection patterns, rather than being considered faulty
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Cellular Network

Infrastructure-based networks

MANET

Ad-hoc networks

Fig. 1. Networking support for arranging SMDs.

situations, are treated as normal operation conditions un-
der which resources should be exploited [73]. User mobil-
ity does not only contribute as a source of heterogeneity
when exploiting communication resources, but also when
exploiting sensing capabilities of SMDs. As was pointed out
in a discussion of a participatory sensing survey [74], the
uncontrolled mobility of people is challenging because it
leads to the sensor availability problem, i.e., the rendezvous
among the sensors and the communication infrastructure
may not happen on the time scales best suited to the needs
of applications.

Lack of ownership: It refers to the non-dedicated nature of
SMDs resources, i.e., to the fact that the system or appli-
cation that aims at scavenging SMDs idle resources does
not own the control of resources. In other words, resources
such as CPU time, are shared with SMD owner processes and
applications. Irrespective of the incentives that encourage
owners to offer their SMDs’ resources [75-77], external
tasks are expected not to (heavily) degrade the performance
of owners’ applications or experience. Such scavenging rule
suggests that the actual resources throughput level and
availability differ from the maximum level that the SMDs
hardware is able to deliver. This issue is not exclusive to
SMDs but for desktop PCs of volunteer computing, e.g., the
BOINC and XtremeWeb platforms [78]. However, with SMDs
the non-dedicated issue is brought to foreground because
they are primary computing devices with which people
interact very frequently during the day. For this reason,
resource scavenging should be performed in such a way that
it does not degrade owner’s applications performance to un-
acceptable QoS levels. Besides, careful energy management
must be ensured, i.e., foreseeing future owner interactions.
Exhaustible Resources: It is related to the fact that resources
provided by SMDs are limited by the energy availability of
their batteries. This poses a new challenge to RA mecha-
nisms since finite energy is a new dimension of hetero-
geneity at the moment of quantifying the resources that
an SMD is able to provide. Resource quantification is a
top-priority concern of RA mechanisms [16,79] that target
battery-driven devices. Even when resource exploitation is
planned to occur while SMDs are plugged to the electricity
grid, the scenario is not challenge-free. As shown in [80],
such type of resource scavenging should be regulated so as
to not heavily affect the time that the charging cycle lasts.
Recall from the above singularity (Lack of ownership) that

reserving energy for future owners interactions is important
since SMDs are non-dedicated devices.

From a practical point of view, the impact of singularities on
achieving effective SMD source exploitation may vary from one
resource exploitation opportunity to another. For example, is mo-
bility an issue that should be addressed by the RA when the ex-
ploitation scenario involves stationary SMDs in a place of interest?
Does lack of ownership represents an issue when SMDs to be
exploited are in places where owners are supposed to not interact
with the SMD very frequently? Is energy a primary concern when
SMDs are plugged? In short, a resource exploitation opportunity
involves aspects such as a place, a social context, a timescale,
a type of communication support and tasks whose completion
is performed with a set of SMDs. All these aspects suppose the
existence of a wide variety of resource exploitation opportunities
where some of the singularities may not be a concern that needs
to be fully addressed by the RA mechanism. An example is user
mobility when the SMDs involved are exploited at the same place
during the same time period, like during office hours [53].

Indeed, the fact that most of the current RA proposals target-
ing SMDs as resource providers do not simultaneously address
all these singularities, does not invalidate their contributions. By
contrast, addressing a subset of SMDs singularities relates to the
resource exploitation opportunity these proposals target. For this
reason, and to avoid focusing simply on whether a work address or
not a singularity, this survey delineates a practical categorization
of resource exploitation opportunities based on the importance or
weight of each singularity on the resource exploitation approach
proposed. The categorization serves as a criterion for organizing
current and future RA mechanisms targeting SMDs, as well as to
better appreciate their contributions and facilitate future compar-
isons.

4. Resource exploitation opportunities

SMDs have become the primary computing device carried by
people most of the time. This phenomenon attracted the atten-
tion of many researchers who see in social contexts such as li-
braries [81], university campuses [82], conference rooms [51],
museums [21], or even outdoor public places [83] natural oppor-
tunities for scavenging their aggregated computing capabilities.
There are also researchers [47,66] who differentiate the computing
potential of co-located SMDs in stable, unstable and very unstable,
or equivalent coarse-grained categories, based on their connection
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stability. Other works [49,56], in turn, incorporate the notion of
connection predictability. In [56], a stability spectrum is illustrated
with real life examples where the least stable and predictable
settings are the opportunistic networks [49,51], while the most
stable setting is represented by a set of mobile CPUs mounted in
single chassis [14]. Between these extremes, are settings where
people congregate with its personal devices, e.g., at known time
schedules or during certain time periods, such as in a classroom,
a theater, a museum, while traveling by bus/train, or stopped at
traffic lights, among others.

The computing potential characterization of SMD groups based
on their connection stability covers only communication-related
capabilities of SMDs, and leaves outside aspects concerning the
computing-related capabilities. Given that offloaded tasks to an
SMD share resources with that of its owner, his/her interaction
should be considered for rating the real capabilities. This involves
categorize the computing capabilities by looking at, for instance,
the most used applications, frequency and length of sessions. A
group of SMDs whose owners present high-demand usage profiles
might not render the same computing capability than a group
whose owners present low-demand usage profiles. The first could
be the case of people entertaining themselves with a resource-
intensive game while in a waiting room, e.g., at the doctor office,
an airport, etc. The case of low-demand user profiles may be the
case of students attending motivating lessons in classrooms of
an university campus. In the middle of interaction categorization,
there are clients at a coffee shop, surfing the web or reading an
electronic newspaper.

The heterogeneity that SMDs singularities introduce to resource
quantification should not be analyzed only in terms of social
contexts dynamics. The networking support used to coordinate
resources also affects how singularity challenges are presented.
To illustrate the idea, suppose that it is desirable to employ SMDs
computing resources by exploiting the regularity of people driving
their cars through a highway. Besides, consider that resources
coordination is either through a set of cellular towers placed along
the highway (infrastructure-based support) or through VANETSs
(vehicular ad-hoc networks). With the first coordination support,
by considering SMDs location information, delays in responses can
be mitigated by avoiding schedule data transfers to SMDs travers-
ing areas with high communication latency, e.g., where handover
operations are expected to occur [84-86]. With the second coor-
dination support, the fact that clusters of SMDs move in the same
direction at a similar speed do not negatively affect the established
links, and the treatments of mobility issues are designed for special
cases rather than for normal operation modes.

To acknowledge how complex would be to provide a catego-
rization for measuring the computing potential of SMD clusters,
we do not have to forget the characteristics of the tasks [46] that
an SMD cluster could be in charge of execute. In concrete, a bag
of independent compute-intensive tasks (e.g., number crunching)
might be less affected by disconnections caused by user mobil-
ity than compute-intensive tasks with data dependencies, e.g., a
workflow. While in the first case, the collection of partial results
only would be delayed by interruptions in the communication, in
the second case, the entire application execution can be delayed,
since tasks might not be able to start until the data produced by all
preceding tasks is available. Similarly, tasks with hard deadlines
will be more affected by high-demand usage profiles than tasks
with soft deadlines.

All in all, identifying which singularity/ies need to be addressed
on every possible resource exploitation opportunity would be
impracticable due to the innumerable possibilities of combining
SMDs usage contexts, networking supports and task characteris-
tics. Alternatively, groups of resource exploitation opportunities
can be associated to heterogeneity posed by different singularities

combination. Table 3 outlines the distribution of state-of-the-art
RA proposals for different singularities combinations. UM refers
to user mobility, LO to lack of ownership and ER to exhaustible
resources. The ~ symbol on top a singularity acronym is used
to indicate that the heterogeneity type posed by the singularity
does not characterize the group of resource exploitation opportu-
nities, or equivalently, it is not a concern that affects the effective
exploitation of SMD resources. Then, works placed in a group
with one or more singularities decorated with the aforementioned
symbol, should be interpreted as RA works not able to deal with,
or at least, not evaluated for, the resource heterogeneity type
posed by the singularity. Notice that the resource exploitation
opportunity group where none support for singularities is needed -

~ o~ ~

the LO ER UM combination -, is marked with N/A. It in-
dicates that outfitting RA mechanisms with special logic to cope
with SMDs singularities would not be necessary for effectively
exploiting resources. Moreover, cells filled with the cross symbol
(X)indicate that there are no RA works in the literature addressing
such singularities combinations.

In order to consider an RA proposal as qualified for a type of
resource exploitation opportunity, it should address the hetero-
geneity imposed by the singularities combination. Addressing a
singularity means that specific information, models or parameters
related to the singularity are used to propose and/or evaluate a
theoretical, or practical, resource allocation algorithm. Examples of
thisinclude the application of conditional probabilities and Markov
chains to model connection/disconnection of SMDs within a region
of interest, the usage of GPS location data and remaining battery to
build rankings of SMDs with which weight their reliable/power of
computing capabilities, among others.

As said, a singularity can be addressed from the evaluation
perspective. For instance, there are proposals that do not contem-
plate concrete actions to deal with user mobility, but the perfor-
mance evaluation comprises settings where nodes are configured
to change their location or enter/exit the operation range of the RA
mechanism [19,50,51,60,87].

The next subsections provide details of the surveyed RA mech-
anisms addressing each singularities combination. It worth noting
that the description provided does not aim to be a full characteri-
zation of each work but a highlight of techniques, algorithms and
information related to the singularities combination they address.
Common features of the surveyed works, that complement these
descriptions can be found in the analysis presented in Section 5.

4.1. RA proposals addressing heterogeneity derived from UM_ER sin-
gularities

In [49], the authors provide concrete actions for dealing with
user mobility and resource exhaustion by means of Serendipity, a
system for disseminating tasks in a group of SMDs intermittently
connected through ad-hoc links. They propose three tasks dissem-
ination strategies based on the predictability of future contacts
and the existence of a control channel for coordination. When
future contacts are predictable and there is a control channel (ideal
case), it is proposed a Water-filling greedy strategy that iteratively
chooses the destination SMD for every task that pursues global
minimization of tasks completion time. When future contacts are
predictable but there is not a control channel for coordination, a
Computing on Dissemination (CoD) strategy is used to distribute
tasks opportunistically and tasks time minimization is performed
locally. For the case with least context information, i.e., unpre-
dictable future contacts and no control channel, the authors pro-
posed upCoD, a variation of the CoD strategy. Instantiation of the
strategies are also proposed for increasing the lifetime of par-
ticipant SMDs where the residual energy is considered for tasks
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Resource exploitation opportunities resulting from a binary valuation of addressing SMDs singularities.

LO LO

Ad-hoc Infrastructure-based Ad-hoc Infrastructure-based
R [19,44,47,49,50] [54,60,62] X X UM
ER N/A X X UM
R [46,48,81,87] [56,58] X [64] um
ER [45,88] [59,61,65] X [53,55,57] UM

dissemination. Tasks are assumed to be provided with information
that allow the Serendipity system to determine the execution time
and energy spent in each candidate SMD. The evaluation includes a
set of experiments with a simulation software using real traces and
another set with a prototype implementation of Serendipity that
uses real SMDs, a speech-to-text application and a face detection
application.

In [47], Abderrahmen Mtibaa et al. propose a resource sharing
algorithm for ad-hoc networks where nodes collaborate on the
execution of independent computational tasks. The objective of
the algorithm is to increase network lifetime, i.e., prolong the time
of the first node that fails due to a battery depletion event. The
algorithm considers finite energy of nodes and intermittent con-
nection when offloading tasks among nodes at one hop, and two-
hop distance from the node that initiates the offloading process.
For each task to be executed, the algorithm evaluates the energetic
convenience of delegating it to a neighbor node versus executing
the task locally. The criterion to define such convenience uses
the communication and computation requirements of tasks, the
energy spent by nodes while executing and transferring the task
and the remaining energy of nodes. For dealing with intermittent
connections and before evaluating the energetic convenience, a
check for the existence of communication paths is performed. The
paths should exist to allow the tasks distribution and results col-
lection to happen within the tasks deadlines. The authors assume
that the group of collaborating nodes can be derived from the
analysis of contact duration and frequency information. Once such
group is identified, the algorithm continues with the evaluation of
the energetic convenience. The proposal is evaluated with exper-
iments that include real mobility traces and energy consumption
information derived from real mobile devices.

In [60] the authors propose a service composition mechanism
for negotiating SMDs resources using agents. The focus of the
proposal is on an economic model that rules the requests and
offers of resources, which aims at maximizing the utility of a re-
source allocation by the application of a Lagrange multiplier-based
approach. The resource exhaustion is contemplated by the con-
straint of SMDs finite capacity in the utility maximization problem
statement. The user mobility singularity is not considered in the
approach other than through its evaluation. The authors include
simulation scenarios where SMDs move with a random-walking
mobility pattern with speeds varying between 1 and 20 meters per
second.

In [50], Furthmdiller et al. propose a framework for sharing re-
sources of SMDs. The usage of a resource or group of resources are
offered and consumed by applications as services. A study of sev-
eral service selection criteria is presented with focus on determin-
ing the benefits on extending the battery life of service providers.
The proposed selection criteria use information of service energy
consumption and the remaining charge of devices. Additionally, a
framework to derive the energy consumption model of SMDs is
proposed. Moreover, user mobility is addressed in the same way
as [60], i.e., only through the evaluation of the approach.

In [62], the authors propose and simulate the performance of
an algorithm that predicts SMDs availability by using a physical
availability factor (PAF) and a battery availability factor (BAF) for
scheduling heterogeneous tasks. The authors assumed that SMDs
providing resources are connected to a base station that is part
of the infrastructure of a cellular network. Six adjacent cells of
that network are considered a zone. The resource allocation is
structured in a two-level hierarchy where the first level operates
from the central cell of a zone and hides resources heterogeneity
details to the inter-zone level. The PAF is used to infer SMDs
future location and is determined based on its movement type,
i.e., moving towards and moving apart from the base station, and
the mobility pattern. The movement type is predicted based on
Markov chains, SMDs GPS information and the Haversine formula.
The latter is used to calculate the distance, in this case between
an SMD and a reference base station, taking into account the
curvature of the earth. Moreover, the BAF value is determined with
parameters such as SMDs battery capacity, C-rate, battery power
usage and total battery availability. Authors propose to use both
factors as criterion for measuring nodes availability.

In [19] the authors propose an RA scheme appropriate for local
mobile clouds that assigns tasks to energy efficient processing
nodes with an adaptive probabilistic approach. The proposal is
not aware of exhaustible resources, but the singularity is lightly
contemplated in the evaluation when authors state that SMDs
are initialized with the same battery level. The RA mechanism
operates as follows: for every task, it selects a set of SMDs able
to execute the task within a time constraint determined with
information of SMDs processing capabilities. The definitive SMD
in charge of the task execution is probabilistically selected from
the set of candidates where probability is defined based on the
energy each SMD spent on executing the task. The time constraint
is, in part, defined by the task deadline, which is provided by the
task owner, minus a margin value that is calibrated when tasks
fail. Task failures are detected when tasks cannot be completed
within the owner task deadline and one cause of these failures
is attributed to unpredictable SMDs queuing delays which are
in turn consequence of assignments from multiple source nodes.
The RA mechanism is evaluated in a simulated environment with
stationary and in-movement SMDs settings, varying the number
of SMDs, their computing capabilities, mobility patterns and tasks
requirements. Other variable taken into account is the interval of
topology control messages in the task completion rate.

In [54] the authors present a framework that combine concepts
of quantum computing and binary gravitational search to process
jobs with execution dependencies. The resulting meta-heuristic
(QBGSA) aims at minimizing the turnaround time of jobs. The
exhaustible resources and user mobility singularities are consid-
ered from the fitness function used to evaluate the solutions qual-
ity found in each iteration of the evolutionary process. Precisely,
the fitness function combines a BP (battery power) value and a
MS (mobility score) value. The first is derived from the remaining
energy percentage reported by SMDs, and the second is calculated
using information of the mobility history of SMDs through different
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coverage ranges during a week for office time hours. The perfor-
mance of QBGSA is compared with that of QGA (quantum genetic
algorithm).

In [44], a resource provisioning framework with autonomic
capabilities is proposed for scheduling independent tasks of real-
time in-the-field healthcare applications. The devices are assigned
with roles that relate to their capabilities for computing, sensing
and transferring data. Nodes with the service requester (SR) role
ask for some data to be processed. Nodes playing the service
provider (SP) role sensor data from the environment and/or offer
computing capabilities while a node with the role of arbitrator
(broker) provides resource discovery and allocation services. The
RA logic leverages long-term statistics as a way of managing uncer-
tainty caused by users mobility. Statistical indicators considered
are the average arrival rate of SP nodes and the average times SPs
are connected and disconnected from an arbitrator. Besides, the
novel concept of applications waypoints outfits the RA logic. It is
an aid to mitigate the uncertainty of tasks execution performance
caused by unpredictable SPs resource utilization, inaccurate en-
ergy estimation and tasks completion time. The RA can be tuned
with policies to achieve a minimization of the maximum battery
drain - lifetime maximization of the network —, or minimization of
the applications response time without considering battery drain
QoS maximization —. The policies operate with information of
nodes availability periods as well as performance metrics such
as energy consumption and resources utilization. Provider nodes
voluntarily inform such information to arbitrator nodes.

4.2. RA proposals addressing heterogeneity derived from LO_UM sin-
gularities

In [64], the authors provide some insights on the impact of lack
of ownership and user mobility singularities in the completion
of CPU-intensive tasks. The work proposes an economic model
for resource allocation based on non-cooperative bargaining game
theory. In addition to that, they assess the impact of reducing the
cost of location update (mobility tracking) of SMDs in an IEEE
802.11 mobile Grid architecture by proposing a location man-
agement framework based on the Lempel-Ziv (L778) compres-
sion algorithm. They show that using the data provided by such
framework, the task allocator component, accommodates more
tasks than when such data is not considered. Besides, the work
contemplates the non-dedicated nature of SMDs by considering
non-grid tasks competing for resources. The execution model of
devices is assumed to be a M/G/1 preemptive priority queue where
internal tasks arrival rate can preempt grid tasks.

4.3. RA proposals addressing heterogeneity derived from ER_LO sin-
gularities

In [57], the authors boost the SEAS [89] mobile Grid scheduler
with different job stealing techniques. The way SEAS consider the
exhaustible resources of nodes is by predicting remaining node
uptime from battery drop events. Remaining uptime information
combined with FLOPS and assigned tasks is used to rank SMDs
and decide the most appropriate one for executing a newly ar-
rived CPU-bound task. The job stealing techniques are proposed
as a protection mechanism against unbalanced load produced as
consequence of inaccurate remaining uptime predictions that, in
turn, derive from factors such as workload, network usage and
inaccurate battery sensor of SMDs. Experiments include settings
with dedicated and non-dedicated SMDs. In non-dedicated set-
tings, SMDs CPU are configured to have 30% utilization simulating
an average owner CPU utilization.

In [55], the authors explore several RA mechanisms that use
novel and practical criteria for ranking SMDs. The criteria includes

an enhancement of SEAS [89] that simplifies the way exhaustible
resources are considered, and other alternative criteria derived
from benchmarks, manufacturer battery information and historical
tasks completion time. The SEAS enhancement consist in the usage
of battery state of charge value instead of predicted remaining
uptime in the SMD ranking formula. The change is proposed to
mitigate a cold start effect in the ranking formula. In particular, the
cold start affects the prediction of the remaining uptime, which re-
quires several samples of an SMD state of charge. Until these sam-
ples are available, devices - specifically smartphones and tablets -
are not accurately ranked causing unbalanced task distribution. An
alternative criterion for ranking SMDs is JEC which replaces the
FLOPS component of the E-SEAS ranking formula by a job energy
consumption rate that combines benchmarking information and
battery capacity of SMDs provided by manufacturers. The third al-
ternative criterion called FWC considers historical execution time
of tasks to infer SMDs future performance. All criteria use SMD
state of charge updates to contemplate the resources exhaustion
singularity. Lack of ownership is considered via experiments with
settings of dedicated and non-dedicated SMDs in the same way
as [57].

In [53], a two-phase scheduling approach that uses the SMDs
rank criteria presented in [55] is proposed. The two-phase ap-
proach aims at mitigating unbalanced task distribution caused
from tasks heterogeneity, out of date/inaccurate estimation of
remaining energy and lack of owner interaction control influencing
the availability of CPU cycles. In a first scheduling phase , CPU-
intensive jobs are scheduled in a centralized fashion as soon as
they arrive to the scheduling component, by using practical criteria
to rank SMDs [55]. The second scheduling phase redistributes
load to subexploited SMDs employing decentralized job stealing
techniques where SMDs play an active role in scheduling decisions.

4.4, RA proposals addressing heterogeneity derived from UM singu-
larity

In [48], Shah et al. propose the Two-Phase Resource Alloca-
tion scheme (TPRA) for dealing with the user mobility singularity.
TPRA exploits movements history information of SMDs and wire-
less communication energy consumption properties to distribute
dependent tasks of varying requirements. The first phase aims
at reducing the probability of communication interruptions due
to SMDs mobility. When an SMD needs computing resources, it
broadcasts its next probable location and SMDs willing to provide
such resources in that location reply to the broadcast message. The
next probable location is determined by means of a Markov chain
that stores the history of user mobility patterns. The physical area
where nodes movement is mapped to a virtual grid equal-sized
cells. The states of the Markov chain are the cells while transitions
from one state to other represent the movements of an SMD be-
tween cells. Movements of each SMD between cells is represented
as a probability matrix whose values are updated every time an
SMD moves. The second phase of the RA scheme uses physical
distance information among SMDs to minimize communication
latency of tasks that need to exchange data. In [46], an extension
of [48] called ERRA is proposed, which aims at minimizing SMDs
energy consumption while executing a group of tasks. In ERRA’s
second phase, data dependent tasks are assigned to the heaviest
weight k-devices group, where k is the number of tasks and the
weight of groups is determined with information of the SMDs
transmission power level.

In [58] the authors propose a fault avoidance approach for
scheduling tasks by taking into account dynamic properties related
to communication capabilities of mobile devices. Such properties
are: availability, reliability and maintainability - whose individual
values are aggregated into another single property called effec-
tiveness -, and d-effectiveness - that quantifies users’ movements
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pattern -. Availability is defined as the probability that a device is
operational and/or able to return results which, in turn, depends
on the time period the device is able to provide its resources.
Reliability is the probability that a device performs a task for a
given time period without failures and maintainability is how
quickly a device recovers from a failure. The product of these
properties values results in an effectiveness value which is used to
rank devices. Device A with higher effectiveness value than device
Bis supposed to be available for a longer period to perform tasks, to
operate with less failure probability and to recover quicker when
a failure occurs than device B. D-effectiveness property is the ratio
of effectiveness to the Euclidean distance between the availability,
reliability and maintainability values in the present with regard
to the same value measured in the past. The prediction quality
of d-effectiveness depends on the fact that users exhibit regular
connection patterns w.r.t the same time-of-day and day-of-week.
The evaluation includes the usage of real-life traces from SMDs.

In [56], Habak et al. propose FemtoCloud, a system for schedul-
ing independent hybrid tasks, i.e., with data and CPU cycles re-
quirements. A prototype of the system was implemented for
Android-powered SMDs. The proposal aims at exploiting the com-
puting capabilities of a group of SMDs putting special attention in
the connection periods of SMDs to the controller, a component in
charge of the task assignments. The time at which tasks should
be assigned and results collected are scheduled by two comple-
mentary greedy heuristics that take into account the tasks dead-
line constraints. One heuristic schedules the time and resource
utilization for transferring inputs and executing the tasks. Another
heuristic schedules the appropriate time for SMDs to send the tasks
results. The objective is to achieve the highest amount of useful
computation done. The heuristics efficiency is evaluated through
simulations and real arrangements of SMDs.

In [87] it is evaluated the performance of a set of classical
heuristics and a set of adapted heuristics inspired on the classical
ones for scheduling jobs in ad-hoc networks comprising SMDs.
The evaluation measures tasks/user centric parameters includ-
ing average makespan, average offloading time, average waiting
time and average tasks slowdown, and system centric parameters,
i.e., average resource utilization. The classical or “seminal” heuris-
tics considered in the study are the MET, MCT, MinMin, MaxMin
and Sufferage, while the adaptations which aim at considering
the multi-hop communication and delay affecting jobs and results
transferring are called MinHop, MetComm, MCTComm, MinMin-
Comm, MaxMinComm and SufferageComm. The proposed heuris-
tics are not designed to deal with or take advantage of future nodes
mobility, however, the experimental setup, which is made through
simulation, considers nodes mobility according to a random way
point model in an area of one square kilometer.

4.5. RA proposals addressing heterogeneity derived from ER singular-
ity

In [59], a variant of the economic model proposed in [64] is
presented. It does not consider user mobility related issues, neither
SMDs lack of ownership but contemplates resource exhaustion
when distributing tasks, a singularity that is not addressed in [64].
In the process of resource negotiation, a resource brokering agency
that centralizes the information of SMDs, assigns them a reliability
score. The score is calculated combining information of tasks re-
quirements and SMDs resources capabilities including processing
rate, memory, bandwidth and battery power. The experiments in-
clude a comparison of the proposed RA mechanism against others
of the same authors (Ghosh et al. [64]).

A multi-objective two-step resource allocation approach that
deals with the resource exhaustion of SMDs is proposed in [45].
The first step employs a Non-dominated Sorting Genetic Algorithm

II (NSGA-II) to obtain a set of solutions near to the Pareto-optimal
front. The second step employs the entropy weight and Technique
for Order Preference by Similarity to Ideal Solution (TOPSIS) to
select the best balanced solution that minimizes tasks completion
time and consumed energy. Other constraints considered in the
proposal are tasks user acceptance deadlines, nodes residual en-
ergy and budget. The budget constraint corresponds to a virtual
payment for offered resources that is proposed as an incentive
mechanism for encouraging SMDs collaboration. The proposal is
evaluated with OMMC, a context-aware offloading middle-ware,
that was installed on real SMDs. The experimental scenarios in-
clude different combination of SMDs, heterogeneous tasks and
comparisons with proposals of other authors [49].

In [65], an RA mechanism, named HPSM, targets dependent
tasks and the objective function used to guide node selection,
can be tuned to prioritize the conservation of SMDs energy, to
minimize tasks schedule length or to achieve a balance between
both opposite goals. As HPSM is designed for dependent tasks,
HPSM considers the execution capability of SMDs and communi-
cation bandwidth between them, as well as energy spent during
task execution and results transferring. The RA mechanism has a
compile-time phase where tasks dependencies, represented as a
DAG (Directed Acyclic Graph), are analyzed to determine groups
of tasks that can be executed in parallel. Then, tasks are assigned
with a priority based on amount of input data they require, the
output data they generate, the sum of both amounts of data and
the average computation time of the task on every candidate
SMD. After that, in a node selection stage, by iterating the list of
prioritized tasks, the SMD that minimizes the configured objective
function is assigned with the current task. The cycle is repeated
until all tasks are assigned. A component of the objective function
contemplates the exhaustible resources singularity of SMDs. The
performance is evaluated through simulation and comparisons
against two algorithms named HEFTM and PETSM that are adapted
from HEFT [90] and PETS [91] algorithms inherited from traditional
heterogeneous computing environments, varying the number of
DAG instances generated, number of SMDs and energy consump-
tion rates of SMDs.

In [88], an RA mechanism for prolonging network lifetime in a
collaborative ad-hoc network composed by SMDs is proposed. The
tasks are generated by SMDs that also participate in the execution
of other tasks. The RA decisions are decentralized and hierarchi-
cally organized in clusters. It means that, a task assignment is
firstly evaluated among the SMDs within the scope of the local
cluster where the task execution request is originated. If none of
the SMDs of the local cluster is able to execute it without de-
pleting its battery, the assignment is delegated to an inter-cluster
level where SMDs of other clusters are considered. To compute
the feasibility of an assignment, the RA mechanism considers the
energy required to compute and transfer the involved task. The
evaluation is performed with a system prototype where real SMDs
and Android emulators are involved.

In [81], it is evaluated the effectiveness of applying Work Steal-
ing techniques as decentralized RA mechanism for distributing
resource-intensive tasks in a cluster of SMDs connected through
an ad-hoc network. The experiments are designed to measure
how different parameters, including topology layout, task sizes and
minimum amount of work units exchanged between nodes influ-
ence the speedup achieved in the completion of a task. As a case
study, the authors use the distributed Mandelbrot set generation
to represent the resource-intensive tasks and a cluster of real SMDs
connected via Bluetooth. By looking at the way in which Work
Stealing technique is applied, one cannot say that the RA is aware
of the exhaustible resources of SMDs. However, the fact that the
proposal is evaluated with real devices, i.e., under the effects of real
battery depletion, makes it qualify as a proposal that addresses the
exhaustible resources singularity.
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In [61], the implementation of the Ant colony metaheuristic is
proposed for scheduling applications in an Hybrid Local Mobile
Cloud Model (HLMCM), that is presented as an extension of the
Cloudlet architecture where execution resources are provided by
a cluster of SMDs forming an ad-hoc network. Applications have
varying resource needs that are satisfied with those available at the
HLMCM. The completion of each application is associated with an
utility value for the system and is achieved by consuming varying
resources quantities, available at nodes in finite amounts. The
latter is a constraint denoting the way the RA mechanism addresses
the exhaustible nature of SMDs resources. The RA problem is seen
as an optimization problem that pursues the goal of maximizing
the total utility of the system under the finite amounts of available
resources provided by SMDs.

5. Analysis of how SMDs singularities are addressed

This section analyzes and classifies how SMDs singularities
are addressed by the reviewed RA mechanisms. The analysis and
classification emerge from the works that have been described in
Section 4, and additional ones whose detailed description have
been omitted due to their similarity with such works w.r.t how
they address the singularities, their RA goals and the assumptions
they made.

Table 4 gives a big picture of RA proposals that are in line
with the SMD singularities explained in Section 3.2. One reason
that makes an RA proposal to be considered in line with an SMD
singularity is that it utilizes information in the RA logic to deal
with challenges posed by the singularity, e.g., the current energy
level of a device is frequently used to deal with resource exhaustion
singularity. The other aspect that makes an RA proposal to consider
a singularity is when it represents/includes the singularity within
the experimental variables of the performance evaluation. In the
first case, the RA proposal is aware of a singularity, while in the
second case, it is evaluated considering a singularity. Furthermore,
works that are aware of a singularity are also evaluated w.r.t. that
singularity, but the other way around does not necessarily hold.

5.1. User mobility

As shown in Table 5, works that are aware of user mobility are,
in turn, differentiated in the way they perceive the singularity.
The fact that works such as [46,47,49] perceive user mobility as
beneficial, means that user movements are exploited as opportu-
nities for offloading computations and returning results back to
the source node. These type of works typically target opportunistic
connectivity scenarios [92], i.e., where SMDs contacts occur from
time to time. The focus of such RA mechanisms is on searching
for time-variant routing paths between SMDs, with the aim of
increasing tasks computing parallelism, and in this way reduce
tasks completion time and/or balance energy spent by collaborat-
ing SMDs.

In contrast, works perceiving user mobility as harmful for ef-
fective resource exploitation are [54,56,58,62-64,66]. The fact that
nodes move away from the communication range of the compo-
nent that performs the resource allocation and where results are
forwarded, are seen as an important source of tasks failure. To deal
with this issue, RA mechanisms employ criteria to measure SMDs
service availability, mainly based on historical frequency of con-
nection and disconnection events, length of connection sessions
and/or movement patterns inferred using GPS information. A miss-
ing feature of practical approaches [58,62,66] is that the criteria
used to differentiate SMDs do not consider hardware computing
power, which limits the applicability to groups of homogeneous
SMDs.

Finally, there are works [19,50,51,60,87] that do not propose
concrete actions to exploit user movement but evaluate the per-
formance of the proposed RA mechanisms under user mobility. The
schemes used by these works - and those aware of the singularity -
to implement user mobility are outlined in Table 6.

User mobility is implemented through simulation by following
a synthetic or a trace-based scheme. One type of synthetic scheme
uses movements derived from an artificial mobility model, where
trajectory shape - circular, linear, random -, number of stops, time
between stops and speed range of an SMD are common parameters
used to characterize the model. SMDs are then configured with
a mobility model, an initial location within a 2D plane and a
communication radio. The plane can be associated to the coverage
range of some reference node where the resource allocator logic
resides [60,62] or to an area where SMDs establish ad-hoc links
with other SMDs in their vicinities [19,49,50,87]. The other type
of synthetic scheme adopted by RA works for implementing user
mobility is by representing only connectivity information of SMDs,
i.e., presence/absence of SMDs within regions that are supposed
to be from where the RA logic operates. The connectivity informa-
tion can be represented by probability scores associated to events
of connection and disconnection of SMDs [54,63,66], or through
in/out time intervals [44,56].

The trace-based implementation scheme utilizes data derived
from real SMDs movement. The works that adopt this scheme
are [47,49,51,58]. Traces provide data of SMDs connectivity fre-
quency and duration. When connectivity is with regard to other
SMDs, for example due to people social interactions, the traces
are called encounter traces. Popular encounter traces were those
originated in the Haggle project, the MIT reality mining project
and IEEE Infocom 2006 conference. These, and many others traces
are available from the CRAWDAD website [93]. There are also
individual efforts [49,81] that built custom encounter traces from
the movement study of selected groups of people. When con-
nections are to access points, the traces are called WLAN traces
and represent the SMDs user movements through different APs of
public or private buildings or campuses [94]. An example of this
type of traces is that of the Dartmouth university campus [95] also
available from the CRAWDAD website.

5.2. Lack of ownership

The lack of ownership singularity, understood as the sharable
condition of SMDs resources by different task submitters, including
the SMD owner, has received very little attention by researchers
yet. Resources such as CPU cycles for CPU-intensive tasks or net-
work bandwidth for data-intensive tasks should not be assumed
as dedicated to perform external tasks but shared with owner
processes and applications. One reason for not making such as-
sumption is to avoid overestimating SMDs computing capability.
Provided that SMDs owner processes and applications have higher
priority over resources usage than external tasks, the load that
the former introduce represents a source of heterogeneity that
limits the real resources availability to perform external tasks. By
ignoring the real resources availability, the completion time/rate of
external tasks can be underrated. The other reason is to minimize
the external tasks invasiveness on SMDs owners’ experience. This
means preventing external tasks from overloading an SMD and
causing its battery to be depleted without care of the owner usage
context, i.e., their future needs, the existence of power plugs to
charge the SMD, and/or willingness to share resources on specific
situations. Advocating to a context-aware RA might integrate ideas
from anticipatory mobile computing [96] where SMDs sensing
capabilities are used to infer current SMD owner context, predict
his/her future context and/or events and propose a framework
to advice the user on future decisions. Table 7 outlines the RA
mechanisms aware of and evaluated for the singularity.



654 M. Hirsch et al. / Future Generation Computer Systems 88 (2018) 644-662
Table 4
SMDs singularities addressed by state-of-the-art RA mechanisms.
Singularity Aware Evaluated
Ad-hoc Infrastructure-based Ad-hoc Infrastructure-based
User mobility [44,46,47,49] [54,56,58,62,63,66] [19,50,51,81,87]  [60]
Lack of ownership X [64] X [53,55,57]
Exhaustible resources ~ [44-47,49,50,88]  [53-55,57,59-62,65,89]  [81] X
Table 5
Approaches for addressing user mobility.
Approach Perception of user movement Focus RA works
Aware Beneficial (it is an opportunity to reduce tasks Search for routing paths through SMDs or potential clusters which [46,47,49]
completion time) favor tasks distribution and results collection
Harmful (it is the main cause of task failure) Search for SMDs with good connectivity metrics in respect to the [44,54,56,58,62-64,66]
resource allocator coverage region
Evaluated Add realism to the evaluation of the proposal [19,50,51,60,87]
Table 6
User mobility implementation schemes.
Scheme Description RA works
Synthetic Movement guided by a mobility model [19,49,50,60,62,87]
Movement represented through presence/absence information [44,54,56,63,66]
Trace-based = Movement information derives from real SMDs location changes  [47,49,51,58]
(Encounter traces, WLAN traces)
Table 7
Approaches for addressing lack of ownership.
Approach Focus Objective RA works
Aware Improve external tasks performance Exploiting resources to reduce external tasks failure rates (or increase [64]
tasks completion rates) in presence of resource fluctuation
Evaluated Add realism to the evaluation of the proposal [53,55,57]

There is just one work [64] with focus only on external tasks
performance, which considers resource fluctuation due to user
load. The proposal is fed with the rate at which resources are
consumed/utilized by all tasks running in every candidate node.
Task execution is modeled as a preemptive priority queue where
external tasks compete for computing and bandwidth resources
with other P — 1 classes of tasks that represent owner processes
and applications. From each class of task, the RA mechanism is
fed with task priority, arrival rate and load. This information is
utilized to estimate the queue delay of external tasks on every
node. Given that such information is highly volatile, the authors
plan to study the impact of the refreshing period including network
delay parameters.

As Table 7 shows, there are efforts [53,55,57] that, despite not
proposing specific criteria to deal with resources heterogeneity
associated to the singularity here analyzed, include a preliminary
study of the effect of SMDs owner load on tasks completion rate. In
other words, these efforts consider the influence of the singularity
when evaluating the proposed RA mechanisms. The methodology
used by these works and [64] to implement lack of ownership
features is through simulation, where two schemes were identified
(see Table 8).

In [64], synthetic simulation is adopted, where SMDs processing
capability dedicated to external tasks is modeled as a portion of
the highest processing capability. Such portion does not vary in
time, i.e., fluctuation of CPU or bandwidth while an external task
is executing is not modeled. Different SMDs are associated with
different dedicated portions.

In [55,57], a trace-based scheme to simulate non-dedicated
computing resources of SMDs is utilized. The available computing
power of each SMD is modeled through a non-free, or baseline,
CPU usage profile. The samples of the non-free CPU usage profile

represent the CPU usage changes that indicate a node processing
capability occupied by owner processes and applications, i.e., non-
available for external tasks execution. In scenarios where dedi-
cated processing capability is simulated, the samples carry infor-
mation of the CPU usage changes derived from the OS execution
and fluctuates around [2-10]% depending on the SMD model and
0S version. In non-dedicated scenarios, the CPU usage fluctuates
around 30% representing the CPU usage of an average user who
performs activities such as surfing the Web, checking emails, us-
ing a chat application, among other non-intensive CPU tasks. The
fluctuation is not randomly generated but profiled with an Android
application which runs in background, and can be configured to
hold the CPU usage in a preset level. In [53], the information
carried by a CPU usage trace was improved. The concept of user
sessions with length and time between sessions parameters were
included to reflect a more realistic CPU usage derived from owner
interaction. These parameters were derived from empirical user
interaction models of a third-party study [97].

5.3. Exhaustible resources

Table 9 outlines the RA mechanisms that address exhaustible
resources. The works aware of the singularity are focused either
on a conservative or a greedy resource exhaustion policy. Those
in the first group aim at extending, as much as possible, the time
of the first SMD leaving the network due to battery depletion. In
those works, the concepts of fairness [98] and/or network lifetime
are commonly used to measure the quality of RA decisions. Works
that promote a conservative resource exhaustion can be, in turn,
pure conservative (when the extension of the network lifetime
has top-priority over other criteria used in the RA decisions) or



M. Hirsch et al. / Future Generation Computer Systems 88 (2018) 644-662 655

Table 8

Lack of ownership implementation schemes.
Scheme Description RA works
Synthetic Non-available resources simulated via arrival rate of SMDs owner tasks ~ [64]

Trace-based

Non-available resources simulated via CPU profiles

[53,55,57]

Table 9
Approaches for addressing exhaustible resources.
Approach  Focus RA works
Aware Conservative resource exhaustion ~ Pure [50,88]
Light  [44,45,47,49]
Greedy resource exhaustion [53-55,57,59-61,89]
Evaluated [19,81]

light conservative (when other than the aforementioned criterion,
e.g., completing tasks before the deadline is prioritized).

An example of pure conservative RA mechanism is [88] where
a bottom-up strategy guided by nodes residual energy is used for
assigning tasks. The scheduling logic is hierarchically organized in
a set of interconnected cluster heads, each one in charge of the
local scheduling decisions within their vicinity. The head of the
nodes cluster from where a task is submitted tries to schedule
the task, locally first, within SMDs of the cluster. If no SMD of the
local cluster is able to execute the task with its available energy,
the task scheduling is delegated up to an inter-cluster scheduling
level where the task execution is evaluated by the other cluster
heads of the network. The less affected cluster - in terms of energy
spent - by the execution of the task is assigned with the task.
Other examples of pure conservative approaches are the service
selection strategies called “Fair spending” and “Remaining charge”
presented in [50]. The Fair spending strategy distributes tasks
(service requests) in such a way that each SMD spends the same
amount of energy, while the Remaining charge strategy selects the
SMD whose remaining charge is less affected by the task execution.

By contrast, light conservative RA mechanisms do not have
energy conservation as the top-priority objective but also pursue
a QoS-related objective, e.g., violating as few tasks deadlines as
possible. Examples of these RA mechanisms are [44,45], which
propose multi-objective optimization approaches that aim at bal-
ancing tasks completion within tasks deadlines and maximization
of the minimum residual energy of SMDs. In [47], tasks energy con-
sumption is evaluated on every candidate SMD at one and two hops
distance from the node willing to offload a task. The offloading cost
is compared to the local execution and the option that maximizes
the residual energy and allow the task to be completed within its
deadline is selected. Similarly, the energy-aware offloading version
of the heuristics presented in [49] target the minimization of an
utility function that contemplates tasks energy consumption on
every candidate node and nodes residual energy without ignoring
task deadlines. Notice that in these works, the extension of SMDs
lifetime is considered upon every task assignment, provided this
does not compromise the tasks execution deadlines.

On the other hand, greedy RA mechanisms adopt a resource
exhaustion that is not focused on making the whole distributed
system last longer, but in exploiting resources to achieve the high-
est profit, the highest throughput, or the lowest tasks completion
times. In those cases, RA mechanisms are aware of SMDs resource
availability at the time of evaluating the feasibility of RA decisions.
Examples of this type of proposals are [59,60] where resources uti-
lization is ruled by a market-based model where SMDs resources
are offered at prices that resource consumers pay to the distributed
system in exchange of certain QoS. By taking into account the re-
source providers energy constraints, the RA decisions must assure
the QoS expected by the resource consumer while maximizing the
profit. Other examples which follow a greedy resource exhaustion

are [53-55,57,89]: they predict the resource quantification using
information of remaining charge reported by the OS API to decide
the number of tasks each resource provider should be assigned
with. In [61], resource exhaustion is not inferred from SMDs re-
maining energy. The RA is modeled as a multidimensional 0-1
knapsack problem, where each SMD provides fixed countable units
of each resource type. For instance, resource provider p provides
u units of resource type r. Hence, given the available amounts
of each type of resource each SMD provides, the amount of re-
sources each task requires, and the profit each task generates, the
RA decisions are focused on maximizing the global profits of the
distributed system, subject to the resources constraints of resource
providers.

RA mechanisms prioritizing the utilization of energy-efficient
resources, e.g., the “Minimum energy” strategy of [50], or
ERRA [46], do not qualify neither as conservative nor greedy re-
source exhaustion approaches because RA decisions are not evalu-
ated based on the current and/or future impact on residual energy.
This causes that the most energy-efficient providers leave the
system very early compared to less-efficient ones.

Table 10 summarizes aspects related to the implementation of
SMDs exhaustible resources. One of the aspects is the methodology
employed to account for resource exhaustion, while the other
aspect relates to whether the methodology considers some sort
of baseline energy consumption, i.e., other than those specifically
caused by tasks execution, e.g., energy consumed by SMD owner
interaction, OS runtime, connectivity maintenance, protocols pay-
load, RA execution and administrative tasks such as monitoring
processes of SMDs/tasks status, heartbeat messages, among others.

Since SMDs resources provision is performed with finite energy
sources, it is relevant to faithfully reflect the energy consumption
of the resource utilization in order to avoid obtaining from an
SMD more or less resources than it is actually able to provide. One
methodology to represent resource exhaustion is through in-vivo
laboratory tests, where energy consumption happens in the real
SMDs that compose the experimental testbeds [44,45,49,81,89].
This methodology requires the setup of a wireless network for
allowing SMDs to communicate, the installation of a middleware-
like software on SMDs from where the RA logic operates and the
execution of real/artificial workloads on SMDs. By nature, such
methodology includes baseline energy consumptions, e.g., those
derived from connectivity maintenance, SMDs OS and middleware
runtime, including the last, code for RA logic, message processing,
fail recovery, among others.

An alternative methodology commonly adopted for represent-
ing resource exhaustion is through simulation, which can be per-
formed by employing a synthetic or a trace-based scheme. In either
scheme, the approaches for quantifying resources availability can
be done through tasks or resources characterization information.
In the first case, tasks are associated to fixed amounts of en-
ergy consumption values, one for each type of resource utilized
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Table 10
Implementing aspects of resource exhaustion singularity.
Aspect Details RA works
Resource exhaustion accounting methodology In-vivo laboratory tests [44,45,49,81,89]
Simulated Synthetic driven by Tasks characterization [60,61]
Resource characterization [54,62,65]
Trace-based driven by Tasks characterization [44,47,49,88]
Resource characterization [50,53,55,57]
Consideration of baseline energy consumptions Yes [44,45,49,50,55,57,81,88,39]
No [47,60-62,65]

during execution. These are, for instance, the amount of energy
consumed by I/O operations, the amount of energy consumed by
CPU utilization, etc. Since SMDs present heterogeneous hardware
performance, these amounts are different for each candidate SMD
where the task could execute. For simulating resource exhaustion
with this approach, the SMD remaining energy is decremented
in the value, i.e., Joules, that the task execution is expected to
consumed in the SMD. In synthetic schemes, as in [60,61], the
tasks energy values are artificially defined. In trace-based schemes,
like [44,47,49,88], energy values are obtained through profiling
tasks execution on real SMDs. For example, in [44], the energy
consumption of a distributed object recognition application is pro-
filed in seven SMDs including smartphones, tablets and laptops.
In [47] a power monitor hardware is used to profile the energy con-
sumption value of tasks characterized by different combinations of
data transferring and computing operations in two smartphones.
In [88], the average energy consumption value is calculated for a
data mining algorithm running over a dataset of 800 Kbytes in a
smartphone. In [49], one set of experiments utilize energy values
resulting from profiling of a face detection and a speech-to-text
applications on two smartphones.

When resource exhaustion is driven by resource characteriza-
tion, resources utilization units are associated with energy con-
sumption units (e.g., Joules per MIPS, Joules per KB transferred)
and tasks are associated to resource utilization units (e.g., amount
of float-point operations, amount of input/output data). With this
approach, tasks requirements are independent of the SMDs hard-
ware, and for simulating resource exhaustion, SMDs energy is pro-
gressively modified considering the TaskResourceUtilizationUnits %
SMDEnergyWastedPerResourceUtilizationUnit equation. In syn-
thetic schemes driven by this approach, e.g., [54,62,65], energy
consumption is expressed as a fixed rate per resource utilization
unit and those rates are artificially defined. By contrast, with a
trace-based scheme [50,55,57], resources energy consumption is
derived from real SMDs resource usage.

In[53,55,57], the traces derive from a profiling procedure which
involves sampling energy level drops reported by the OS at a fixed
CPU usage. The procedure starts with an unplugged fully charged
SMD, and ends when the cut-off voltage is reached. Traces for
different CPU usages are obtained, e.g., when the device CPU is
idle, lightly or heavily used. The traces are exchanged during a
simulation to represent the way battery depletion occurs while
the SMD is executing a CPU-intensive task, as well as, to represent
energy consumption derived from OS execution and owner inter-
action. In [50], the resource profiling or, as called by the authors,
the energy model of an SMD, encompasses the usage of several
resources at once. The profile is built from a set of benchmark-
ing tests that exercise different resources usage combinations.
Each combination is expressed as a linear equation modeling the
energy value obtained through the measurement of the energy
consumption performed during the execution of the benchmarks.
By solving the linear equation system derived from all tests, the
energy consumption rate of each resource under consideration is
obtained. Baseline energy consumption derived from OS processes

are included in these rates. The simulation software uses such
SMDs energy model to reflect tasks energy consumption that are
described by a resource demand vector with the quantities of each
resource needed.

5.4. Findings summary

We dedicate this section to summarize the findings arisen from
the singularities-driven analysis used to organize the surveyed RA
efforts. The findings also cover aspects which are not central to
the categories proposed such as practical value of RA mechanisms
and efforts aligned with incentives for encouraging SMD owners
participation.

User mobility as an advantage in particular kinds of ad-hoc
networks: In works targeting OppNets and DTNs ad-hoc like net-
works, where the SMDs are likely to spend more time disconnected
from each other than connected, it is observed that for computing
workload distribution and results collection, the RA logic uses
information of SMDs’ movements, stops and future locations. Such
decision making process frequently considers SMDs exhaustible
resources, which seems reasonable since contacts between SMDs
would not occur if SMDs energy is not well managed during the
time SMDs are not in contact.

User mobility avoided in RA mechanisms that operate
from infrastructure-based networks: RA mechanisms using
infrastructure-based networks are designed to operate under the
coverage range of the BS or a group of BSs. A common strat-
egy to avoid unfinished workload units, caused by user mobility,
is score SMDs reliability/availability using information of con-
nection/disconnection events or movement-related parameters,
e.g., node direction and node speed. A strong limitation noticed
in many of these approaches is that resource exhaustion param-
eters, such as remaining battery, are not included in the reliabil-
ity/availability score.

Conservative resource exhaustion characterizes RA mech-
anisms targeting ad-hoc networks: The energy conservation,
or coupled energy utilization strategy, in networks where nodes
reachability is maintained by nodes which operate with batteries
is a top priority concern in the design of a RA mechanism because
overload a hub node too early, means not only loose its comput-
ing resources but the connection with other group of computing
providers. In DTNs and OppNets, the intermittent nodes connec-
tion caused by user mobility doubles the complexity of achieving
such energy conservation. Relegate energy conservation in favor to
meet tasks deadlines has also been studied [49].

Decoupled energy utilization characterizes RA mechanisms
operating with dedicated communication infrastructure: Giv-
ing that SMDs do not have to play the role of data forwarders,
when RAs operate via infrastructure-based communication, the
energy management strategies typically adopted by RAs is focused
on harvesting each SMD energy individually. In other words, the
wide view to all computing resource providers accessed with a
BS that operates with infinite electricity, is seen as an enabler for
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making a greedy, or decoupled, energy utilization. An energy man-
agement policy like this could be associated to an HPC-like usage
of resources. In this context, the consideration of a coupled energy
utilization policy, i.e., group-aware energy utilization, has not been
studied in the literature. Providing that SMD users are frequently
connected to infrastructure-based networks, would such a group-
aware energy utilization be an incentive for encourage users to
cooperate?

Poor attention to lack of ownership related concerns: A
scarce quantity of works incorporate lack of ownership-related
concerns into the RA logic design or consider it within the evalua-
tion variables (see efforts addressing LO dimension in Table 4). In
other words, most of the proposed RA solutions are not prepared,
or at least, the performance has not been measured considering the
heterogeneity derived from non-dedicated resources. It suggests
that during the time resource exploitation occurs, e.g., while the
SMD is connected to an AP, up to reach the energy quota offered
by the owner, or during the time the completion of assigned tasks
last, external tasks are likely to execute with exclusive privileges
on the usage of SMDs resources. Such exclusiveness might bring
unwanted effects in SMD owner experience like low responsive-
ness or delay of routines which run in background, e.g., application
updates. In relation to this, RA mechanisms addressing a balance
between external tasks performance and SMD owner’s experience
has not been proposed. Achieving such balance represent a rele-
vant combination that does make sense when resource scavenging
time is likely to overlaps with the time the owner interacts with
his/her SMD. A situation like this is expected to occur when owner
willingness to contribute with resources is extended for long time
periods, e.g., hours, days, weeks or even undefined. Possible rea-
sons for which this combination and, in general, lack of ownership
singularity has receive little attention is due to the difficulty to
engage volunteers to participate from experiments, the absence of
specific models to simulate owners’ behavior in tools commonly
used in the area and the lack of SMDs owners characterization in
different resource exploitation contexts.

Variability of RA evaluation methodologies: A small pro-
portion of works [44,45,49,81,89] evaluate RA performance with
in-vivo tests, i.e,, mounting distributed environments using real
SMDs. Most of the performance evaluation is involves the con-
figuration of testbeds in simulated environments. With in-vivo
tests, results obtained are close-to-reality. However, in-vivo tests
suffer from limited experimental setup, and from hard to recreate
experimental conditions. Simulation has been adopted so far in
the research field. However, a simulation tool that provides all
necessary abstractions to combine all aspects mentioned in the
cited works is not available. Different simulation tools are used,
each one with its own learning curve, and designed for attending
the needs of related research areas. For instance, works targeting
ad-hoc like networks use OMNet++> or NS2 simulator [99], which
have models to simulate specific features of wireless communica-
tion research field. Others extend software traditionally employed
in Grid Computing research, e.g., GridSim [100], SimGrid [101] to
support nodes mobility or exhaustible resources with synthetic
models that oversimplified battery depletion behavior with a lin-
eal function. There are also works, using custom instantiations
of generic simulation environments [54,60,87] -e.g., JavaSIM,?
MATLAB* - or ad-hoc simulation solutions [55,59] which, in either
case, documentation is scarce and the source code is not publicly
available for reuse and modification.

Another aspect concerning the evaluation of RA mechanisms
is the inclusion of communication related parameters. There

2 https://omnetpp.org/.
http://javasim.ncl.ac.uk>.
4 https://www.mathworks.com/products/matlab.html.

are RA works [58,59,62,64,66] targeting infrastructure-based net-
works contextualize their proposals and/or performance evalu-
ation indicating communication aspects between SMDs and the
RA logic, i.e., communication technology stack or standards used,
e.g., 802.11, WiMax, Cellular networks. However, in general, these
aspects have been superficially covered. The works that mostly
specify transmission bandwidth, communication range and trans-
mission power, are those addressing mobility issues, which affect
wireless links quality that in turn affect the completion time or
throughput of tasks. By contrast, in works targeting ad-hoc net-
working support, the specification of the aforementioned proper-
ties, along with latency caused by multi-hop data transmission and
routing protocols or even custom RA protocols used are more fre-
quent [19,45-50,81]. It is observed irrespective of whether mobil-
ity is the main concern addressed by the RA mechanism. The spec-
ification of these parameters in these works relates with the fact
that resource coordination depends exclusively on wireless links
maintained by the same nodes providing computing resources.

Abundance of research studies with theoretical value only:
Irrespective of the networking support targeted, singularity/ies
combination addressed and methodology used for evaluation,
many state-of-the-art RA mechanisms, which aims at exploiting
computing capabilities of SMDs, require hard to obtain tasks infor-
mation to operate, e.g., execution time. This limits the applicability
of all those RA mechanisms because, in the general case, to predict
task execution time, it is first necessary to know whether the task
actually ends, which means, solving the halting problem [102].
Another input typically required by theoretical RA mechanisms is
the energy that tasks consume on every candidate node. Precise
models to estimate battery consumption are based on complex
differential equations [103,104], and solving them represent a
computationally complex task itself.

Poor comparison between RA proposals: It is very unfrequent
to see performance comparisons among RA proposals of different
authors. This fact can be attributed several causes, some of which
were presented previously, like the differences in singularities
addressed, networking supports targeted, pursued objectives and
different evaluation methodologies used. However, a cause not
mentioned yet and observed in various works, is the poor detailed
description of variables and/or range of values used in simulated
testbeds. There are works, published in prestigious forums, that
do not even reference the simulation software employed, or omit
important details such as the technique used to simulate the effects
of resource exhaustion. All this, compromise the reproducibility
of experimental scenarios and discourage the intentions of cross-
validating/compare the performance of RA proposals.

Incentive mechanisms limited to theoretical studies: From
the all the reviewed works it is observed that economic models for
compensating SMDs resources usage and encourage owner par-
ticipation is a topic that deserves more attention by the research
community. Only few works, from those analyzed in this survey,
address the concern [45,59,60]. In [45], the authors outfit the RA
proposed with a virtual credit mechanism to reward SMDs owners
who contribute with resources. A set of experiments were designed
to show the impact in energy consumption of SMDs with selfish
and altruist owners profiles. In [59,60] the price of resources is
defined by means of a non-cooperative bargaining game played
by resource providers and resource consumers, and intermediated
by resource brokers. In all cases, the price/reward for the usage
of resources is obtained by assuming that tasks resource usage,
i.e., execution time, energy spent, is known before the actual usage
occurs which turn the approaches hard to be practiced.

6. Future research directions

The analysis of the literature review presented in this work evi-
dences an active research community focused in studying resource
allocation techniques for scavenging the computing potential of
groups of SMDs. In spite of the significant progress made towards
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understanding how unique characteristics of SMDs - here named
singularities - influence on the effective exploitation of SMDs
resources, there is plenty of room for improvements in several
directions that are detailed below.

Integrate SMD owner behavior and context-aware information into
resource allocation decisions

When thinking in SMDs collaborating in the execution of
compute-intensive software, several questions arise including
when/where such collaboration is likely to occur (user context),
and how computing resource scavenging will affect the normal
SMDs’ owners usage experience, punctually those acting as re-
source providers. Being unaware of such concerns is a char-
acteristic of most state-of-the-art RA proposals, but this limits
their applicability to specific user situations where the owner
is forced to explicitly indicate his/her willingness to contribute
resources. The envisioning of an always present willingness, au-
tomatically enabled and disabled, plus low invasiveness requires
the design of adaptive resource scavenging mechanisms. In this
sense, context-aware information that integrate user positioning
data [96,105,106], human battery charge profiles [107], applica-
tions interaction patterns [108] and future owner needs, can be
exploited to create indicators to be used in RA decisions. This
would contribute not only to increase the effectiveness and scope
of resource scavenging but to offer a seamless resource provision
experience to SMD owners. In line with this, metrics for quantify-
ing owner interaction perturbation and incentive mechanisms are
also necessary.

Work on the practicability of RA approaches

To operate, many RA mechanisms need to be fed with esti-
mations of the computing time of tasks on every candidate node.
Achieving accuracy on such estimations is hard, when not impos-
sible for the general case [ 102]. In practice, the difficulty stems not
only from the heterogeneity given by the variability of hardware
and base software performance that could coexist in a mobile Grid,
but also from the fluctuating performance caused by the effect
of singularities discussed in this survey. Therefore, the reported
effectiveness of many RA proposals has a theoretical rather than
a practical value. Besides, only few proposals targeting similar ob-
jectives are compared against each other in terms of performance.
In consequence, the following future work lines arise:

e Designing RA mechanisms that, despite relying on static
schedules and hard to obtain tasks information to operate,
incorporate logic for detecting changes in resources avail-
ability and perform actions to adapt the original schedule
to such changes, or at least evaluate the impact on the
execution of the original plan. Actions taken might include
guidelines and indicators for evaluating resource scaveng-
ing of nodes joining the group and nodes whose resources
were under-estimated, or mitigating failure/overestimation
of node resources. Support for resource availability changes
must consider costs of detection logic and actions plans
in terms of computational complexity, memory usage, and
data to be transferred.

e Designing practical RA mechanisms able to operate with
incomplete tasks information, and deal with unbalanced
load caused by changes in the resources availability.

e Promoting the comparison among theoretical RA mecha-
nisms, practical ones, and among theoretical and practical
approaches. This would help to stress and hence to get
deep insights on the performance of RA mechanisms under
different resource exploitation settings.

Unifying and enhancing the evaluation methodologies

In the performance evaluation and/or comparison of RA mech-
anisms, complex relationships among components of a mobile
Grid - nodes dynamics, tasks characteristics, networking con-
cerns — are involved. Reproducibility of experimental scenarios is
possible when experimental variables can be controlled. Besides,
for obtaining solid results of the effect of a variable on perfor-
mance, any study should comprise several values of the variable
in a discrete or continuous form. Simulation can aid in achieving
such evaluation requirements. However, a unified open source
simulation project that gives the community the possibility of
modeling all dynamics of such a complex system still does not
exist. A project like this, with integrated modeling capabilities such
as those listed below, would contribute to speed up, reuse and
organize the progress in the area, as in Information Retrieval and
High-Performance Computing research fields-:

e Trace-based and synthetic modeling of SMDs battery deple-
tion derived from multiple resources usage, i.e., CPU, screen,
data transferring operations.

e Trace-based and synthetic modeling of SMDs resource shar-
ing by multiple users, i.e., CPU, GPU, bandwidth, memory
and storage utilization by processes/transfers which belong
to different users and run with different priorities.

e Trace-based and synthetic modeling of user mobility, i.e.,
variability in data transferring time due to connection/
disconnection effect, signal strength, hop count, ability to
support various routing and delay tolerant message delivery
protocols.

e Abstractions to model RA mechanisms that operate in ad-
hoc and infrastructure-based networks.

e Abstractions to model credit-based resource accounting
mechanisms to rule resource provision.

e Abstractions for simulating different tasks execution mod-
els - including independent tasks and DAG -, and tasks
requirements — MIPS, size of input/output data, memory and
storage -.

In addition to a unified simulation core, the application of data
mining algorithms for filtering, formatting and including data from
up-to-date mobile device datasets — e.g., Device Analyzer [108],
CRAWDAD [93] and Human Activity Recognition using Smart-
phones [109] - are required to build ready-to-use, close-to-reality
simulation models.

Diversity in networking supports

When differentiating RA works according to the networking
support used to operate, it was observed a balanced number of
RA efforts designed for infrastructure-based and ad-hoc networks.
This is reasonable given the widely spectrum of technologies and
standards developed for both types of communication infrastruc-
tures. Notwithstanding, performance evaluation should consider
communication related concerns, since not only tasks completion
time and tasks throughput are affected, but also the data transfer-
ring of resources information used by RA mechanisms to decide
tasks destination.

Moreover, given the necessity of sustainable and green solu-
tions to support the increasing worldwide data production, and
faster data transmission rates requirements, more research efforts
are needed in RA mechanisms able to operate in hybrid networking
contexts such as those expointing 5G communication technolo-
gies [110-112]. These technologies re-think the way networking
services are provided by combining Device-to-Device and Device-
to-Infrastructure data transferring capabilities. The high data
rates promised by such hybrid networking technologies would
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enable new application scenarios, e.g., stream processing har-
vesting SMDs’ computing, transferring and sensing capabilities
[86].

Addressing incentive, security and privacy concerns

An orthogonal concern that needs to be addressed to ensure
that SMD collaboration for compute-intensive tasks goes main-
stream is how to systematically lure users into offering computing
resources and how to reward for the resources used. A strong
limitation of market-based resource provisioning proposed in the
literature is that credits for resource usage are determined before
RA takes place and based on information of tasks requirements,
which is hard to estimate. Resource usage accounting mechanisms
able to operate in absence of such tasks information are needed. Be-
sides, different accounting mechanisms, adapted to different sys-
tem objectives and tasks execution requirements, are needed. For
instance, nodes could earn credits according to the time or energy
employed to complete a task. Interactive applications, for instance,
could adopt a time-based reward mechanism, while green appli-
cations processing delay-tolerant tasks, an energy-aware reward
mechanism.

Other orthogonal concerns are the potential security treats, and
privacy preservation, which call for mechanisms that assure trans-
parency in the usage of resources and prevent misusing effects for
both counterparts, i.e., resource providers and resource consumers.
Resource consumers should be assured that tasks results are au-
thentic and input data, will not be altered neither by intruders
in a network nor by malicious applications or the particular SMD
that offer resources. From the resource providers perspective, tasks
execution is expected not to misuse permissions granted by the
owner to steal or alter owner’s personal information or violate
his/her privacy. Data encryption [113] and operating system level
virtualization [114] can help in satisfying these requirements,
however, the time and energy overhead associated have not been
studied in the context of RA mechanisms.

Consider the Function as a Service (FaaS) concept to leverage SMDs
resources

To validate simulation results, several prototypes have been
implemented [81,115-117]. However, a publicly available robust
middleware capable of exploiting devices computing capability for
a wide spectrum of real-life settings is necessary. Such middleware
should be designed to deal with all challenges posed by the sin-
gularities, while including varying communication technologies,
support for different tasks types, and featuring services for re-
source discovery, load balancing and fault tolerance. In addition,
considering the limitations and volatility of SMDs resources, the
minimization of execution overhead is an aspect that cannot be left
aside.

Lightweightness and stateless code are concepts on which the
FaaS model builds on [118]. Functions are the building blocks of
such serverless computing model, and a simplified way to ben-
efit from distributed computing without having to deal with the
complexity of cluster management and configuration tools [119].
New research opportunities emerge from the adoption of this
execution model for allowing SMDs to offer/request computing
capabilities from SMDs in the vicinity. An SMD willing to offer
unused CPU cycles would announce a list of compute-intensive
functions at the time it enters and connects to a known network or
the owner voluntarily joins an ad-hoc network with other SMDs. In
this context, functions might inherit the same discoverability and
understandability issues of traditional Web Services [ 120], aspects
that are also worth to investigate.

7. Conclusions

Motivated by the sustained growth of SMDs number and ca-
pabilities, the integration of such devices as resource providers to
high performance computing Grids and edge networks has been
in the agenda of several researchers, since at least the last decade.
The BOINC project for Android devices® is an example of how such
idea started to be a reality in the hand of citizens who want to
voluntarily contribute CPU cycles to scientific projects. Nowadays,
more applications can benefit from such integration. The fertile
field of IoT applications, including smart buildings, smart cities,
health-care monitoring, just to mention a few, are hungry of in-
the-field low-latency computing resources. The development of RA
mechanisms to exploit computing capabilities of nearby SMDs can
aid in satisfying such needs. To make this possible, many efforts has
been focused on studying and proposing RA mechanisms. In this
survey, we studied more than twenty of these efforts to deal with
the challenges imposed by the unique features of resource provi-
sion with SMDs, i.e., singularities according to our terminology.

The issues caused by the singularities which until now have
received more attention by the research community are user mo-
bility and resource exhaustion, while the least attended are the
issues related to the non-dedicated nature of SMD resources. To
some extent, the communication support used to coordinate SMDs
resources influences the way singularities affect the RA process. For
instance, in ad-hoc DTN or OppNet-like networks the intermittent
connection between SMDs caused by user movement is treated
as a normal condition under which resource allocation should be
performed. User movement favors encounter SMDs to distribute
tasks and collect results. This is not the case in infrastructure-
based mobile networks, where SMDs are expected to stay within
the coverage area of some fixed communication antenna. In this
context, user movement increases the chances of loosing connec-
tion, i.e., it is associated to the undesired effect of loosing control
over the resources being managed. Then, a common strategy of
RA mechanisms operating from infrastructure-based networks is
to rate SMDs movement for discarding or assigning less tasks to
those SMDs having unreliable connectivity.

In relation to SMDs exhaustible resources, it is common in RA
works targeting ad-hoc networks to conserve energy of SMDs as
long as possible in order to preserve network reachability among
nodes. This is because the energy of a single SMD might fuel the
results transfer of many tasks computed by other SMDs that are not
directly reached by the SMD who waits for the tasks completion.
In other words, this energy fuels not only such tasks execution
but also the tasks and results distribution. Indeed, distribution is
facilitated in infrastructure-based networks because SMDs con-
tributing with resources are connected through one-hop links to
the resource allocation component. Since energy depletion of an
SMD is expected not to affect other SMDs, at least in absence of
workflow-oriented applications that have tasks dependencies, the
finite energy is administrated independently for each SMD.

With regard to issues related to the non-dedicated nature
of resources, it has been barely addressed in the context of
infrastructure-based networks and hence it needs more attention
in the future. The awareness of shared resources has been used
exclusively for the benefit of external tasks, i.e., without paying
attention about the possible impact on the energetic needs of the
SMD owner.

Aside from the challenges that distinguish RA mechanisms for
different types of networking support and singularities addressed,
it is remarkable the lack of practical RA approaches and unified
validation platforms for simulating realistic conditions. A high
percentage of the reviewed RA mechanisms require hard to obtain

5 https://play.google.com/store/apps/details?id=edu.berkeley.boinc.
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information of tasks characteristics, i.e, without such information
they are unable to operate. Moreover, simulation - which is a
useful and accepted practice for recreating complex scenarios - is
quite often utilized in the area but with synthetic parameters that,
to make things worse, are not standardized within the community.
This fact and the lack of a unified simulation platform discour-
age the healthy competition between competing approaches that
share similar objectives, so this should be addressed to avoid
slowing down the development of the area.
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