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In this article, we propose an approach to market basket analysis based on the notion of social influence. 

While traditional market basket analysis looks for combinations of products that frequently co-occur in 

transactions, we seek to find a set of influential products that, if bought by a customer, will increase the 

sales volume of the shop. We believe that customers who purchase influential products would also be 

influenced to purchase other products. We validated our approach with two real-world datasets collected 

from online shoppings and one dataset collected from a supermarket concluding that influential products 

identified by our approach increase the influence spread with respect to different baselines: best-selling, 

highest centrality, frequent sequence initiator, and most promoted products. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

In the last years, the interest on the analysis of social influence

as increased significantly. Social influence occurs when one’ s ac-

ions are affected by others. For example, user A exerts influence

n user B when B buys a given product because A recommended

t or bought it previously. Many applications exploit the concept

f social influence. Particularly, viral marketing has found in social

nfluence a key ally. One of the main problems related to social

nfluence is the social influence maximization problem. The social

nfluence maximization problem involves finding a set of users in

 social network such that by targeting this set, the expected influ-

nce spread in the network is maximized [10,13] . From the point of

iew of viral marketing, by obtaining a set of influential users we

an reach a high number of potential customers 1 with a minimum

f effort [1,17–19] . 

All these works analyse how a user exerts influence on other

sers during the acquisition of a given product. However, we claim

hat another kind of influence can be observed: the influence that

eads a customer to purchase a product because previously pur-

hased another one. Drawing parallels, this represents the influ-

nce that a product exerts on other products from the point of

iew of a given customer. For example, a product X (a photo cam-

ra) exerts influence on a product Y (a wide-angle lens) when a

ustomer A buys Y because she bought X previously. Thus, if we

re able to discover the set of influential products, we can inten-
∗ Corresponding author. 

E-mail address: marcelo.armentano@isistan.unicen.edu.ar (M.G. Armentano). 
1 In the text, we refer to users and customers as synonyms, since with the term 

users” we refer to users of online stores or e-commerce websites. 
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ify the marketing on this set, under the assumption that the cus-

omers that bought any of those products will probably buy others.

y looking at the social influence maximization problem from the

roducts perspective, we can see some resemblance to the market

asket analysis problem. Market Basket Analysis studies the com-

osition of a shopping basket of products purchased during a sin-

le shopping event [20] with the aim of identifying what products

end to be purchased together. 

In this article, we present an approach that allow us to iden-

ify the set of influential product from a complete set of products

f a given seller or company. To do this, we apply a data-based

pproach to social influence maximization, named Credit Distribu-

ion (CD) model [10] , that learns how influence flows in a network

y directly leveraging available propagation traces. The main dif-

erence of our approach with the classical market basket analysis

roblem is that we consider long-term shopping baskets in which

ustomers not necessarily buy items in the same transaction. 

We validated our proposal with experiments performed with

wo real-world datasets extracted from Alibaba and Ponpare web-

ites, and a database of Foodmart Supermarket. We compared the

rue influence spread produced by different seed sets. The true in-

uence spread measures how many nodes (i.e. products) of the

etwork will be activated (purchased by some customer) after the

eed nodes (the potential influential products) are activated. We

ompared the true influence spread obtained from different seed

ets: (a) the set of influential products obtained by our approach;

b) the set of best-selling products, (c) the set of products with

ighest centrality in a co-purchased network, (d) the set of fre-

uent sequence initiator products extracted from sequential pat-

erns mined with PrefixSpan [22] , (e) the set of products with

ighest weight in the first component of V matrix, according with
based approach to market basket analysis, Information Systems 
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Singular Value Decomposition (SVD) technique [8] , (f) the set of

most promoted products (only for Foodmart dataset, which counts

with this information) and (g) random sets of products. In the do-

main of this work, the value of the influence spread is related to

the number of products that will be potentially sold after selling

the influential products (seeds). The results clearly revealed that

the number of potential sales is increased when the set of influen-

tial products discovered with our approach is activated. Addition-

ally, we run a test on the datasets to determine the existence of

influence among the products [3,7] , and to distinguish correlation

from causality. 

The article is organized as follows. In Section 2 , we

present some background on market basket analysis and dif-

ferent approaches to the problem found in the literature. In

Section 3 , we present our approach for mining influential products.

Section 4 presents a test to distinguish influence from correlation.

Next, in Section 5 , we present the experiments performed to vali-

date our approach. Finally, Section 6 exposes our conclusions and

future work. 

2. Background 

In market basket analysis, association rules [2] have been in-

tensively explored as a means for finding products that are bought

together with other products. Generating association rules involves

looking for frequent itemsets. Then, since all subsets of a frequent

set are also frequent, for each frequent set X , each subset Y ⊂ X

is tested to verify whether X − { Y } ⇒ Y has a confidence value

greater than the minimum confidence allowed. Association rules

have been successfully used for product assortment decisions [6] ,

credit card business [29] , profit mining [27,28] , market basket anal-

ysis [16] , among other fields. The main difference of our work

with respect to frequent-itemset approaches is in the data available

for mining. Frequent itemset approaches work with a transactional

database in which each transaction consists of a set of products

that the customer bought together and probably some additional

information such as the benefits from the transaction. In our ap-

proach, transactions are individual, that is, triples ( I, C, T ) meaning

that item I (a given product) was bought by customer C on time T .

This implies that we consider items bought by the same customer

in different times. 

Tan et al. [24] studied the problem from another perspective.

Instead of using association rules, they approach the problem of

finding similar time series of product sales in transactional data.

Authors state that the use of quantity and time information yield

to richer and more insightful results. 

Li et al. [15] approached the problem of helping manufactures

position their products in the market, based on dominant rela-

tionship queries: Linear Optimization Queries, Subspace Analysis

Queries and Comparative Dominant Queries. Authors propose the

construction of a data cube to facilitate more advanced data min-

ing, by using the relationships of dominated/dominating customers

and products as a basis for decision-making. Similarly, Vlachou

et al. [26] , proposed an algorithm for identifying the most influen-

tial products by means of reverse top-k queries. Given a product,

reverse top-k queries retrieve the customers to whom the prod-

uct belongs to their top-k result set. The problem of finding the

most influential products is then expressed as a query that finds

the k products with the highest influence score. In Vlachou et al.

[26] approach, a product is considered influential if it is appeal-

ing to many users. Differently, in our approach, we consider that a

product is influential if it motivates users to buy other products. 

An alternative approach for finding influential products is by

means of network analysis in search of relationships rather than

associations among products. Raeder and Chawla [23] , for example,

use community detection algorithms to detect strong relationships
Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
mong products (“communities” of products). Kim et al. [14] used

wo networks structures for market basket analysis: (1) Market

asket network (MBN), in which there exist a link between two

roducts if there is an pre-computed association rule that relate

oth products; the strength of the link is given by the support of

he association rules; and (2) Co-purchase product network (CPN),

n which there is a link between two products if they were bought

y the same customer; the strength of the link in this network is

iven by the frequency of two products purchased together. Differ-

ntly to our approach, the work by Kim et al. does not consider

urchase time-stamps. They found that top products in terms of

entrality in MBN correspond mainly to daily necessity products

hile in CPN are living necessities for ordinary families. They also

onclude that products with high centrality can both increase sale

olumes and be effective in promotion or cross selling. In the ex-

eriments presented in Section 4 , we show that our approach is

ble to increase sale volumes with respect to consider the products

ith higher centrality as the seed set. In the same way, Videla-

avieres and Ríos [25] generate a product network based on trans-

ctions where each product is linked to others because they ap-

ear in the same transaction from the same customer and then

pply a temporary set of filters to check quality and stability of

he communities found. Finally, overlapping community detection

lgorithms are used to discover frequent item set. 

All the approaches presented above identify products that are

sually bought together, in the same transaction, by the same user

r any combination of these restrictions. These approaches do not

onsider the order in which products are purchased and then it

s difficult to identify which product(s) in the frequent itemsets is

he influential product. Differently, the approach presented in this

rticle is able to identify which is the set of products that are as-

umed to motivate the purchase of other products, what we call

nfluential products . We seek to find the set of products that, when

ought by customers, will maximizes the sale volume of the shop.

. Mining influential products 

Kempe et al. [13] formalized the influence maximization prob-

em as following: given a directed graph G = (V, E, p) , where nodes

re users and edges are labeled with influence probabilities among

sers, the influence maximization problem looks for a set of seeds

users) that maximizes the expected spread of influence in the

ocial network under a given propagation model. A propagation

odel indicates how influence propagates through the network.

empe et al. proposed two propagation models: the Independent

ascade (IC) and the Linear Threshold (LT) models. In both mod-

ls, each node can be either active or inactive at a given moment.

oreover, the tendency of each node to become active increases

onotonically as more of its neighbors become active. 

Given a propagation model m (for example, IC or LT) and an

nitial seed set S ⊆ V , the expected number of active nodes at

he end of the process is the expected (influence) spread, denoted

y σ m 

( S ) [10] . Then, the influence maximization problem is de-

ned as follows: given a directed and edge-weighted social graph

 = (V, E, p) (where nodes are users and edges are labeled with

nfluence probabilities among users), a propagation model m , and

 number k ≤ | V |, find a set S ⊆ V , | S | = k, such that σ m 

( S ) is max-

mum. Several approaches have been developed to solve this prob-

em. Despite the fact that this problem is NP-hard under both the

C and LT propagation models, some characteristics of the function

m 

( S ) (monotonicity and submodularity, see [13] for further de-

ails) made it possible to develop a greedy algorithm to solve the

roblem. 

One of the limitations of the IC and LT propagation models is

hat the edge-weighted social graph is assumed as input to the

roblem, without addressing the question of how the probabili-
based approach to market basket analysis, Information Systems 
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Fig. 1. Example graph of products. 

Table 1 

Example action log for the network in Fig. 1 . 

Product User Timestamp 

Smartphone Y ( sy ) 1 1 

Camera Y ( cy ) 1 5 

Lens A ( la ) 1 8 

Smartphone Y 2 5 

Headphone M ( hm ) 2 10 

Lens B ( lb ) 3 3 

Smartphone X ( sx ) 3 15 

Camera Y 4 12 

Smartphone X 5 8 

b  

i  

t

 

T  

fl  

t  

i  

v

σ

 

1  

a  

g

κ

w  
ies are obtained [9] . For this reason, Goyal et al. [10] proposed the

redit Distribution (CD) model, which directly estimates influence

pread by exploiting historical data. In this context, the influence

aximization problem to be solved under the CD model is refor-

ulated as follows: given a directed social graph G = (V, E) , an

ction log L , and an integer k ≤ | V |, find a set S ⊆ V , | S | = k, such

hat σ cd ( S ) is maximum. Under the CD model, σ cd ( S ) is defined as

cd (S) = 

∑ 

u ∈ V κS,u , where κS, u represents the total credit given to

 for influencing u for all actions. For a pair of users v and u , the

verage credit given to v for influencing u , over all actions that u

erforms is denoted by Eq. (1) . 

v ,u = 

1 

A u 

∑ 

a ∈ A 
�v ,u (a ) (1) 

In Eq. (1) , A u is the number of actions performed by u, A is the

et of actions to be propagated. Here, �v, u ( a ) represents the total

redit given to v for influencing u on action a , corresponding to: 

v ,u (a ) = 

∑ 

w ∈ N in (u,a ) 

�v ,w 

(a ) · γw,u (a ) (2)

here γ w, u ( a ) indicates the direct credit given by u to a neighbor

 for action a and N in ( u, a ) is the set of neighbors of u which ac-

ivated on action a before (potential influencers on action a ). The

irect credits are computed by Eq. (2) . 

v ,u (a ) = 

in f l(u ) 

| N in (u, a ) | · exp 

(
− t(u, a ) − t(v , a ) 

τv ,u 

)
(3) 

In Eq. (2) , infl( u ) denotes the user influenceability and is de-

ned as the rate of actions that u performs under the influence of

t least one of its neighbors; τ v, u is the average time taken for ac-

ions to propagate from user v to user u ; and t ( x, a ) is the time in

hich user x performed action a . Thus, the direct credit represents

he idea that influence decay over time in a exponential fashion

nd that some users are more influenceable than others [9] . 

To solve the problem of social influence maximization, Goyal

t al. developed an algorithm that works under the CD model by

canning the action log L to learn the influence probabilities in

he social network and computing “influenceability scores” for the

sers. An action log is a set of triples ( u , a , t ) which say user u

erformed action a at time t . Then, the seed set is selected under

he CD model by using a greedy algorithm with CELF optimization

11] according to a set of training actions. Finally, the true influ-

nce spread is computed by taking into account a set of action for

esting. See [10] for further details on algorithm implementation. 

Our approach consists of varying the definition of the influence

aximization problem. First, since we want to identify influential

roducts, we define the directed graph G as a graph of products

here nodes are products and edges are some kind of relationship

mong products [14,23,25] . The relationships among products can

e varied. For example, two products can be related if they have

he same category, if they are manufactured by the same company

r if they are sold in the same shop, among other kinds of rela-

ionships. Fig. 1 shows an example of a product graph in which

he products are related by category and brand. 2 Thus, cameras are

elated to lens, smartphones to headphones, and Smartphone Y to

amera Y (where Y is the brand of both products). 

Second, the action log L is completed with real sales, but vary-

ng the order of the data. In the traditional problem, a sale is rep-

esented in the action log as a set of triples ( u , p , t ) which indicates

hat user u (a customer) bought product p at time t . This is because

he goal of the traditional problem is to determine the influential

sers. Thus, users receive credits for influencing other users to pur-

hase the same products. In contrast, in our approach, we repre-

ent a sale as a triple ( p , u , t ) indicating that product p was bought
2 Notice that other kind of relationships among products can be considered. 

�  

u  

1  

Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
y user u at time t . Thus, the products receive credits for influenc-

ng other products to be purchased by the same users. Following

he example of Fig. 1, Table 1 shows an example of an action log. 

Taking into account the graph of Fig. 1 and the action log of

able 1 , our approach indicates that Smartphone Y is the most in-

uential product with a marginal gain of 1.527. This value is ob-

ained by computing the total credit given to S = { sy } for influenc-

ng all the products for all training actions. Eq. (4) shows how this

alue is computed. 

cd (sy ) = 

∑ 

u ∈ V 
κsy,u 

= κsy,sy + κsy,cy + κsy,la + κsy,hm 

+ κsy,lb + κsy,sx 

= 1 + 0 . 092 + 0 . 067 + 0 . 368 + 0 + 0 = 1 . 527 (4) 

κ sy, sy is 1, since the base of the recursion in Eq. (5) is �v , v (a ) =
 . Moreover, κ sy, lb and κ sy, sx are 0 because neither lb nor sx were

cquired by users who had purchased sy . In contrast, cy, la and hm

ive to sy real credit. Eq. (5) exemplifies how κ sy, cy is computed. 

sy,cy = 

1 

A cy 

∑ 

a ∈ A 
�sy,cy (a ) 

= 

1 

2 

( �sy,cy (1) + �sy,cy (2) + �sy,cy (3) + �sy,cy (4) + �sy,cy (5) ) 

= 

1 

2 

( 0 . 184 + 0 + 0 + 0 + 0 ) = 0 . 092 (5) 

here A cy = 2 (users 1 and 4 ) and �sy, cy (2), �sy, cy (3), �sy, cy (4) and

sy, cy (5) are 0 because sy and cy did not purchased together by

sers 2, 3, 4 or 5 . However, sy receives credit from cy because user

 bought cy after buying sy . Eq. (6) shows how this value is com-
based approach to market basket analysis, Information Systems 
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Table 2 

Shuffled action log. 

Product User Timestamp 

Smartphone Y ( sy ) 1 8 

Camera Y ( cy ) 1 1 

Lens A ( la ) 1 5 

Smartphone Y 2 10 

Headphone M ( hm ) 2 5 

Lens B ( lb ) 3 3 

Smartphone X ( sx ) 3 15 

Camera Y 4 12 

Smartphone X 5 8 
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3 https://ponpare.jp/ . 
4 http://www.alibaba.com/ . 
5 Available at: https://www.kaggle.com/c/coupon- purchase- prediction . 
6 Available at: https://tianchi.aliyun.com/competition/introduction.htm?spm= 

5176.10 0 066.333.7.i39riv&raceId=231532 . 
7 Available at: https://sites.google.com/a/dlpage.phi-integration.com/pentaho/ 

mondrian/mysql- foodmart- database . 
puted by using Eqs. (2) and (3) . 

�sy,cy (1) = 

∑ 

w ∈ N in (cy, 1) 

�sy,sy (1) · γsy,cy (1) 

= 1 ·
(

0 . 5 

1 

· exp 

(
−5 − 1 

4 

))
= 0 . 184 (6)

where N in (cy, 1) = { sy } and in f l(cy ) = 0 . 5 since cy was purchased

after sy by user 1 , but in first place by user 4 . 

4. Influence vs. correlation 

In the literature on social influence, differentiating influence

from correlation is known to be a difficult task. This is because

there are factors as homophily or unobserved confounding vari-

ables that can induce statistical correlation between actions of

users in a social network [3] . Thus, distinguishing influence from

these factors is the problem of distinguishing correlation from

causality. This fact can also be present when we analyze influential

products. 

Anagnostopoulos et al. [3] identified three causes of correlation

in social networks: 

• Influence: this occurs when an action of a user is triggered

by one of his/her friend’s recent actions. In the context of this

work, this occurs when the purchase of a product is triggered

by a recent purchase of other product. 
• Homophily: this means that individuals often befriend others

who are similar to them, and hence they perform similar ac-

tions. In this work, this means that similar products are related;

hence, the same customers may purchase them. 
• Environment (confounding factors or external influence): this

occurs when external factors are correlated both with the event

that two individuals become friends and with their actions.

These external factors can also be correlated with the products

purchased by a given customer. 

The main assumption to distinguish social influence from other

types of correlation is that under the other types of correlation the

probability that an individual is active can be affected by whether

their friends become active, but not by the time when they be-

come active. Taking into account this assumption, Anagnostopou-

los et al. [3] proposed the shuffle test for identifying social influ-

ence. This test is based on the idea that if influence does not play

a role between two nodes in the network, even though a node’s

probability of activation could depend on her friends, the timing

of such activation should be independent of timing of other nodes

[3] . The shuffle test proposes to compare (a) the social correlation

of a given social network, a set of nodes and a set of actions exe-

cuted by the nodes in a specific time; and (b) the social correlation

of the same social network, nodes and actions, but shuffling the

time when the node executed the actions. Then, the shuffle test

declares that the model exhibits no social influence if the values

of social correlation are close to each other. Recently, Chen et al.

[7] applied an adaptation of the shuffle test to prove the existence

of influence on interactions of Twitter users. They constructed a

shuffled dataset by permuting the sequence of tweets for each user

randomly. 

Similarly, to prove the existence of influence among products,

we propose to compare the influence spread obtained by the influ-

ence seed set in a real action log and in a shuffled one. To gener-

ate the shuffled action log, for each product p t purchased by user

u in different time-stamps t ∈ { 1 , . . . , l} , we pick a random per-

mutation π of { 1 , . . . , l} , and set the new action log entries as

( p t , u , π ( t )) for each t ∈ { 1 , . . . , l} . Table 2 shows the shuffled ac-

tion log generated from the example presented in Table 1 . 
Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
. Experimental evaluation 

.1. Experimental settings 

To evaluate our approach, we ran experiments on real-world

atasets extracted from Ponpare 3 and Alibaba 4 websites, and a

atabase of Foodmart Supermarket grocery store. For each of these

atasets, we compared the true influence spread obtained by dif-

erent seed sets: (a) the set of influential products obtained by

ur approach; (b) the set of best-selling products; (c) the set of

roducts with highest centrality; (d) the set of products appear-

ng in the first elements of a frequent sequential pattern; (e) the

et of products with highest weight in the first component of V

atrix, according with Singular Value Decomposition (SVD) tech-

ique; and (f) random sets of products. Additionally, since the

oodmart dataset includes information about product promotions,

e also added to the comparison the seed set representing the

ost promoted products. The true influence spread represents the

umber of active nodes after the nodes of the seed set become

ctive. In the context of our proposal, this spread represents how

any products (nodes) could be sold (become active) after the

roducts of the seed sets are sold (become active). 

We describe each dataset in the following Sections. 

.1.1. Ponpare dataset 

Ponpare is Japan’s leading joint coupon site. This dataset 5 pro-

ides a year of transactional data for 22,873 users on Ponpare site.

ach transaction contains a user, a coupon (i.e. a discount price for

 given product) and a time-stamp. The dataset consists of 168,996

ransactions, 22,873 users and 19,413 coupons. Note that in this

ataset the coupons represent the products of the shop. 

.1.2. Alibaba dataset 

This dataset 6 was obtained from Alibaba Tianchi Contest, which

as carried out during the 2nd International Workshop on Social

nfluence Analysis [4] , co-located with the International Joint Con-

erence on Artificial Intelligence (IJCAI 2016). The dataset consists

f different online sales achieved by a set of different sellers be-

ween July 1st, 2015 and November 30th, 2015. Each sale consisted

f a user, a seller, a product, and a timestamp. In total, the dataset

onsists of 9,348,756 sales, 885,759 users, 1,144,124 products and

997 sellers. 

.1.3. Foodmart dataset 

This dataset 7 consists of different transactions performed by

ustomers of a supermarket chain during two years (1997 and
based approach to market basket analysis, Information Systems 

https://ponpare.jp/
http://www.alibaba.com/
https://www.kaggle.com/c/coupon-purchase-prediction
https://tianchi.aliyun.com/competition/introduction.htm?spm=5176.100066.333.7.i39riv&raceId=231532
https://sites.google.com/a/dlpage.phi-integration.com/pentaho/mondrian/mysql-foodmart-database
https://doi.org/10.1016/j.is.2018.01.008
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998). This is a real world dataset that has been used in different

orks [5,12,21] . The dataset offers information about sales, prod-

cts, and promotions, among other features. The dataset includes

51,357 transactions representing purchases of 1559 products by

736 customers. 

.2. Procedure 

Since the information about the products was scarce in the

atasets, we decided to build the product graph as a complete

raph. That is, there exist an undirected edge between every

air of products in the graph. Thus, we eliminated any constraint

mong products, which allows us to find associations between any

air of them. Although constructing a complete graph when the

umber of nodes is large is an expensive task, the product graph

an be built only one time. To exemplify, the execution time taken

o build the largest graph (from Ponpare dataset) was 120.9 s. 8 

After building the graph, we divided the users in a training set ,

y taking the 70% of users with transactions with earliest times-

amp, and a testing set , by taking the rest of the users. Then, we

btained a seed set of 100 influential products under the CD model

y running the greedy algorithm with CELF optimization. Finally,

e computed the true influence spread achieved by the seed set

ccording to the testing set of users. 

Moreover, to compare the influence spread achieved by the set

f influential products, we generated other sets of products follow-

ng different criteria: 

• Best-selling products: this set was composed of the 100 prod-

ucts that appeared in more transactions in the log. 
• Highest centrality products: according to Kim et al. [14] , this set

consisted of the 100 products with more connections to other

products, taking into account a co-purchased product network. 
• Frequent sequence initiator products: to build this set, we ran

the well-known sequential pattern mining algorithm PrefixSpan

[22] . A sequential pattern-mining algorithm allows us to find

all the frequent sub-sequences from a set of sequences, where

each sequence consists of a list of elements and each element

consists in a set of items (products). Here, each sequence rep-

resents all the products purchased by a single customer and

each element represents the set of products purchased in the

same transaction. Thus, this set consisted of the 100 products

that compound the first element of the most frequent sub-

sequences. 
• SVD products: this set was obtained by applying the Singu-

lar Value Decomposition ( SVD 

9 ) technique on the matrix of cus-

tomers and products. The singular value decomposition of a

matrix A is the factorization of A into the product of three ma-

trices A = U�V T , where U and V are a matrix whose columns

contain the left and right singular vectors of X , respectively. In

addition, � is a diagonal matrix that contains the singular val-

ues of X . Thus, the set of products obtained with this technique

was composed of the 100 products with highest score in the

right singular vector with highest weight in �. 
• Most promoted products: this set was composed by the prod-

ucts that were promoted during more days. The promotions in-

clude campaigns in daily papers, radio and TV; mail campaigns,

and discount coupons, among others. This set was only built for

the Foodmart dataset. 
• Random products: as a baseline, we decided to generate 10 dif-

ferent sets of 100 random products. The reported results will
be an average of these sets. 

8 In a server with two Intel Xeon E5620 at 2.40 Ghz and 32Gb of RAM. 
9 We used Smile ( https://haifengl.github.io/smile/ ) to compute SVD technique. 

s  

c  

e  

T  
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Then, we computed the true influence spread achieved for each

f these sets and compared the results. The true influence spread

as computed under the CD model, since the actual spread is best

pproximated using this model [10] . Basically, this spread indicates

ow much credits a seed set will receive taking into account the

esting users (users that were not taken into account to compute

he seed set). From the point of view of our domain, the influence

pread represents how much a product in the seed set influences

he purchase of other products by taking into account the testing

ustomers (users). 

Since the Alibaba dataset contains information about sellers, we

ollowed the same procedure but the experiments were run inde-

endently for each seller. We also considered for the experiments

ellers with more than 500 products appearing in the transactions

et. As a result, the experiments were run for 185 different sell-

rs. To carry out the experiments, we divided the sellers in two

roups. First group included 144 sellers that sold between 500 and

0 0 0 products, and second group included 41 sellers with more

han 10 0 0. We decided to discard the sellers with less than 500

roducts because we think that a small number of products and

ales could produce not generalizable results. 

.3. Results 

.3.1. Ponpare dataset 

Fig. 2 shows a comparison among the true influential spread

chieved by the influential, best-selling, highest centrality, frequent

equence initiator and random seed sets according to the seed set

ize. As we can see, the influential spread achieved by the set of

nfluential products clearly overcame the spread obtained by the

ther seed sets. Taking into account 100 seeds, this spread was

4.77% higher than the spread obtained by the seed set composed

f the frequent sequence initiators. These differences are statisti-

ally significant according to the different seed set size ( p < . 0 0 01 ).

t is worth noticing that in this dataset the most influential prod-

ct (first element of the influential seed set) also was the best

old product and the product with the highest centrality in the

o-purchase product network. For this reason, the three influential

preads started in the same point in the plot. However, we can see

ow the spread achieved by the influential products overcomes the

pread of the other seed sets from seed sets size greater than 2. As

xpected, the average of the random seed sets obtained a really

oor performance. 

.3.2. Alibaba dataset 

Since we divided the experiments with the Alibaba dataset in

wo parts, we first present the results disaggregated by seller in

able 3 . The first six columns of this table shows the seller ID, the

otal number of sales (transactions) carried out by the seller (S),

he number of different products sold by the sellers (P), the num-

er of different customers who bought products from the seller (C),

he sales/product (S/P) and sales/customer (S/C) rates. Se remaining

olumns show the true influence spread achieved by the influential

I), best-selling (BS), highest centrality (HC), frequent sequence pat-

erns (SP) and SVD sets of products. We think that it is important

o show these results disaggregated since there are several differ-

nces among the sellers regarding to the information about sales

s well as the results obtained. 

Additionally, Figs. 3 and 4 show the comparison of the true in-

uence spread for each different seller. As we can see, for 39 out

f 41 sellers, the influence spread achieved by the influential seed

et overcame the other spreads. Only in two cases, seller 977 and

eller 6045, the best-selling and highest centrality set slightly over-

ame the influential seed set, respectively. Notice that some influ-

nce spreads occasionally decreased as the seed set size increased.

his occurred when the following situation arose: we analyze a
based approach to market basket analysis, Information Systems 
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Fig. 2. Influence spread comparison for Ponpare dataset. 

Table 3 

Statistics about different sellers and true influence spread obtained with different seed sets, highlighting best results for 

each seller. Results show that the influential seeds in the most of the cases obtained the best influence spreads. 

Seller ID S P C S/P S/C I BS HC SP SVD 

504 20,156 1092 5760 18.46 3.50 158.779 130.453 133.577 130.712 126.639 

528 115,151 1473 12,820 78.17 8.98 2220.97 1915.48 1934.18 1894.84 1905.45 

529 11,379 1675 6573 6.79 1.73 158.72 121.534 124.871 72.5893 115.375 

641 4201 1404 2177 2.99 1.93 293.702 190.405 161.415 188.531 123.409 

935 5090 1297 1693 3.92 3.01 2056.36 1400.3 1988.99 1572.78 636.853 

977 14,422 1555 2588 9.27 5.57 562.448 562.918 537.133 535.599 521.664 

1225 15,224 1091 4324 13.95 3.52 161.513 137.977 139.95 140.193 132.508 

1828 9416 1052 3791 8.95 2.48 202.151 173.184 179.194 175.482 168.216 

1887 19,344 1223 3358 15.82 5.76 309.584 242.524 274.262 242.349 247.86 

2154 3991 1019 1825 3.92 2.19 189.052 144.534 125.038 145.541 112.592 

2468 5698 1108 1700 5.14 3.35 157.546 126.31 133.251 127.143 121.308 

2920 5797 2061 2820 2.81 2.06 246.69 145.584 145.364 40.8915 111.134 

2973 13,538 1232 1729 10.99 7.83 394.041 343.002 341.957 340.29 352.812 

3845 24,665 1419 2992 17.38 8.24 220.073 162.684 170.416 157.96 170.794 

4230 4516 1219 2041 3.70 2.21 169.22 132.476 136.496 131.532 128.187 

4455 4894 1123 1439 4.36 3.40 8941.62 3646.15 4811.42 4496.33 1448.47 

4557 3925 1156 1684 3.40 2.33 206.728 133.899 135.755 128.937 113.745 

4562 3588 1310 1546 2.74 2.32 245.016 164.506 174.957 166.511 139.889 

4913 38,593 2399 14,294 16.09 2.70 222.243 190.53 198.901 186.42 184.385 

5085 3516 1082 1829 3.25 1.92 243.462 190.233 143.167 190.421 120.094 

5216 14,377 1113 3305 12.92 4.35 214.892 177.026 169.907 177.32 172.85 

5218 5268 1127 632 4.67 8.34 197.93 130.976 141.387 132.689 141.749 

5414 8320 1752 1395 4.75 5.96 1428.29 835.963 975.332 851.258 792.403 

5468 4051 1870 1924 2.17 2.11 210.388 127.508 120.283 39.7769 101.513 

5524 1295 1013 42 1.28 30.83 5350.89 1497.69 1606.23 1761.32 14 83.4 8 

5542 3468 1203 1163 2.88 2.98 477.362 399.879 237.675 409.389 248.358 

6045 11,566 2390 4134 4.84 2.80 368.663 199.942 380.419 200.49 159.225 

6360 5051 1058 2324 4.77 2.17 269.016 182.32 183.029 182.038 140.019 

6433 64,121 1110 9181 57.77 6.98 167.775 158.037 157.291 159.428 155.704 

6545 3613 1142 1398 3.16 2.58 162.377 127.551 125.938 127.441 118.075 

6792 3981 1362 1849 2.92 2.15 202.274 136.653 113.315 138.635 106.9 

6883 6791 2304 2665 2.95 2.55 181.98 139.464 142.32 138.915 111.764 

7065 37,526 1429 6654 26.26 5.64 218.801 160.672 165.337 159.701 148.315 

7823 5291 3268 1987 1.62 2.66 256.506 130.325 75.6982 26.7966 97.834 

8007 10,505 1412 2798 7.44 3.75 356.599 299.908 319.918 303.918 280.469 

8417 4806 2975 2726 1.62 1.76 364.335 126.026 92.6549 9.7184 72.299 

8743 5778 1615 2628 3.58 2.20 148.03 112.613 115.784 112.558 102.408 

9093 11,295 9213 5184 1.23 2.18 503.712 140.081 119.75 0.0 88.504 

9410 8075 1010 4193 8.00 1.93 143.271 124.123 125.708 123.913 111.564 

9480 4628 1041 896 4.45 5.17 408.985 282.106 297.139 285.666 273.109 

9987 7151 1430 5001 5.00 1.43 140.798 115.493 108.679 50.5189 105.101 

S: sales. P: products. C: customers. S/C: transactions per customer. S/P: transactions per product. I: influentials. BS: best- 

selling. HC: highest centrality. SP: sequential patterns. SVD: singular value decomposition. 
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seed set with size i and there is a node x that occupies position

i + 1 of the seed set who performed few actions in the action log;

then, if the total credits given to the first i nodes of the seed set

is higher than the number of actions performed by node x , the in-

fluence spread decreases when we analyze the seed set with size

i + 1 . This situation is given because, according to the Credit Dis-

tribution model, the total credit given to a set of nodes S for influ-
Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
ncing a user u on action a when u belongs to S is 1 [10] . Formally,

S,u (a ) = 1 if u ∈ S . 

In addition, we show the average results for sellers with less

nd more than 10 0 0 products sold. Figs. 5 and 6 show a com-

arison among the average true influential spread achieved by

he different seed sets for each selected seller with less or more

han 10 0 0 products sold, respectively. In both cases, the influen-
based approach to market basket analysis, Information Systems 
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Fig. 3. Influence spread by seller (part 1). 

t  

a  

f  

w

5

 

(  

c  
ial spread achieved by our approach clearly overcomes the spread

chieved by the other seed sets. As in the Ponpare dataset, the dif-

erences of the influential spreads according to the seed set size

ere statistically significant ( p < . 0 0 01 ). 
s  

Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
.3.3. Foodmart dataset 

This dataset showed similar results to the previous case study

 Fig. 7 ). We can observe that the influential seed set, even when

omparing it with the spread obtained from the Most Promoted

eed set, also obtained the highest influence spread. Moreover, we
based approach to market basket analysis, Information Systems 
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Fig. 4. Influence spread by seller (part 2). 
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can also note that the difference with the random seed set was

smaller. We think that this could indicate a greater parity between

the influence power of the products of the dataset. 

In addition, since the Foodmart dataset includes information

about the products, Table 4 shows the products influenced by the
Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
op influencer in this dataset, where the “Total credit” column in-

icates the total credit given to the top influencer for influenc-

ng the influenced product for all customers. The top influencer

as the product “Dried Mushrooms” of brand “Ebony”. This prod-

ct belongs to the “Fresh Vegetables” subcategory of the “Vegeta-
based approach to market basket analysis, Information Systems 
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Fig. 5. Average influence spread for Alibaba dataset for sellers with less than 10 0 0 products. 

Fig. 6. Average influence spread for Alibaba dataset for sellers with more than 10 0 0 products. 

Fig. 7. Influence spread comparison for Foodmart dataset. 
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c  
les” category and “Produce” department. As we can see, there is

o evident relationship between the influencer and the influenced

roducts: only one influenced products belongs to the same brand

Ebony) that the influencer and two products belongs to the same

ubcategory (Fresh Vegetables). 

.3.4. Shuffled test: influence vs. correlation 

As explained in Section 4 , we need to prove the existence of

nfluence among products to validate our results. To do this, we
Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
pplied the shuffle test presented in Section 4 to each dataset

sed in the experiments. Fig. 8 shows the influential spreads ob-

ained by the influential seed set in the original action log ( In-

uentials ) and the shuffled one ( Shuffled ). As we can observe, the

nfluential spread obtained with the shuffled action log stands sig-

ificantly below the spread obtained with the original action log,

roving the existence of influence as expected [3,7] . However, we

an also observe some differences among the results obtained with
based approach to market basket analysis, Information Systems 
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Table 4 

Products influenced by the top influencer. 

Brand Product Subcategory Category Department Total credit 

Johnson Corn Puffs Cookies Snack Foods Snack Foods 1.235 

Carrington Home Style French Fries Frozen Chicken Meat Frozen Foods 1.074 

Tell Tale Sweet Peas Fresh Vegetables Vegetables Produce 1.008 

Big Time Frozen Chicken Breast Dried Fruit Snack Foods Snack Foods 0.944 

Horatio Low Fat Popcorn Fresh Vegetables Vegetables Produce 0.906 

Just Right Fancy Canned Anchovies Anchovies Canned Anchovies Canned Foods 0.889 

Fast Dried Dates Popcorn Snack Foods Snack Foods 0.885 

Best Choice Lemon Cookies Cereal Breakfast Foods Breakfast Foods 0.869 

Ebony Green Pepper French Fries Vegetables Frozen Foods 0.863 

CDR Low Fat Apple Butter Preserves Jams and Jellies Baking Goods 0.861 

Fig. 8. Results of shuffle test. 
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different datasets. The highest difference was obtained with the

Ponpare dataset (103.88%). In contrast, Foodmart dataset exhibited

the lowest difference (21.66%). Moreover, we noted similarities be-

tween these differences and the differences between the influential

spread obtained by the influential seed sets and the random seed

sets. We believe that both comparisons, against the shuffle action

log and the random seed set, are indicators of the existence and

the strength of the influence among the products in the dataset. 

5.3.5. Discussion 

In the three datasets analyzed, the experiments clearly showed

how the influential products obtained by our approach achieved

a highest influence spread. This implies that if we promote the

purchase of the influential products, the customers who purchase

them would also be influenced to purchase other products. We

claim that the results presented demonstrated that the social in-

fluence maximization problem better captures the dynamics of the

sequence of transactions in the datasets analyzed. Although sev-

eral works have shown that there are products more influential

than others are, these approaches fail to consider two important

facts: (1) the influence decay over time and (2) some products are

sequentially purchased by a same user in different transactions.

This is the case of co-purchase product networks from which pre-

vious approaches obtained the highest centrality products as the
Please cite this article as: A. Monteserin, M.G. Armentano, Influence-

(2018), https://doi.org/10.1016/j.is.2018.01.008 
ost influential products. Similarly, the sequential pattern algo-

ithm finds all the frequent sub-sequences from a set of product

equences without considering the time and the length of the se-

uences. On the other hand, the poor performance of random sets

lso showed the importance of identify influential products. Fur-

hermore, we observed that the difference between the influence

pread of the seed sets and the random set varied depending on

he datasets. This could be due to the differences between the in-

uence power of the products of each particular dataset. This fact

as also confirmed by the shuffled test, which clearly allow us to

istinguish between influence and other factors of correlation such

s homophily and confounding variables. Moreover, the differences

etween the influence spread obtained in each particular dataset

ere due to several intrinsic characteristics of them (i.e. number of

ransactions, average time between transactions, number of users

nd products, among others). 

Since there is no information about the costs of products in the

atasets, an analysis of the profit obtained by the potential sales

ould not be carried out. However, we claim that this information

ould be taken into account by our approach by modifying the way

n which the direct credit is computed ( Eq. (3) ). Thus, the credit

istributed by the algorithm can be directly related to the profit of

elling the product (the more profit, the more credit). 
based approach to market basket analysis, Information Systems 
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The experiments also showed that our approach was able to

nd influenced products that are not related by brand or category

o the influencer. This is an interesting finding since it is well-

nown in the marketing literature that a product stimulates pur-

hases of other products in the same brand or category. Thus, our

pproach could give additional information to a marketing analyst.

Finally, our approach could be combined with the traditional

pproach for finding influential users. Thus, direct marketing could

e performed on the influential users by suggesting purchasing the

nfluential products. To do this, it is worth noticing that we need,

n addition, a social network of customers. 

. Conclusions and future work 

In this article, we presented an approach for mining influential

roducts under the hypothesis that if customer buys these prod-

cts the total sales volume of the shop will increase. Our approach

s based on the concept of social influence, particularly applied to

arketing, which is known as social influence marketing or influ-

ncer marketing. Differently to influencer marketing, which aims

t targeting users with some kind of social influence, our approach

ims at targeting products with some kind of influence on other

roducts. 

The approach presented in this article has several implications

or both shops and e-shops. First, it can be used for target mar-

eting, by designing campaigns that send customers who bought

nfluential products discounts or offers on products that she might

e also interested in buying. Second, online recommendation en-

ines can be enhanced with our approach by providing suggestions

uch as “customers who bought this product also were interested

n these other products”. Finally, our approach can help e-shop de-

igners, to find ways to display the products related to influential

roducts in such a way that their visibility is highlighted or made

ore accessible. 

As we discussed in the previous section, future works will fo-

us on enriching the direct credit computation with additional in-

ormation on the products. In addition, we are interested in the

nalysis of the effects of the structure of the product graph when

his is not a complete one. Moreover, we will work in the combina-

ion of influential users and influential products. Furthermore, we

lan to analyze the use of the proposed approach for personalized

roduct recommendation. 
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