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a b s t r a c t 

We present numerical simulations, based on a CFD–DEM approach, of the transport and settlement of 

proppant in a planar vertical cell that mimics a hydraulic fracture. These simulations, with resolution at 

the particle level, allow for a clean measurement of the dune placement and proppant degree of mixing. 

The effect of the position of the injection points is considered by three different injection heights in the 

vertical cell. Different proppant injection strategies were also considered by using two different proppant 

types that can be injected in different orders or simultaneously as a mixture. We evaluate the position 

and shape of the settled dune. We measure the degree of mixing of the two proppant types by using 

the concept of mixing entropy. We have found that an injection point placed close to the bottom of the 

cell leads to a dune close to the injection points, and that an injection point at the middle or at the 

top of the cell leads to a rather flat dune. Injecting different proppant types in different orders yields 

distinctive proppant distributions. This helps in evaluating the benefits of positioning perforation clusters 

close to geological boundaries that favor fracture growth in the upward or downward direction as well as 

selecting the order of proppant mesh injection. All the simulations correspond to the early stage, before 

the “traction carpet” effect comes into play. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

Conventional and unconventional oil and gas production is of-

en stimulated by means of hydraulic fracturing. This technique

onsists in injecting fluids at high pressure into the wellbore to

nduce fractures in the formation that later serve as highly con-

uctive paths. To avoid fracture closure after hydraulic pressure re-

ease, the fracturing fluids contain granular materials (such as se-

ected or treated sand, ceramics, polymeric pellets, etc.) that re-

ain trapped in the formation. Once packed, these granular ma-

erials, called proppants, provide a porous media in the fracture

hrough which hydrocarbons can flow ( Economides et al., 1989 ).

fter pressure release, any unpropped region of the fracture will

lose and the conductivity of the whole fracture will be dramat-

cally reduced ( Zhang et al., 2017b ). For that reason, the actual

lacement and distribution of the proppant in the fracture is one

f the critical factors that determines the subsequent production of
∗ Corresponding author at: Dpto. Ing. Mecánica, Universidad Tecnológica Nacional, 

acultad Regional de La Plata, CONICET, Av. 60 Esq. 124, La Plata, 1900, Argentina. 
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he well. Despite hydraulic stimulation has been used since 1950,

any question on proppant transport and placement in fractures

emain unanswered ( Bokane et al., 2013 ). Other factors that have

n impact on productivity are the proppant crushing resistance and

roppant pack stability during production. 

When gelling agents are used in fracturing fluids, proppant par-

icles remain in suspension until fracture closure, upon pressure

elease. However, when low viscosity fluids are used (slickwater),

he proppant rapidly settles forming a dune at the bottom of the

racture ( Mack et al., 2014 ). Due to its lower cost, limited reservoir

amage and good performance on subsidiary fractures, slickwater

s widely used to economically develop unconventional resources

 Alotaibi et al., 2015; Palisch et al., 2010 ). It is worth mentioning

hat the transport capabilities of such thin fluids are very limited,

nd also the transport mechanisms are different from those ob-

erved in gels ( Palisch et al., 2010 ). 

A pioneer experimental work on a laboratory scaled vertical

racture ( Kern et al., 1959 ) has shown that during proppant in-

ection, using slickwater, a dune develops. At very high pumping

ates, the sand can be fully washed out, however, at moderate flow

ates the dune grows in height. This reduces the gap between the

ip of the dune and the ceiling of the fracture, which increases the

https://doi.org/10.1016/j.ijmultiphaseflow.2018.08.005
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ijmulflow
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijmultiphaseflow.2018.08.005&domain=pdf
mailto:mbaldini@frlp.utn.edu.ar
mailto:luis.pugnaloni@frlp.utn.edu.ar
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fluid velocity within this gap for a constant flow rate. As a result,

the sand is dragged downstream deep into the fracture and the

dune grows in width, being the proppant transport dominated by

saltation and creep ( Mack et al., 2014 ). Eventually, an equilibrium

dune height is established at this point and a “traction carpet”

develops where sand is transported in a narrow layer on top of

the dune ( Kern et al., 1959 ). Other authors reported similar results

( Patankar et al., 2002; Sahai et al., 2014; Wang et al., 2003; Wood-

worth et al., 2007 ) agreeing that proppant injected after the “trac-

tion carpet” overshoots the initial sediment bank and is dragged

further into the fracture. In spite of this, Medlin et al. (1985) ar-

gue that in a real fracture this “traction carpet” effect can rarely

be achieved. 

Numerical simulations are also widely used to predict proppant

transport and determine its distribution in the fractures. There

are mainly two groups of methods to solve this type of multi-

phase flow: the Eulerian–Eulerian and the Eulerian–Lagrangian ap-

proaches. In the Eulerian–Eulerian methods, both the fluid and the

solid phase are resolved using Eulerian grids. Two popular methods

are the Two Fluid Model (TFM) ( Anderson and Jackson, 1967 ) and

the concentration model ( Settari et al., 1984 ). The TFM considers

the solid and the fluid phases as two interpenetrating fluids cou-

pled via momentum exchange. The biggest challenge of this type of

approach is to define the constitutive equations for the solid phase

( Zhou et al., 2010 ). In the concentration method, the transport of

the solid phase is described through a scalar field (concentration).

Dontsov and Peirce (2014, 2015) presented a model that includes

gravitational settling and polydispersity, and obtained a distribu-

tion of proppant in a fracture. Generally speaking, the Eulerian–

Eulerian approaches require small computational resources due

to the fact that the particles are treated as an averaged contin-

uum and details of the particle–particle interaction are ignored. In

slurry flows, the particle–particle interactions become important;

hence, a micromechanical description is valuable. In the Eulerian–

Lagrangian methods the fluid phase is resolved in a Eulerian grid

and the solid phase is resolved in a Lagrangian fashion, solving

the Newton equations for each solid particle. Detailed informa-

tion at the particle level can be obtained using this schemes. Two

popular methods are the MP–PIC (Multi Phase–Particle in Cell)

( Snider, 2001 ) and the CFD–DEM (Computational Fluid Dynamics–

Discrete Element Method) ( Zhou et al., 2010; Tsuji et al., 1993; Xu

and Yu, 1997 ). Patankar and Joseph (2001) first introduced the MP–

PIC method to study proppant transport. Tsai et al. (2012) used the

MP–PIC to investigate the effects of different parameters in prop-

pant transport. 

In recent years, the CFD–DEM method has gained popularity to

model proppant transport due to the detailed information on par-

ticle positions, velocities and interacting forces ( Tsuji et al., 1993 ).

Nevertheless, as it requires larger computational resources, small

scaled systems are generally modeled ( Basu et al., 2015 ). Zhang

et al. used this method to model proppant distribution in horizon-

tal wells ( Zhang et al., 2017c ). They found that big proppant par-

ticles tend to settle quickly near the wellbore while lighter prop-

pant particles can be transported a longer distance into the frac-

ture. If proppant is injected at a low rate, it settles close to the

wellbore and the transport distance is short. They also obtained

more spread dunes by moving the injection point from a lower to

an upper position. In another work, Zhang et al., considered mi-

cromechanic effects on proppant transport during hydraulic frac-

turing ( Zhang et al., 2017a ). They found that the dune shape can

be affected if a significantly low particle stiffness is used, this is

due to the fact that the allowed shear force is consequently small.

The particle–particle friction coefficient has also an effect on the

dune shape and repose angle, a low particle–particle friction co-

efficient leads to a secondary dune formed by particle avalanches.

Tomac et al. also studied the micromechanics of proppant trans-
ort in a narrow hydraulic fracture ( Tomac et al., 2013 ) including a

uid lubrication model to reproduce effects such as proppant pack

ormation and clogging. They found that high particle concentra-

ions induce to more frequent particle–particle interactions and,

s a consequence, the fluid lubrication effect becomes important,

eading to an increase of particle agglomeration. This effect is more

ronounced in high viscosity fluids and under low fluid drag con-

itions. They also showed that these agglomerations difficult the

rediction of transport in terms of channel pressure drop for high

article concentration. Zhang et al. also analyzed the transport of

ultisized proppant in vertical wells ( Zhang et al., 2017b ). They

escribed the three stages of proppant transport: dune formation

overned by settlement and fluid drag, dune development governed

y fluidization and bank formation governed by erosion due to the

igh velocity of the “traction carpet”. Blyton et al. (2015) used the

FD–DEM method to adjust a commercial fully 3D hydraulic frac-

uring simulation via correlations, they found that the proppant av-

rage velocity is generally lower than the fluid phase velocity and

hat the settling velocity of proppant can be higher or lower than

he one predicted by the Stoke’s law, with additional dependencies

n relative size of proppant to slot width, proppant concentration,

nd Reynold’s number. If an upscaling technique is applied, CFD–

EM can be also used to model real scale fractures as can be seen

n the work by Zeng et al. (2016) . The “traction carpet” effect, ini-

ially described by Kern et al. (1959) , was observed in CFD–DEM

imulations by several authors ( Tong and Mohanty, 2016; Zhang

t al., 2017b; 2017c; 2017a; Zeng et al., 2016 ). 

In this work, we consider the placement of proppant during

he injection process by modeling a vertical planar fracture and

ts filling by a Newtonian fluid that transports spherical grains.

ost studies of this type consider the proppant injection though

ne inlet on one side of the narrow cell used to model the frac-

ure ( Zhang et al., 2017c; 2017a ) or, alternatively, using a homo-

eneous injection all along the height of the cell on the wellbore

ide ( Zhang et al., 2017b; Zeng et al., 2016 ). In contrast, we inject

uid at four inlets to try to emulate four perforation clusters. We

easure the effect of placing the perforation clusters at different

eights in the well by measuring the dune profile for three differ-

nt positions. Instead of considering the continuous deposition of

and in the dune during a long period of time, we focus on the

nitial stages, when a significant dune forms after a short pumping

eriod but before a fully developed traction carpet is observed. 

The initial phase of injection is an important aspect of the en-

ire stimulation process. In particular, the initial injection is con-

idered critical for propping the far field. A number of technolo-

ies are based on the expected flow during this stage. An example

f this is the choice of light density proppants and fine meshes to

mprove the initial transport in the fluid phase before any signifi-

ant settlement occurs. We show that the positioning of the injec-

ion clusters has an impact on the early stage dune which modifies

he flow pattern and affect the subsequent proppant placement. 

We also consider the distribution of proppant when two differ-

nt granular materials are pumped into the fracture. Grains of dif-

erent density are injected in different orders. The final shape and

osition, as well as the degree of mixing, is very sensitive to the

njection strategy (either changing the inlets position or the order

f proppant injection). We measure the degree of mixing quanti-

atively by using the concept of mixing entropy ( Wen et al., 2015 ).

his tool allows a much more detailed analysis on mixed systems

han previously observed in proppant placement studies. 

It is worth mentioning that the model cell, injection points, and

ow rates have been scaled taking as a reference a field fracture

 Ortiz et al., 2016 ). During this scaling, the flow rates required in

he model have been found to be somewhat higher than in previ-

us studies. This allows a relatively realistic extrapolation to field

cales, usually difficult to carry out in previous works. 
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Fig. 1. Contact model between two spherical particles of radii R 1 and R 2 . r 1 and 

r 2 are the position vector of particles and ω 1 and ω 2 the colliding particles angular 

velocities. δn 
12 is the overlap between particles and v rel 

12 the relative velocity between 

particles. 
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. CFD–DEM modeling 

We carried out our simulations by using a CFD–DEM ap-

roach, coupling the fluid and solid phase through momen-

um exchange. The fluid phase is solved using the Finite Vol-

me Method ( Versteeg and Malalasekera, 2007 ) and the gran-

lar with the Discrete Element Method (DEM) ( Pöschel and

chwager, 2005 ). The implementation used is the one provided

y CFDEM 

® ( Goniva et al., 2012 ), which couples LIGGGTHS ®1 

 Kloss et al., 2012 ) for the solid phase and OpenFoam 

2 for the fluid

hase. 

.1. DEM 

Each proppant particle is modeled as a soft sphere, and the

otion of each particle is calculated by solving the Newton–Euler

quations of motion for a rigid body ( Pöschel and Schwager, 2005 ),

hich are then integrated over time to calculate particle trajecto-

ies. 

m i 

d 2 r i 
dt 2 

= F n i + F t i + F f i + F b i , 

I i 
d ω i 

dt 
= r i,c × F t i , 

(1) 

here F n 
i 

and F t 
i 

are the resultant forces of the normal and tangen-

ial contributions for every particle–particle and particle–wall con-

act over the particle i . The force exerted by the fluid phase on the

articles F f 
i 

is generally expressed as F f 
i 
= F d 

i 
+ F 

p 
i 

+ F v 
i 
, where F d 

i 
is

he drag force, F 
p 
i 

is the pressure force and F v 
i 

the viscous force

cting on the particles. Any other external force such as gravita-

ional, electromagnetic, etc., is taken into account by F b 
i 
. m i and I i 

re the mass and moment of inertia of the particle i . 

Two particles i and j with radius R i and R j , at positions r i and

 j (see Fig. 1 ) are in contact if δn = R i + R j − | r i − r j | > 0 and in-

eract with a force which is expressed in terms of the normal and
1 Open source discrete element method particle simulation code. http://www. 

fdem.com/liggghts- open- source- discrete- element- method- particle- simulation- code 

 

2 Open source field operation and manipulation. http://www.openfoam.org . 

w  

a

angential components ( Pöschel and Schwager, 2005 ), 

F i j = F n i j n i j + F t i j t i j , (2) 

eing n i j = | r i − r j | / 
(
r i − r j 

)
and t ij the normal and tangential unit

ectors. There are several models to describe the contact forces in

EM simulations, suitable for different particle geometry and ma-

erial behavior ( Pöschel and Schwager, 2005; Shäfer et al., 1996;

ruggel-Emden et al., 20 07; 20 08; Brilliantov et al., 1996 ). Assum-

ng a Herzt contact force ( Hertz, 1882 ) and a dissipative force ( Tsuji

t al., 1993; Hu et al., 2010 ), the normal component is given by 

F n i j = k n ( δn ) 
3 / 2 + γ n ( δn ) 

1 / 4 ˙ δn , (3) 

here δn is the normal overlap and k n = 

4 
3 E 

∗√ 

R ∗ accounts for the

aterial elastic properties ( Pöschel and Schwager, 2005 ). The dis-

ipative interaction constant ( γ n ) results from the solution of the

erztian spring-dashpot model ( Antypov and Elliott, 2011 ) γ n =
2 

√ 

5 
3 E 

∗m 

∗(R ∗) 1 / 4 ln e √ 

ln e 2 + π2 
. The expression for γ n considers a ve-

ocity independent coeficcient of restitution e ( Tsuji et al., 1993 ).

he effective Young’s modulus E ∗, radius R ∗, and mass are de-

ned as (see Di Renzo and Di Maio, 2005 ) 1 /E ∗ = 

(
1 − ν2 

1 

)
/ E 1 +

1 − ν2 
2 

)
/ E 2 , 1 /R ∗ = 1 /R 1 + 1 /R 2 and 1 /m 

∗ = 1 /m 1 + 1 /m 2 , ν cor-

espond to the Poisson ratio (see Di Renzo and Di Maio, 2005 ). 

In the tangential direction, the interaction follows a mod-

fied version of the model by Cundall and Strack (1979) ,

suji et al. (1993) and Hu et al. (2010) 

F t i j = −sign 

(
v t i j 

)
min 

(∣∣k t δt ( δn ) 
1 / 2 − γ t ˙ δt ( δn ) 

1 / 4 
∣∣, μF n i j 

)
, (4) 

here k t = 8 G 

∗√ 

R ∗ and γ t = −4 

√ 

5 
3 G 

∗m 

∗( R ∗) 1 / 4 ln e √ 

ln e 2 + π2 
(see

suji et al., 1993; Hu et al., 2010; Kloss et al., 2012 ). G 

∗ is the

ffective shear modulus given by 1 /G 

∗ = (2 − ν1 ) /G 1 + (2 − ν2 ) /G 2 

see Di Renzo and Di Maio, 2005 ). The shear modulus can be ob-

ained from the Young’s modulus by 2 G i = E i / (1 + νi ) . F 
t 

i j 
is limited

y Coulomb friction, being μ the friction coefficient. The tangential

isplacement depends on the history of the contact and is calcu-

ated as 

t (t) = 

∫ t 

t K 

v t i j (t ′ ) dt, (5)

eing t K the time when the contact first occurs ( Pöschel and

chwager, 2005 ). 

The equations of motion for N grains are solved via a velocity-

erlet algorithm by advancing in small time intervals �t . The

IGGGTHS ® implementation for this DEM simulation includes a

umber of techniques to speedup the simulations, including neigh-

or lists, parallelization, etc. Since the particles interact with the

uid phase, an additional external force is applied to each grain

ccording to the local properties of the fluid (see Section 2.3 ). 

.2. CFD 

The governing equations for the fluid phase are the so-called

olume Averaged Navier Stokes Equations (VANS) ( Norouzi et al.,

016 ). This set of equations are valid when each fluid cell is large

nough to contain a few particles, in that case cell-averaged vari-

bles for the fluid phase can be defined. This approach is often re-

erred to as “unresolved” ( Kloss et al., 2012; Hager, 2014 ). The fluid

hase mass conservation equation for an incompressible fluid is: 

∂αf 

∂t 
+ ∇ · (αf u f ) = 0 , (6)

here αf is the volume fraction of fluid in the computational cell

nd u f is the velocity of the fluid. 

The momentum conservation equation for the fluid phase is 

∂(αf u f ) 

∂t 
+ ∇ · (αf u f � u f ) = −αf ∇ 

p 

ρf 

− R pf + ∇ · ( αf τ) + αf ρf g , 

http://www.cfdem.com/liggghts-open-source-discrete-element-method-particle-simulation-code
http://www.openfoam.org
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where ρ is the fluid density, p is the fluid pressure, R pf is the

momentum exchange between the fluid and the solid phase, τ is

the fluid stress tensor and g is the gravity. To solve the governing

equations a pressure-based solver using “Pressure-Implicit Split-

Operator” (PISO) pressure–velocity coupling is used ( Jasak, 1996;

Issa, 1986 ). The fluid is considered as Newtonian and the k- ε tur-

bulence model was adopted ( Versteeg and Malalasekera, 2007 ). 

2.3. Coupling 

As we already mentioned in Section 2.2 , the phase coupling

between the fluid and the particles is done through momen-

tum exchange. To calculate the fluid–particle interaction force, a

Lagrangian–Eulerian mapping needs to be made. The momentum

exchange between phases in a given cell can be modeled as 

R pf = K pf ( u f − 〈 v 〉 ) , (8)

being 〈 v 〉 the average particle velocity in the cell and u f the cell

fluid velocity. K pf is given by 

K pf = 

∣∣∑ 

F d 
i 

∣∣
V cell | u f − 〈 v 〉 | , (9)

being F d 
i 

the fluid–particle drag force, which needs to be summed

for all the particles in the cell of volume V cell . The contribu-

tions of the pressure gradient force and the viscous term are

already included in the stress tensor τ . See Hager (2014) and

Zhou et al. (2010) for more details. There are many available mod-

els to calculate the drag force. We use the Di Felice drag correlation

(see, Di Felice, 1994; Zhu et al., 2007 ) in which the drag force on a

given particle i is determined through 

F d i = 

1 

2 

ρf ( u f − v i ) | u f − v i | C d πd 2 p 

4 

α( 2 −β) 
f 

, (10)

being v i the velocity of particle i, C d the particle drag coefficient

and β a model coefficient 

C d = 

(
0 . 63 + 

4 . 8 

Re p 

)2 

, 

β = 3 . 7 − 0 . 65 exp 

[
− ( 1 . 5 − log Re p ) 

2 

2 

]
. 

(11)

Re p is the particle Reynold’s number 

Re p = 

ρf d p αf | u f − u p | 
μf 

, (12)

being μf the fluid viscosity. 

3. Numerical test 

To test our numerical scheme, we have carried out a simu-

lation to reproduce the results reported in Zhang et al. (2017a) .

Despite most of the simulation parameters are specified in that

paper, some values had to be estimated. The simulation domain

consists in a “two-dimensional” cell (the domain has a thickness

of one particle diameter) with a length of 0.3 m and a height

of 0.09 m. A fluid with a density ρf = 10 0 0 kg/m 

3 and a viscos-

ity μf = 10 −2 Pa · s is injected at 0.5 m/s though one inlet at mid

height on the left side. The dimension of the inlet is not clearly

specified in Zhang et al. (2017a) , but it is mentioned that it is of

the order of three particle diameters. The particles have a diame-

ter of 1 mm and a density ρp = 3200 kg/m 

3 . To mimic the particle

stiffness used by Zhang et al. in their linear spring model, we had

to estimated our Young’s modulus in the Hertz model by fitting

the non-linear behavior with a linear law in a reasonable range of
verlaps expected. We used E = 1 . 7 × 10 7 Pa. The restitution co-

fficient was set to e = 0 . 5 and the Poisson ratio to ν = 0 . 5 . Sev-

ral particle–particle and particle–wall friction coefficients where

ested by Zhang et al.; however, we have chosen to put our fo-

us on the results for μw 

= μp = 0 . 65 because this case is reported

ore comprehensively. Neither the particle rate nor the total num-

er of particles injected are reported, so these parameters had to

e estimated from the images in Zhang et al. (2017a) . We do this

y noting that after 35 s of their simulation, roughly 60% of the

ell is filled with particles. To achieve this, a particle rate of about

66 particles/s had to be used in our simulations. 

In Fig. 2 , we compare our results with those reported by Zhang

t al. To do this, we have plotted on top of our snapshots the pro-

le of the dune of particles extracted from Zhang et al. (2017a) . It

s clear that the results agree not only qualitatively but also quan-

itatively. In Fig. 2 we see that, when the particles are injected in

he cell, a large anti-clockwise eddy is developed and that the par-

icles tend to settle close to the injection point. We see that at this

arly stage a dune starts to form. Later, this dune grows. We see

hat the dune shape at t = 3 s is somewhat smaller than the dune

eported by Zhang et al., but it has a similar shape. At t = 13 s,

he dune becomes of such height that the gap between the dune

nd the top of the cell narrows significantly. As a consequence, the

uid velocity grows within this gap and is able to carry the incom-

ng particles above the dune. This effect is called “traction carpet”

nd was reported several times in the literature. For t = 25 s the

raction carpet has become the predominant driver of the particle

ransport and the dune length has reached 0.177 m, in fair agree-

ent with Zhang et al. Finally, at t = 35 s, we show the repose

ngle observed, in our simulation θ = 47 ◦ and Zhang has reported

 repose angle of θ = 41 ◦. Despite the subtle differences in the re-

ults, and considering that some parameters of the simulations had

o be estimated, the agreement with the literature suggest that our

imulations are consistent with others. 

. Numerical model 

.1. Model scaling 

In order to mimic the proppant transport in a real fracture, we

ave made an effort to scale down a reference field fracture war-

anting kinematic and dynamical similitude as much as possible.

he scaling of these type of experiments has been discussed pre-

iously by others ( Sahai et al., 2014 ). 

As a reference, we consider a planar vertical fracture (half-

ing) in a very low permeability formation (e.g., a shale) having

.0 mm in thickness, 80.0 m in length and 40.0 m in height. We

ssume the fracturing fluid is pumped at a constant flow rate of

.1 m 

3 /s (i.e., ≈ 40 bpm) which is divided in half to feed each half-

ing. Therefore, the mean fluid velocity in the fracture is 0.21 m/s.

e also assume that injection is made through four perforation

lusters (along a vertical wellbore), each having an effective cross

ection of 1500 mm 

2 . In practice, each perforation cluster consist

n a number of perforations (1500 mm 

2 would correspond to 30

erforations of 8 mm in diameter) that in our model we will rep-

esent by a single effective perforation. 

The particle Reynolds number in a Newtonian fluid is defined

s Re part = ρv d /μ, where ρ is the fluid density, d is the particle

iameter and v its velocity with respect to the fluid. The proppant

articles in our model have the same size as those used in field

perations, and the conveying fluid has also the same density and

iscosity. Therefore, to achieve the same Re part as in the field, the

odel simply needs to use the same fluid velocity v . For this, the

ow rate in the model has to be set to a value that warrants that

he mean velocity of the fluid in the cell is the same as in the
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Fig. 2. Snapshots of the simulations for a system under the conditions studied in Zhang et al. (2017a) . The color scale corresponds to the fluid velocity modulus in m/s. 

The white dots correspond to the proppant particles. The dotted lines correspond to the profile of the dune of particles extracted from the images of Zhang et al. (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). 

fi  

(

 

a  

w  

fl  

m  

t  

t  

i

 

s  

n  

j  

(  

c  

h  

d  

l

 

t  

T  

t  

w  

n  

f  

t  

m  

a  

w  

f  

i  

o  

e

4

 

h  

o  

a  

t  

w  

i  

t  

p  

B  

s  

s  

w  

Fig. 3. Sketch of the front and side view of the simulation slot (not to scale). Dis- 

tances are measured in mm. The slot has a thickness of 1.5 d p in the z -direction. 

Only one (bottom) of the three alternative positions used for the inlet cluster (per- 

forations on the left) is shown. 
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eld (i.e., 0.21 m/s). This is consistent with previous estimations

 Sahai et al., 2014 ). 

The Reynolds number for any perforation cluster, considered

s a pipe, is defined as Re perf = ρv d perf /μ, for a Newtonian fluid,

ith d perf the diameter of the perforation and v the velocity of the

uid. Hence, to achieve a comparable Reynolds number, the model

ust conserve the product vd perf . For our field reference perfora-

ion clusters (1500 mm 

2 in cross section) and flow rate (0.1 m 

3 /s

hrough two half wings and four clusters each), the fluid velocity

n each perforation is ≈ 8.0 m/s. 

It is important to emphasize that most previous simulation

tudies consider flow velocities (at the perforations) which are sig-

ificantly smaller than these values suggested by the scaling. In-

ection velocities of 0.15–0.5 m/s in each inlet are typically used

 Zhang et al., 2017a; 2017c; 2017b ). Likewise, some studies do not

onsider injection points but a homogeneous injection along the

eight of the fracture ( Basu et al., 2015; Tong and Mohanty, 2016 ),

isregarding the complex flow pattern induced by a more realistic

ocalized injection. 

Our numerical model fracture is scaled 1:50 in the horizon-

al and vertical directions with respect to the reference fracture.

herefore the flow rate will be 100 times smaller than in the field

o conserve the mean fluid velocity. We recall that only one half-

ing of the fracture is simulated. This warrants that the Reynolds

umbers are equivalent to the ones in the field and that the field

racture and the model are kinetically similar; i.e., the ratio be-

ween the fluid velocity in two corresponding points (field and

odel) is always the same. In our case, this ratio is 1 (one). As

 consequence, the time scales ([T] = [L]/[V]) are reduced 50 times

ith respect to the field operation. In practice, this means that a

ull operation that takes 100 min in the field will be accomplished

n 2 min in the model. The simulations discussed in this work are

f about 15 s, which are equivalent to about 13 min of a field op-

ration. 

.2. Model definitions 

We model a vertical planar fracture as a vertical slot 800 mm

eight and 1600 mm long (see Fig. 3 ). This corresponds to 1/50

f the linear dimensions of the reference field fracture described

bove. The cell has a thickness 1.5 times the particle diameter ( d p )

o avoid high packing fraction due to particle ordering. Although

ider fractures are also observed in hydraulic treatments, depend-

ng on the geomechanical properties of the formation and the frac-

uring fluids, narrow fractures are also observed. One might ex-

ect that such narrow fractures may screenout easily. However,

arree et al. (2001) have shown that slots usually do not create

table proppant bridges even at very narrow apertures as the one

imulated here. The slot has four injection points on the left side,

hose centers are separated by 73 mm. Each injection point is a
ectangular area 5 mm height and 1.35 d p wide. The injection clus-

er can be positioned at three different alternative heights along

he inlet side of the slot: (bottom) 68 mm, (middle) 287 mm, and

top) 508 mm from the base of the cell to the lowest injection

oint. On the right side, ten outlets, having the same dimension

s the inlets, allow the fluid (but not the particles) to exit. At the

nlets, a prescribed fluid velocity and a null pressure gradient in

he x -direction are imposed. At the outlets, the outside pressure

s set to zero and the velocity gradient is null in the x -direction.

he perimeter of the slot (apart from the inlet and outlet orifices)

as a no slip boundary condition. The front and back planes have

ymmetric boundary conditions. 

The fluid phase has a density of ρf = 10 0 0 kg/m 

3 and a vis-

osity of μf = 1 cP (Newtonian fluid). The domain is discretized

sing hexahedric cells with two levels of detail: a coarse mesh

ith 48,960 cells, and fine mesh with 195,840 cells. The refined

esh was obtained from the original mesh by splitting each cell

n 4 smaller cells. The coarse mesh is used in most simulations

nd the fine mesh is used only to validate the results. The time

teps for the CFD calculation where 1 ×10 −4 s and 2.5 ×10 −4 s de-

ending on the mesh. The selected time steps satisfy the Courant–

riedrichs–Lewy (CFL) condition in order to maintain numerical

tability ( Hirsch, 2007 ). For the one dimensional case, the CFL con-

ition is defined as CFL = 

v �t 
�x 

, where v is the fluid velocity, �t is

he time step and �x is the mesh size. Following other authors

ecommendations, it is advisable to keep CFL below 0.5 to obtain

ccurate results ( Mondal et al., 2016 ). The CFD time step it is also

ounded by the coupling interval, which in our case is of 50 DEM

ime steps. The time step for the DEM calculation was 5 ×10 −5 s

o achieve acceptable values of the Raleight and Hertz time. The

aleight critical time step can be determined though the expres-

ion given in Li et al. (2005) : �t R = 

πR ∗
0 . 8766+0 . 163 ν

√ 

ρ
G . There is not

n analytical expression to calculate the Hertz time, but it can
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be estimated during runtime to check if the time step is appro-

priate using the expression �t H = 2 . 87 
(

m 

∗
R ∗E ∗V max 

)
, being V max the

maximum collisional velocity observed. It is recommended to pick

a DEM time step not bigger that 10% of the Raleight and Hertz

time to properly model particle–particle and particle–wall interac-

tion ( Washino et al., 2016 ). The chosen value was kept constant in

all simulations. 

Four different types of particles were considered: particles

of two different diameters (0.6 and 0.8 mm) and two densities

(260 0 kg/m 

3 and 360 0 kg/m 

3 ). These diameters correspond to the

mean diameter of two mesh sizes, 20/40 (0.6 mm) and 16/30

(0.8 mm) respectively. The chosen densities correspond to typical

values for sand (2600 kg/m 

3 ) and ceramic (3600 kg/m 

3 ). The differ-

ent proppants used are then 20/40 sand, 16/30 sand, 20/40 ceramic

and 16/30 ceramic. The contact parameters k n , γ n , k t and γ t were

determined from the mechanical properties of both materials as

we stated in Section 2.1 . Due to the fact that the fluid dominates

the system dynamics, we have chosen average contact properties

for both materials (Young’s modulus E = 5 × 10 6 Pa, Poisson’s ra-

tio ν = 0 . 5 , restitution coefficient e = 0 . 7 and friction coefficient

μ = 0 . 5 ). 

The Young’s modulus selected is lower than the actual values

for sand and ceramic. This is to achieve a reasonable DEM time

step and reduce CPU time. It has been shown that this practice has

no significant impact on DEM simulations ( Erta ̧s et al., 2001 ). The

interaction with domain boundaries is characterized by the same

contact parameters as the particle–particle interaction. 

We carry out four simulations for each injection cluster posi-

tion (bottom, middle and top): one for each possible combination

of mesh size and material (sand 16/30, sand 20/40, ceramic 16/30

and ceramic 20/40). At the inlets, the fluid is injected by increasing

the velocity linearly from 0 to 8 m/s in 1 s. Then, during 4 s, the

fluid injection is kept at 8 m/s while 3 × 10 5 proppant particles are

injected by creating particles in front of each inlet at a prescribed

rate (i.e., 18750 particles/s in front of each perforation). Finally, the

injected fluid velocity is reduced to 0 m/s in 1 s. The simulation is

let to run long enough after the fluid injection has ceased so that

the proppant grains are able to settle in the slot. This takes around

10 s, depending on the proppant type and the injection cluster po-

sition. The average volume occupied by the larger particles in the

slot is about 77% larger than the volume occupied by the smaller

particles, because although the cell thickness is scaled with the

particle diameter (1.5 × d p ) the occupied volume ratio goes with

r 2 1 /r 2 2 , being r 1 and r 2 the particle radii for each mesh size. 

Three additional simulations were done by injecting the two

types of proppant of the same mesh, but different material, one

after the other and also simultaneously as a mixture. In one sim-

ulation, ceramic proppant is injected after all sand proppant has

been introduced and in another simulation sand is injected only af-

ter ceramic proppant has been injected. In a final simulation both

proppant types are injected simultaneously. In any given simula-

tion 1.5 × 10 5 grains of each type are injected at the same rate. 

Fluid mesh independence has been tested comparing simula-

tions with a coarse and a fine fluid mesh. To this end, we have fo-

cused on the overall velocity field and the final dune profile for the

middle injection position. Also a domain-dependence analysis was

done by extending 50% the domain length. Also here, the overall

flow field and the dune profile were analyzed (see Section 5.1 ). 

5. Results 

5.1. Numerical model sensitivity analysis 

In order to check if the CFD mesh size is suitable, we have

performed a sensitivity analysis of the numerical model. Two CFD

mesh sizes where tested as described in Section 4 . The results
ere compared by plotting the final dune profile after settlement.

he profile of each dune is extracted from the particle coordinates

fter settling. We have divided the cell length into small vertical

ins (1.00 cm wide) for which we have calculated the vertical co-

rdinate of the center of mass ( z CM 

), taking into account the parti-

les whose centers are inside the bin. By assuming that the pack-

ng fraction is roughly constant along the column of particles, the

osition of the free surface ( h ( x )) at a given bin is estimated as

 (x ) = 2 z CM 

. The assumption of constant packing fraction along the

in holds within 1% of error. 

In Fig. 4 (a), we can see the final dune for two simulations us-

ng 16/30 sand injected through the middle injection position with

he coarse and the fine CFD meshes. It is clear that the final dune

rofiles obtained in both simulations are very similar, and that a

ne CFD mesh is not required for the purpose of our study. We

ave not observed qualitative nor quantitative differences in the

ow patterns between the coarse and fine CFD mesh simulations,

uggesting again that the results obtained are mesh independent. 

Due to the fact that particles are not allowed to exit the sim-

lation domain, we have carried out simulations using a longer

ell (2.4 m instead of 1.6 m) to evaluate the effect of domain ex-

ension on proppant placement. In Fig. 4 (b), we show the final set-

led dune for 16/30 sand obtained with the same configuration as

n Section 5.2 except from the cell length. We can see that using a

onger slot yields very similar dunes. This indicates that the shape

f the deposited dune is fairly insensitive to the slot length beyond

.6 m. 

The restitution coefficient e = 0 . 7 that we selected for

ur simulations is similar to those used by other au-

hors. Tsuji et al. (1993) and Xu and Yu (1997) used

 = 0 . 9 , but Zeng et al. (2016) used e = 0 . 5 . Experimentally,

ack et al. (2014) have measured the restitution coefficient of

ifferent proppant particles in dry and submerged conditions;

howing significant reductions of e when particles are immersed

n a fluid. We choose a representative value for both materials

tudied under dry conditions. However, after running some test

imulations with different restitution coefficients, we found that

his detail of the particle–particle interaction has very little impact

n the geometry of the final dune (see Fig. 4 (c)). 

.2. Positioning of the injection cluster 

In Fig. 5 , we show different snapshots of the simulations of

6/30 sand for the three alternative positions of the injection clus-

er. Although our cell is larger and our injection velocity is sig-

ificantly higher, the flow dynamics and the particle transport are

onsistent with those reported by Zhang et al. (2017a) ; at least

t the initial stage when a considerable proppant dune has been

ormed. During this initial stage, we see in Fig. 5 that the prop-

ant transport is mainly governed by settlement and fluid drag.

his phenomenon has been already reported in another work by

hang et al. (2017b) . Our simulation results shown in Fig. 5 are also

n line with the experimental results by Liu (2006) . Although Liu’s

ell doubles our cell length and the injection velocity used is really

ow, the settled dune and the flow dynamics qualitatively agree.

e need to mention that we do not depict the development of a

ual dune at the initial stage as is showed in Zhang et al. (2017a) .

his difference is probably due to the fact that we use four injec-

ion clusters instead only one. This changes how the main trans-

ort stream is built. In our case, the four injection points produces

 wider and more spread transport stream which induces a more

omogeneous dune. The bottom injection (left column) leads to a

ather small anti-clock-wise transport eddy. Particles initially tend

o settle in a sort of triangular-shaped dune close to the injection

oints. At a later stage, proppant is deposited deeper into the cell.

he tip of the dune is finally positioned within the first half of
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Fig. 4. (a) Final dune profile obtained with the refined CFD mesh (red) case for 16/30 sand for the middle injection compared with the result for the coarse CFD mesh 

(black). (b) Results obtained for 16/30 sand for middle injection using a cell 2.4 m long (red) compared with the results obtained using a cell 1.6 m long (black). The vertical 

dotted blue line indicates the boundary for the 1.6 m cell. (c) Final dune profile for 16/30 sand for middle injection using three different restitution coefficients. Lengths are 

scaled with the height h = 0 . 8 m of the cell. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. Snapshots of the simulations for low (left column), middle (middle column) and top (right column) injection cluster at different times during the injection and 

settlement of 16/30 sand. Each row of images correspond to a given time as indicated in the central column images. The color scale corresponds to the fluid velocity 

modulus in m/s. The white dots correspond to the proppant particles. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article.) 

Fig. 6. Snapshots of the simulations for top (right column), middle (middle column) and bottom (left column) injection cluster at different times during the injection and 

settlement of 16/30 ceramic. Each row of images correspond to a given time as indicated in the central column images. The color scale corresponds to the fluid velocity 

modulus in m/s. The white dots correspond to the proppant particles. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article.) 
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Fig. 7. Dune profiles for the two 16/30 proppant materials using the three injection cluster positions. (a)–(b) Dune profiles for 16/30 sand and ceramic obtained for the three 

injection positions: low (red), meddle (black) and top (blue) injection. These profiles correspond to the snapshots shown in Figs. 5 and 6 . (c) Comparison between sand and 

ceramic for the low injection. (d)–(e) Same as (c) for middle and top injection, respectively. Lengths are scaled with the height h = 0 . 8 m of the cell. (For interpretation of 

the references to color in this figure legend, the reader is referred to the web version of this article.) 
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the cell. The middle injection creates a central stream of particles

that leads to a more homogeneous spread of the proppant across

the cell length (middle column). The top injection induces a large

clock-wise transport eddy also leading to a homogeneous settle-

ment along the cell (right column). These results are in line with

those by Zhang et al. (2017c) . They reported that a lower injection

point produces a dune closer to the wellbore, while an upper injec-

tion leads to a more spread dune that sits further into the fracture.

In Fig. 6 , we show the results for 16/30 ceramic proppant. We

see a similar particle transport dynamics as in Fig. 5 . However,

since ceramic is denser than sand, particles settle faster. As it may

be expected, for all the positions of the injection cluster, the dune

settles closer to the injection points and do not reach the right end

of the cell in the case of ceramic. These results are consistent with

those by Zhang et al. (2017c) . They reported that bigger (or heav-

ier) proppant particles yield a dune closer to the wellbore at the
nitial stage. In contrast, lighter or smaller particles can be dragged

urther into the fracture. Similar results have been shown exper-

mentally by Sahai et al. (2014) . These authors injected different

and mesh sizes into a slot and noticed that the bigger sand grains

ettled near the entrance and the smaller grains where carried be-

ond the experimental device by the outflow. 

To compare results quantitatively, we measured the final dune

rofiles. In Fig. 7 (a) we can see the final dune profile for 16/30

and for the three positioning of the injection cluster. It is clear

rom these curves that the low injection produces a dune close

o the injection points and the middle and top injections generate

 homogeneous deposition of proppant along the cell. In Fig. 7 (b)

e see the same profiles for 16/30 ceramic. As we already saw in

ig. 6 the low injection produces, also for ceramic, a dune closer to

he injection points than the middle and top injections. 
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Fig. 8. Dune profiles for sand and ceramic for the three injection cluster positions for mesh 20/40: low (red), meddle (black) and top (blue) injection. Lengths are scaled 

with the height h = 0 . 8 m of the cell. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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In Fig. 7 (c)–(e), we see the effect of proppant density on the fi-

al dune profile. We see that in all cases increasing proppant den-

ity results in a dune placed nearer the cell entrance; however, this

ffect is rather subtle. 

Finally, we repeated the simulation of the three injection points

or both materials using the finer proppant of 20/40 mesh ( d p =
 . 6 mm), the dune profiles can be seen in Fig. 8 . We see that for

oth cases, sand and ceramic, only the low injection produces a

lear tip in the dune. The middle and top injections yield, for both

aterials, a rather flat layer of particles at the bottom of the cell. 

.3. Injection order strategy 

The effect of injecting sand or ceramic proppant of size 16/30 in

ifferent orders for a middle injection cluster position can be seen

n the snapshots of Fig. 9 . Injecting both proppant types simulta-

eously leads to a homogeneous mix of particles across the cell.

njecting ceramic first leads to a layer of ceramic at the bottom of

he cell on top of which a layer of sand is deposited. Injecting sand

rst (a usual field practice) leads to the opposite situation, a very

pread distribution of sand at the bottom of the slot (consistent

ith the results of Section 5.2 ) on top of which the ceramic parti-

les settle down. We can see that, due to the lower density, sand

an be dragged further into the cell creating a larger deposit at the

ight end (compare ceramic and sand areas in the middle and right

olumn of Fig. 9 at 16 s). Due to the flow dynamics, the particles

hat remain in suspension and need more time to settle create a

econd layer of material on top of the original dune (ceramic or

and) (see middle and right column of Fig. 9 at 16 s). 

From Fig. 10 we see that the overall dune profile obtained us-

ng the different injection protocols (simultaneous, ceramic–sand

nd sand–ceramic) is fairly similar. The most significant difference

s found when sand is injected before ceramic. In this case sand is

laced a bit deeper into the fracture. We can say that under these

onditions, changing the injection protocol only modifies the prop-

ant degree of mixing along the dune but not the overall dune

rofile. 

To measure the degree of mixing, we use the concept of mix-

ng entropy (see for example Wen et al., 2015 for an application

o granular mixing). In a particular region of space, the mixing en-

ropy S for a binary mixture with a x 1 fraction of type 1 particles

nd a x 2 = 1 − x 1 fraction of type 2 particles is defined as 

 = x 1 ln x 1 + x 2 ln x 2 . (13)

For an empty volume (i.e., x 1 = x 2 = 0 ) or for a volume that

ontains only one type of particles (e.g., x 1 = 1 and x 2 = 0 ) the

ixing entropy is equal to zero. For a volume with same number

f particles of each type (i.e., x 1 = x 2 = 0 . 5 ) the entropy is maxi-

um. This measure can be applied to small cells across the do-
ain to create a map showing the degree of mixing in the system.

e have divided the slot domain in 120 cells in the vertical direc-

ion and 240 cells in the horizontal direction. The mixing entropy

 ij was calculated in each cell defined by the indexes i (horizontal)

nd j (vertical). The results are shown as a color map in Fig. 11 ,

here the entropy values were normalized so that the maximum

ntropy is 1. These color maps measure quantitatively the results

hat can be inferred from the simulation snapshots of the differ-

nt injection protocols (see Fig. 9 ). In Fig. 11 (a) we can see that

he simultaneous injection of both proppants leads to high values

f mixing entropy across the whole dune. For the ceramic–sand

nd sand–ceramic injections (see Fig. 11 (c) and (e)) the zones with

igh mixing entropy correspond to the interfaces between layers

f different particle types. 

To obtain the average mixing entropy along the cell length, the

ntropy of every column i is obtained adding the entropy of every

ell j in that column according to ( Wen et al., 2015 ) 

 i = 

N y ∑ 

j=1 

n i j S i j , (14) 

here n ij is the total number of grains in the ij cell and N y is the

umber of cells in the vertical direction. It should be noted that

he added mixing entropy of a set of cells is different from the

ixing entropy of the same volume considered as a single cell. The

ixing entropy is sensitive to the size of the basic cell used. 

The entropy profiles shown in Fig. 11 (b), (d) and (f) are very

uch in line with the apparent degree of mixing observed by eye

n the simulation snapshots (see Fig. 9 ) and also in the entropy

olor maps (see Fig. 11 , left column). Along with the entropy pro-

les we also have plotted the concentration of each proppant type

 i / n T , being n i the number of particles of type i and n T the total

umber of particles in any given column. It is clear that for the si-

ultaneous injection a high mixing entropy is obtained along the

hole cell. We can depict only a decay of mixing entropy at the

ight end of the cell where most of the material is sand. For the

eramic–sand injection, we see a small region near the cell en-

rance with a high mixing entropy, then, we see a rather contin-

ous decay along the cell except for a peak at x/h = 1 . 25 . We also

ee that at the right end of the cell there is an increase in the

mount of ceramic. This is due to the fact that ceramic proppant

as injected first (see middle column of Fig. 9 ). When sand is in-

ected first, a high value of mixing entropy is observed near the

ntrance. Then, we see a decay and an increase around x/h = 1 . 25 .

t the right end of the cell the content of sand reaches the maxi-

um, because sand was injected first (see right column of Fig. 9 ).

or that reason, the mixing entropy drops to zero. 
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Fig. 9. Snapshots of the simulations for middle injection cluster using three different strategies of mixing 16/30 sand (black dots) and 16/30 ceramic (white dots) proppant 

particles: simultaneous injection (left column), ceramic before sand (middle column) and sand before ceramic (right column). The color scale corresponds to the magnitude 

of the fluid velocity in m/s. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 10. Dune profiles for middle injection cluster using three different strategies of 

mixing sand and ceramic of size 16/30. The red curve correspond to the simulta- 

neous injection of both proppant types, black to ceramic–sand and blue to sand–

ceramic injection. Lengths are scaled with the height h = 0 . 8 m of the cell. (For in- 

terpretation of the references to colour in this figure legend, the reader is referred 

to the web version of this article.) 
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6. Discussion 

It is important to discuss to what extent the results presented

in Section 5 can be extrapolated to field operations. As we ex-

plain above, the planar vertical slot considered has been scaled

to roughly represent the aspect ratio of a field fracture effectively

propped. The inlets and fracture width are similar to the field val-

ues. The pumping rate has been selected to yield a mean fluid ve-

locity in the slot of the same order of the one obtained in the field.

Since the properties of the fluid phase correspond to water, we ex-

pect that the Reynolds number will be similar to slickwater opera-

tions. 

The proppant particles used in the simulations are somewhat

larger than those used in regular field operations. It is a common

practice to use sand of mesh 70 and above (i.e., < 0.2 mm in di-

ameter) during the initial phase of the stimulation process. During

the last phase, 16/30 ceramic proppant (i.e., 0.4 mm to 1.2 mm) are

generally pumped. Instead, we have chosen bigger meshes (16/30
nd 20/40) to fill an appreciable portion of the cell using a man-

geable number of particles, without the need of significant CPU

ime. These simulations took around 10 days in a workstation us-

ng four processors in parallel. Also, we need to mention that in

eld operations, ceramic proppant would not be injected using

lickwater, but a cross-linked gel with strong non-Newtonian be-

avior. 

Although the position of the inlets have an important effect in

he proppant placement, one may wonder if some degree of con-

rol of the relative position of the fracture and the perforations in

he casing is possible. One could control this by placing injection

lusters close to geological boundaries (whenever they exist) that

ave the ability of limiting the growth of the fracture in the ver-

ical direction. This may offer an opportunity for better control of

he proppant placement. 

Finally, we have to bear in mind that the simulation results dis-

ussed correspond to injecting only a portion of what is usually

njected in a field operation. Further injection may lead to the re-

hape of the dune, the formation of a traction carpet and filling of

he slot downstream ( Kern et al., 1959; Zhang et al., 2017a; Zeng

t al., 2016 ). A study of the complete filling of the slot for differ-

nt conditions of inlet positions and proppant order would require

ore CPU demanding simulations. However, these are not out of

each for larger computing resources. 

Despite the issues discussed here, the proppant placement we

bserve is consistent with previous experiments ( Sahai et al., 2014;

iu, 2006 ) and simulations ( Zeng et al., 2016; Zhang et al., 2017a;

017b; 2017c ). The CFD–DEM simulations of scaled slots are sub-

ected to the same approximations and scaling done for experi-

ental setups. Hence, most conclusions and extrapolations valid

or experimental studies seem to be justified also for the CFD–DEM

odeling investigations. 

Other authors ( Zhang et al., 2017a; Zeng et al., 2016 ) already

roved the advantage of the CFD–DEM method in modeling prop-

ant transport. Our work put emphasis on the importance of the

osition of the injection clusters and the effect of injecting differ-

nt proppant types simultaneously and in stages. 
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Fig. 11. Entropy of mixing for the deposited dunes in Fig. 9 . The color scale corresponds to the normalized mixing entropy. (a) Simultaneous injection of both proppant types. 

(c)–(e) ceramic before sand and sand before ceramic injection, respectively. On the right column we show the corresponding mixing entropy profiles and concentration of 

particles n i / n T for the deposited dunes.Lengths are scaled with the height h = 0 . 8 m of the cell. (For interpretation of the references to color in this figure legend, the reader 

is referred to the web version of this article.) 
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. Conclusions 

We have considered the injection of proppant of different size

nd density into a vertical cell at different heights using a CFD–

EM modeling approach. The results are consistent with previous

xperimental and simulation studies at least at a qualitative level. 

We have observed that injecting at the top of the cell induces,

n general, the most smeared dune in comparison with placing the

njection points at the middle or bottom of the slot. Both, bottom

nd middle injections lead to convection eddies that favor a depo-

ition close to the injection side of the slot. 

The usual practice of injecting sand proppant first followed by

eramic has the effect of leaving a widely spread deposition of the

ight particles in the cell base, on top of which the second layer

f particles deposits. This is observed for a cluster injection posi-

ioned at mid height in the slot. Injection of both proppant types

imultaneously leads to a well mixed dune. Also, for all injection

rotocols, we can say that approximately the same dune profile is

btained. 
s  
We have compared simulations that use different slot lengths.

he results of dune profile are remarkably similar. This suggests

hat experimental devices using not to long slots do not make an

mportant impact on the final distribution of the proppant dunes.

lso, we compared simulations using a refined CFD mesh. The re-

ults are similar to the ones produced using the coarse CFD mesh,

uggesting that the coarse mesh is fine enough to reproduce the

ystem dynamics. 

Finally, we have used a measure of the degree of mixing for

ixed proppant injections based on the concept of mixing entropy.

his parameter seems to be a very simple and suitable way to

easure the degree of mixing observed in the dune. This helps to

epict to what extent different proppants remain segregated in the

lot. Well-mixed dunes have less conductivity when a well is put

n production, so well-segregated dunes are desirable. 

It is important to bear in mind that the actual field conditions

uring industrial operations may differ from the ones used in this

tudy, particularly with respect to fracture thickness. However, the

se of these types of CFD–DEM simulations will be particularly

uitable to study complex configurations that are difficult to setup
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in experiments. Examples of these are the study of branched frac-

tures and proppant stability on flowback ( Shor et al., 2014 ). 
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