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Abstract. Let G be a real reductive Lie group and let τ ∶ GÐ→ GL(V )
be a real reductive representation of G with (restricted) moment map
mg ∶ V ∖ {0} Ð→ g. In this work, we introduce the notion of nice space
of a real reductive representation to study the problem of how to deter-
mine if a G-orbit is distinguished (i.e. it contains a critical point of the
norm squared of mg). We give an elementary proof of the well-known
convexity theorem of Atiyah-Guillemin-Sternberg in our particular case
and we use it to give an easy-to-check sufficient condition for a G-orbit
of a element in a nice space to be distinguished. In the case where G
is algebraic and τ is a rational representation, the above condition is
also necessary (making heavy use of recent results of M. Jablonski), ob-
taining a generalization of Nikolayevsky’s nice basis criterium. We also
provide useful characterizations of nice spaces in terms of the weights of
τ . Finally, some applications to ternary forms and minimal metrics on
nilmanifolds are presented.

1. Introduction

Let Ĝ = UC be a complex reductive group, ĝ ∶= Lie(Ĝ) and τ̂ ∶ Ĝ Ð→
GL(V̂ ) be a representation of Ĝ. In [Nes], Linda Ness associates to τ̂ a

moment map (as in symplectic geometry) mĝ ∶ V̂ ∖ {0} Ð→
√
−1u to study

the orbit space of τ̂ (here u ∶= Lie(U)). By considering a (real) inner product

on
√
−1u such that U acts by isometries via the adjoint representation,

Ness’s studies of the functional ∣∣mĝ∣∣2 not only recovered known results
about the set of semi-stable vectors but she also proved that all critical
points of ∣∣mĝ∣∣2 in the null cone have similar properties to those of minimal

points (which have closed Ĝ-orbit). The gradient flow of ∣∣mĝ∣∣2 was also
studied independently by Francis Kirwan [Kir2] and the stratification given
by such flow is often called the Kirwan-Ness stratification.

Numerous efforts have been made over the next 25 years to carry out
Kirwan-Ness results to the context of real Lie groups. This has been success-
fully achieved by Peter Heinzner, Gerald Schwarz and collaborators within
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their project of developing a geometric invariant theory for actions of real
Lie groups on complex spaces (see [HSchw, HSS]). At this point, we should
also mention the pioneering work of Roger Richardson and Peter Slodowy
[RS] on representations of real reductive algebraic groups, which was picked
up by Patrick Eberlein and Michael Jablonski to extend [Kir2, Nes] to this
particular case (see [EJ, Jab2]). The idea of all the mentioned works is to
use some connection with the complex case. In both cases, orbits of critical
points of ∣∣mg∣∣2 play a distinguished role in the orbit space and it is for this
reason that such orbits are called distinguished.

Our purpose in this paper is to study the problem of how to determine
if a G-orbit is distinguished, where G is real reductive Lie group (in the
sense of Heinzner-Schwarz) and the action is via a real reductive represen-
tation of G (as it is defined in [Sto1]). In addition to the aforementioned
motivation to study distinguished orbits, a second reason comes from the
intriguing interplay between the Ricci flow on nilpotent Lie groups and the
gradient flow of the norm squared of the moment map associated to the
natural action of GLn(R) on V = Λ2(Rn)∗ ⊗ Rn; the distinguished orbits
of nilpotent Lie brackets are in 1-1 correspondence with nilsoliton metrics
on simply connected nilpotent Lie groups (see, for instance, [Lau2]). Niko-
layevsky proves in [Nik2] many theorems on Einstein nilradicals (nilpotent
Lie algebras admitting a nilsoliton metric) by using the results given in [RS].
Among these results, we can highlight the Nikolayevsky nice basis criterium,
which provides an easy-to-check convex geometry condition for a nilpotent
Lie algebra with a nice basis to admit a nilsoliton metric.

By following Nikolayevsky’s ideas given in [Nik1, Nik2], we introduce the
notion of nice space of a real reductive representation and we show that such
criterium is a general fact of the theory of real reductive representations
which are rational. To do this, we give an elementary proof of the convexity
of ma(A ⋅ v) where A is a connected abelian Lie group with out compact
factor acting linearly and by symmetric operators on a finite dimensional real
vector space V . This result is related with the convexity theorem of Atiyah-
Guillemin-Sternberg ([Ati, Theorem 2] and [GS1, Theorem 5.2])and indeed
can be used to prove such theorem in the particular case of representations
of a complexified torus.

In Section 4, we generalize some of the results of [LW2] and give an
elementary characterization of a nice space in terms of weights of the repre-
sentation (which is very helpful, as we will see). In Section 5 we give some
applications of our results to the study of ternary forms and the existence
problem of minimal compatible metrics with geometric structures on nilpo-
tent Lie groups (as are defined by Lauret in [Lau1]). Theorem 5.5 provides
an elementary expression for the stratifying set associated with the natu-
ral action of GL3(R) on ternary forms and Theorem 5.6 gives a complete
classification of distinguished orbits in the null cone of the GL3(R)-action
on R[x, y, z]4. Theorem 5.14 follows immediately from our main result and
provides a tool to find minimal compatible metrics for a very wide family
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of class-γ nilpotent Lie groups; we use it to determine minimal compatible
metrics on symplectic two-step Lie algebras of dimension 6 (see Theorem
5.17 and Table 2).

2. Preliminaries

Let G be a real reductive Lie group in the sense of Heinzner-Schwarz,
i.e. there exists a complex reductive group Ĝ = UC (Ĝ is the universal
complexification of a compact subgroup U) such that G is a closed subgroup

of Ĝ and is compatible with the Cartan decomposition Ĝ = U exp(
√
−1u), in

other words, the function

ϕ ∶ K × p Ð→ G
(k,X) z→ k exp(X)(2.1)

is a diffeomorphism on G, where K ∶= G ∩U and p ∶= g ∩
√
−1u.

Definition 2.1. [Sto1, Section 2] A representation τ ∶ G Ð→ GL(V ) of
a real reductive Lie group is called real reductive representation if V is a
G-invariant real subspace of a holomorphic Ĝ-representation space V̂ .

It is fairly easy to see that given a real reductive representation, there
exists a inner product on V , say ⟨⋅, ⋅⟩, such that K acts by isometries and
p acts by symmetric operators. There also exists a inner product on g, say
⟨⟨⋅, ⋅⟩⟩, such that K acts by isometries and p acts by symmetric operators (via

the adjoint representation) and g = k
⊥

⊕p (it is a orthogonal decomposition).
From now on, π ∶= d τ ∣e ∶ g Ð→ gl(V ) and orthogonal complements and
orthogonal projections on g and V are considered with respect ⟨⟨⋅, ⋅⟩⟩ and
⟨⋅, ⋅⟩, respectively.

Let us fix a subalgebra a of g maximal in p. Since [p,p] ⊆ k, it follows
that a is abelian. Thus, the families {ad(X)∣X ∈ a} and {π(X)∣X ∈ a}
are families of commuting symmetric operators, which allow a weight space
decomposition for g and V ; that is, there exist finite subsets ∆(g) and ∆(V )
of a, with 0 ∉ ∆(g), such that

g = g0
⊥

⊕
⊥

⊕
γ∈∆(g)

gγ ,(2.2)

V =
⊥

⊕
α∈∆(V )

Vα(2.3)

where

gγ = {Y ∈ g ∶ ad(X)Y = ⟨⟨X,γ⟩⟩Y for all X ∈ a},
Vα = {v ∈ V ∶ π(X)v = ⟨⟨X,α⟩⟩v for all X ∈ a}.

The Decomposition (2.2) is often called restricted-root space decomposition
of g and the set ∆(g) is called set of roots of g
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Now, we consider the Cartan involution of g given by

(2.4)
θ ∶ k

⊥

⊕p Ð→ k
⊥

⊕p
X + Y z→ X − Y , ∀X ∈ k, Y ∈ p.

The following proposition summarizes the basic well-known properties of θ,
⟨⋅, ⋅⟩ and ⟨⟨⋅, ⋅⟩⟩ so we omit the proof.

Proposition 2.2. Let G be a real reductive Lie group, Let τ ∶ GÐ→ GL(V )
be a real reductive representation with ⟨⋅, ⋅⟩ and ⟨⟨⋅, ⋅⟩⟩ as above. Then, for all
X,Y in g,

(1) π(X)T = −π(θ(X)) where π(X)T is the transpose operator of π(X)
with respect to ⟨⋅, ⋅⟩.

(2) ad(X)T = −ad(θ(X)) where ad(X)T is the transpose operator of
ad(X) with respect to ⟨⟨⋅, ⋅⟩⟩.

(3) θ is an isometry of ⟨⟨⋅, ⋅⟩⟩.
(4) θ(gλ) = gθ(λ) = g−λ. Hence, λ ∈ ∆(g) if and only if −λ ∈ ∆(g).
(5) [gλ1 ,gλ2] ⊆ gλ1+λ2. Hence, if [gλ1 ,gλ2] ≠ {0} then λ1+λ2 ∈ ∆(g)⊍{0}.
(6) π(gλ)Vα ⊆ Vλ+α. Hence, if π(gλ)Vα ≠ {0} then λ + α ∈ ∆(V ).
(7) For all Z ∈ gλ, [θ(Z), Z] ∈ a, thus [θ(Z), Z] = ∣∣Z ∣∣2λ.

By fixing a regular element X0 ∈ a (i.e. ⟨⟨γ,X0⟩⟩ ≠ 0 for every γ ∈ ∆(g)),
we obtain a set of positive roots

(2.5) ∆(g)+ = {γ ∈ ∆(g) ∶ ⟨⟨γ,X0⟩⟩ > 0}
and a Weyl chamber

(2.6) a+ = {Y ∈ a ∶ ⟨⟨γ, Y ⟩⟩ > 0 for every γ ∈ ∆(g)+}.
If ∆(g)− ∶= −∆(g)+, then ∆(g) = ∆(g)+⊍∆(g)− and θ(∆(g)+) = ∆(g)−.

We are now in a position to define the moment map of τ . This map is
implicitly defined by

(2.7)
mg ∶ V ∖ {0} Ð→ g
⟨⟨mg(v),X⟩⟩ = 1

∣∣v∣∣2
⟨π(X)v, v⟩,

for all X ∈ p and v ∈ V ∖ {0}. It is easy to see that mg is K-equivariant (i.e.
mg(k ⋅ v) = Ad(k)(mg(v)) for all k ∈ K and v ∈ V ∖ {0}) and R∗-invariant
(i.e. mg(λv) =mg(v) for all λ ∈ R∗ and v ∈ V ∖ {0}). Also, we note that the
image of mg is contained in p, which is clear from the K-invariance of ⟨⋅, ⋅⟩.

Set Fg = ∣∣mg∣∣2, which we shall call the norm squared of the moment map.
As we said above, the critical points of Fg play a important role in the study
of the orbit space. We thus have the following definition.

Definition 2.3. [Jab1, Definition 2.6] An orbit G ⋅ v is said to be G-
distinguished if G ⋅ v has a critical point of Fg.

Theorem 2.4.

(1) [HSS, Corollaries 6.10, 6.11] For each v ∈ V ∖ {0}, the following
conditions are equivalent:
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(a) v is a critical point of Fg.
(b) π(mg(v))v = λv for some λ ∈ R.
(c) v is a global minimum of Fg ∣G⋅v.

Under these conditions, the set of critical points of Fg lying in G ⋅ v
equals K ⋅ v (up to scaling).

(2) [HSS, Theorem 7.3 y Corollary 7.6] (Kirwan-Ness Stratification)
The gradient flow of Fg determines a stratification of V ∖ {0}, it is
to say that

V ∖ {0} = ⊍
β∈a+

Sβ,

where a stratum Sβ is given by

Sβ = {v ∈ V ∖ {0} ∶ lim
t→−∞

sv(t) ∈ C (β)} .

Here, sv(t) is the integral curve through v of the gradient field of Fg

and C (β) is the set

C (β) = {v ∈ V ∖ {0} ∶ v is a critical point of Fg and mg(v) ∈ Ad(K)β}.
The strata satisfy

Sβ ⊆ Sβ ⊍ {Sβ′ ∶ ∣∣β′∣∣ > ∣∣β∣∣}.

(3) [HSS, Theorem 5.4] For all v ∈ Sβ, G ⋅ v ∩ Sβ contains a unique
distinguished orbit.

Let us denote by B the set of all β ∈ a+ such that Sβ ≠ φ or, what is the
same thing,

B = {β ∈ a+ ∶ C (β) ≠ φ}.
We call B the stratifying set of V .

Notation 2.5. Let Φ be a finite subset of a. The convex hull of Φ will be
denoted by CH(Φ) while by Aff(Φ) we denote the affine space generated by
Φ. mcc(Φ) denotes the minimal convex combination of Φ; i.e. the unique
vector closest to the origin in CH(Φ). The notation int(CH(Φ)) represents
the interior of CH(Φ) relative to the usual topology of Aff(Φ).

Fix v ∈ V ∖{0}, say v = v1+ . . .+vs with each vi ∈ Vαi (by Equation (2.3)).
Let R(v) denote the ordered set of weights related with v:

(2.8) R(v) = {αi ∈ ∆(V ) ∶ vi ≠ 0}
and set βv = mcc(R(v))

We note that the set {βv ∶ v ∈ V ∖ {0}} is a finite set.

Proposition 2.6.

(1) Let H be a subgroup of G compatible whit the Cartan decomposition of
G given by Equation (2.1). Then mh = Proyh ○mg, where Lie(H) = h
and Proyh ∶ gÐ→ h is the orthogonal projection of g on h with respect
to ⟨⟨⋅, ⋅⟩⟩.

(2) Let v ∈ V ∖ {0} such that mg(v) = β ∈ a. Then
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(a) mg(v) ∈ int(CC(R(v))).
(b) v is a critical point of Fg if and only if β = mcc(R(v)).

(3) B is a finite subset of a.

3. Generalization of Nikolayevsky’s nice basis criterium

In this section, we formulate and prove a generalization of Nikolayevsky’s
nice basis criterium ([Nik2, Theorem 3.]). We begin with an elementary
proof of the convexity of ma(A ⋅v) where A is a connected abelian Lie group
without compact factor acting linearly by symmetric operators on a real
vector space V (with respect some inner product ⟨⋅, ⋅⟩ on V ).

Proposition 3.1. For every v ∈ V ∖{0}, v = v1+. . .+vs (as in Decomposition
(2.3))

ma(A ⋅ v) = int(CH(R(v))).

Proof. Fix X ∈ a. Let us first find an expression for ma(exp(X) ⋅v) in terms
of weights. Let Y ∈ a

⟨⟨ma(exp(X) ⋅ v), Y ⟩⟩ = 1

∣∣ exp(X) ⋅ v∣∣2
⟨π(Y ) exp(X) ⋅ v, exp(X) ⋅ v⟩

= 1

∣∣ exp(X) ⋅ v∣∣2
⟨∑ e⟨⟨X,αi⟩⟩ π(Y )vi,∑ e⟨⟨X,αj⟩⟩ vj⟩

= 1

∣∣ exp(X) ⋅ v∣∣2∑
e2⟨⟨X,αi⟩⟩ ∣∣vi∣∣2⟨⟨Y,αi⟩⟩

= ⟨⟨ 1

∣∣ exp(X) ⋅ v∣∣2∑
e2⟨⟨X,αi⟩⟩ ∣∣vi∣∣2αi, Y ⟩⟩.

This gives

(3.1) ma(exp(X)v) = 1

∑ e2⟨⟨X,αi⟩⟩ ∣∣vi∣∣2
∑ e2⟨⟨X,αi⟩⟩ ∣∣vi∣∣2αi

and so ma(A ⋅ v) ⊆ int(CH(R(v))).
We next prove that ma(A ⋅v) is a open convex set in Aff(R(v)). Let b ⊆ a

be a subspace of a and let ρb be given by

ρb ∶ b Ð→ R
X z→ ln ∣∣ exp(X) ⋅ v∣∣2 .

By using that b is abelian, a straightforward computation gives

mb(exp(Y ) ⋅ v) = 1

2
(dρb)Y .

Therefore the image of dρb equals 2mb(B ⋅ v) (B = exp(b)). The basic idea
of the proof is to apply the Fenchel’s Convexity Theorem (see Appendix) to
certain ρb̃ and then to relate ma(A ⋅v) with dρb̃. We need to calculate d2 ρb
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for any b ⊆ a. Let X, Y ∈ b and ṽ = exp(X) ⋅ v

⟨⟨d2 ρb(X)Y ,Y ⟩⟩ = 2 d
dt
∣
0
⟨⟨mb(exp(X + tY ) ⋅ v), Y ⟩⟩

= 2 d
dt
∣
0

1

∣∣ exp(tY ) ⋅ ṽ∣∣2
⟨π(Y ) exp(tY ) ⋅ ṽ, exp(tY ) ⋅ ṽ⟩

= 2

∣∣ṽ∣∣4
[(⟨π(Y )π(Y )ṽ, ṽ⟩ + ⟨π(Y )ṽ, π(Y )ṽ⟩)∣∣ṽ∣∣2

−2⟨π(Y )ṽ, ṽ⟩⟨π(Y )ṽ, ṽ⟩]

= 4

∣∣ṽ∣∣4
[∣∣π(Y )ṽ∣∣2∣∣ṽ∣∣2 − ⟨π(Y )ṽ, ṽ⟩2].

By Cauchy-Schwartz Inequality, ⟨⟨d2 ρb(X)Y ,Y ⟩⟩ ≥ 0 and the equality holds
if and only if π(y)ṽ = λṽ for some λ ∈ R, which is equivalent to π(y)v = λv
for some λ ∈ R. Thus d2 ρb(X) is positive definite for any X ∈ b∖ {0} if and
only if b ∩ d = {0} where

d ∶= dv(a) = {Y ∈ a ∶ π(Y )v = λv for some λ ∈ R}.

Thus, let b̃ ∶= d⊥ where d⊥ is the orthogonal complement of d in a.
We consider

av = {Y ∈ a ∶ π(Y )v = 0}.

It is easy to see that av is an ideal of d of codimension 1 or 0; we have two
cases

d = av,(3.2)

or

d = av
⊥

⊕RZ.(3.3)

with Z ∈ a such that π(Z)v = v.
Now, let X ∈ a. We note that ma(exp(X)v) =ma(exp(X ′)v) where X ′ is

the component of X in b̃. In fact, say X =X ′ +X ′′ with X ′ ∈ b̃ and X ′′ ∈ d,

ma(exp(X)v) = ma(exp(X ′) exp(X ′′)v)
= ma(t exp(X ′)v) for some t ∈ R
= ma(exp(X ′)v).(3.4)

Here, we have used again that a is abelian and ma is invariant under a
rescaling. Also, it is easy to see that for any X ∈ a

ma(exp(X)v) ∈ a ⊥

⊖av.(3.5)

We are in a position to describe ma(A⋅v) in terms of dρb̃. By the Equation
(3.5), ma could have component in RZ if the Case (3.3) holds. In this case,



8 EDISON ALBERTO FERNÁNDEZ CULMA

such component is always 1
∣∣Z∣∣2

Z:

⟨⟨ma(exp(X)v), Z⟩⟩ = 1

∣∣ exp(X)v∣∣2
⟨π(Z) exp(X)v, exp(X)v⟩

= 1

∣∣ exp(X)v∣∣2
⟨exp(X)π(Z)v, exp(X)v⟩

= 1

∣∣ exp(X)v∣∣2
⟨exp(X)v, exp(X)v⟩

= 1.

We recall that mb̃ is the projection of ma on b̃ (Proposition 2.6, item 1),

from this, if X
′ = Proj̃bX for X ∈ a we have

ma(exp(X)v) = ma(exp(X ′)v) (by Equation (3.4) )

= Proyb̃ma(exp(X ′)v) +Proydma(exp(X ′)v)
= mb̃(exp(X ′)v) +Proydma(exp(X ′)v)

= {
mb̃(exp(X ′) ⋅ v), if d = av
mb̃(exp(X ′) ⋅ v) + 1

∣∣Z∣∣2
Z, if d = av

⊥

⊕RZ(3.6)

Now (3.6) becomes ma(A⋅v) =mb̃(B̃⋅v) or ma(A⋅v) =mb̃(B̃⋅v)+
1
∣∣Z∣∣2

Z (here,

B̃ = exp(b̃)), and since mb̃(B̃ ⋅ v) is a convex set (ρb̃ satisfies the hypotheses
of the Fenchel’s Convexity Theorem), whatever the case, we conclude that
ma(A ⋅ v) is a convex set.

To finish the proof, it is sufficient to prove that ma(A ⋅ v) = CC(R(v))
(by [Gru, Theorem 2.1.7], we have for any convex subset Ω of Rn, int(Ω) =
int(Ω)). By Theorem 6.4 item 3 we could prove that each exposed point of

CC(R(v)) belongs to ma(A ⋅ v) . Let αi be an exposed point of CC(R(v)).
By definition, there exist Hi ∈ a and hi ∈ R such that for each X ∈ CC(R(v)),
⟨⟨X,Hi⟩⟩ ≥ hi and the equality holds if and only if X = αi. By using this
inequality in the Equation (3.1) it follows that

lim
t→−∞

ma(exp(tHi) ⋅ v) = αi.

On account of the above, we have ma(A ⋅ v) is a convex set such that

ma(A ⋅ v) = CC(R(v)), and, in consequence, ma(A⋅v) = int(CC(R(v))). �

Remark 3.2. The above proposition is related with well-known results on
convexity properties of the moment map (see, for instance [HSto, Proposi-
tion 3]). The argument used in the proof shows that it is independent of
complex case (which is a difference with analogous results). In fact, by a
similar argument, we can prove the respective result in the complex setting,
this is, if T is a torus and TC its universal complexification which acts lin-
early on complex vector space V̂ then mtC(TC ⋅ v) = int(CC(R(v))) for any

v ∈ V̂ ∖ {0} (R(v) is defined analogously as above). Convexity properties
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of moment maps is currently a well-developed theory and has a rich his-
tory which includes results due to Schur, Horn, Kostant, Mumford, Atiyah,
Guillemin and Sternberg, Kirwan, etc. (see [HSchu]).

Definition 3.3. Let τ ∶ GÐ→ GL(V ) be a real reductive representation and
let W be a vector subspace of V . W is called a nice space if it is A-invariant
and mg(w) ∈ a for any w ∈W ∖ {0} (here, A = exp(a)). Elements of W are
called nice elements.

Remark 3.4. Given that A is compatible with the Cartan decomposition of
G, if W is a nice space, then ma(w) =mg(w) for any w ∈W ∖ {0}.

Remark 3.5. One could define a nice element w ∈ V as that which satisfies
mg(A ⋅ w) ⊆ a. In the Proposition 4.8, we prove that this notion coincides
with that given in Definition 3.3.

Remark 3.6. In [Jab1] there is not a name to the notion of nice space but
certainly this should be A-detectable. Since our motivation comes from the
Nikolayevsky’s nice basis criterium, we prefer to use name “nice” in this
definition.

Now, we are ready to give a first step in the proof of our generalization
of Nikolayevsky’s nice basis criterium.

Proposition 3.7. Let W be a nice space and let w ∈W∖{0}. If mcc(R(w)) ∈
int(CC(R(w))), then the G-orbit of w is distinguished. Furthermore, there
exists X ∈ a such that exp(X)w is a critical point of Fg.

Proof. We suppose that mcc(R(w)) ∈ int(CH(R(w))). By Proposition 3.1
there exists X ∈ a such that ma(exp(X) ⋅ w) = mcc(R(w)) and moreover,
Fa ∣A⋅w has a minimum value at w̃ = exp(X) ⋅w. By Theorem 2.4 item 1, w̃
is a critical point of Fa and so π(ma(w̃))w̃ = λw̃ for some λ ∈ R. Since w is
nice and so is w̃, ma(w̃) =mg(w̃). From this and, again, from Theorem 2.4
item 1, w̃ is a critical point of Fg, and so G ⋅w is a distinguished orbit. �

Notation 3.8. Let w be a nice element and consider the ordered set R(w).
We denote by Uw the Gram matrix of (R(w), ⟨⟨⋅, ⋅⟩⟩), i.e.

(3.7) Uw(p, q) = ⟨⟨R(w)p,R(w)q⟩⟩

with 1 ≤ p, q ≤ ♯R(w)

We omit the proof of the following corollaries, which follows easily from
the method of Lagrange multipliers.

Corollary 3.9. Let w be a nice element. If the equation

(3.8) Uw[xi] = λ[1]

has a solution [xi] for some λ ∈ R such that each xi is positive (positive
solution) then G ⋅w is a distinguished orbit.
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Corollary 3.10. Let w be a nice element and suppose that 0 ∉ CH(R(w)).
If the equation

(3.9) Uw[xi] = [1]

has a positive solution [xi] then G ⋅w is a distinguished orbit.

To obtain the proof of the converse of Proposition 3.7 we need to restrict
ourselves to the algebraic case. The idea is to apply Jablonski’s results given
in [Jab1]. Let us recall some notions and results of [Jab1] which we need.

Definition 3.11. [Jab1, Definition 2.9] Let G be a (real or complex) linear
reductive algebraic group acting linearly and rationally on a finite dimen-
sional vector space V . Let H be a compatible subgroup of G and W be an
H-stable smooth subvariety of V . We say that the G-action is H-detectable
along W if mg(w) ∈ h for any w ∈W .

Theorem 3.12. [Jab1, Corollary 3.4] Let G, H, V and W be as in the
above definition and assume that W is a closed subset of V . If the action is
H-detectable along W , then for any w ∈ W , G ⋅ w is G-distinguished if and
only if H ⋅w is H-distinguished.

Proposition 3.13. Let G and V as in the above definition and W a nice
space, and let w ∈W ∖ {0} such that G ⋅w is a distinguished orbit. Then

mcc(R(w)) ∈ int(CC(R(w))).

Proof. Since G ⋅ w is a distinguished, A ⋅ w is a distinguished orbit of the
A-action (by Theorem 3.12). Thus, there exist w̃ ∈ A ⋅w which is a critical
point of Fa. By Theorem 2.4 item 1 we have ∣∣ma(w̃)∣∣2 ≤ ∣∣ma(w′)∣∣2 for
any w′ ∈ A ⋅ w. It follows from Proposition 3.1 that ma(w̃) is a vector
of minimal norm in the convex set int(CC(R(w))) and by a continuity
argument, ma(w̃) is also a vector of minimum norm in the set CC(R(w));
hence mcc(R(w)) ∈ int(CC(R(w))). �

We have from Propositions 3.7 and 3.13 our main result and equivalences
in the Corollaries 3.9 and 3.10 to the algebraic case.

Theorem 3.14. Let G be a real linear reductive algebraic group and τ ∶
GÐ→ GL(V ) be a rational representation of G, and let w be a nice element.
The orbit G ⋅w is distinguished if and only if

mcc(R(w)) ∈ int(CC(R(w))).

Moreover, in such case, there exists X ∈ a such that exp(X)w is a critical
point of Fg.

Remark 3.15. It is easy to see that the above results are valid in the complex
case.
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4. How to know if your A-space is nice

In this section, we consider an A-invariant subspace W of V and its
decomposition in weight spaces

(4.1) W =Wα1

⊥

⊕ . . .
⊥

⊕Wαr

with weight set ∆(W ) = {α1, . . . , αr}. We follow ideas go back at least as
far as [Sja, Lemma 7.1] and results presented in [LW2].

Remark 4.1. It is easily seen that the representation π∣a ∶ a Ð→ gl(V ) is a
completely reducible representation of a. Hence, ∆(W ) is a subset of ∆(V )
and each Wαi is a subspace of some Vαj . For this reason, there is no problem
in considering R(w) with respect to the decomposition (4.1) for all w ∈W .

Lemma 4.2. Let γ ∈ ∆(g), Y ∈ gγ, αi ∈ ∆(W ) and wi ∈ Wαi such
that π(Y )wi ≠ 0, then π(Y )wi is a simultaneous eigenvector for the fam-
ily {π(X) ∶ X ∈ a}. Moreover, if ProjW π(Y )wi ≠ 0 then ProjW π(Y )wi
is a weight vector with corresponding weight γ + αi, and in consequence,
γ + αi = αj for some αj ∈ ∆(W ) with αi ≠ αj.

Proof. Since Y ∈ gγ , [X,Y ] = ⟨⟨γ,X⟩⟩Y for all X ∈ a and thus

⟨⟨γ,X⟩⟩π(Y ) = π([X,Y ]) = π(X)π(Y ) − π(Y )π(X)
and finally

π(X)(π(Y )wi) = ⟨⟨γ,X⟩⟩π(Y )wi + π(Y )π(X)wi
= ⟨⟨γ,X⟩⟩π(Y )wi + ⟨⟨αi,X⟩⟩π(Y )wi
= ⟨⟨γ + αi,X⟩⟩π(Y )wi.

To see the second part, let π(Y )wi = w+w
′

with w ∈W (w = ProjW π(Y )wi)
and w

′ ∈W ⊥.

π(X)w + π(X)w
′

= π(X)π(Y )wi
= ⟨⟨γ + αi,X⟩⟩π(Y )wi
= ⟨⟨γ + αi,X⟩⟩w + ⟨⟨γ + αi,X⟩⟩w

′

.

By using that W ⊥ is also A-invariant as W , we have π(X)w′ ∈ W ⊥, we
thus get π(X)w = ⟨⟨γ + αi,X⟩⟩w. �

Corollary 4.3. Fix a weight space Wαi of the decomposition (4.1). Wαi is
a nice space where all its points are critical points of Fg with mg(wi) = αi
for all wi ∈Wαi.

Proof. We must prove that mg(wi) ∈ a. By Equation (2.7) and the Decom-
position (2.2), this is equivalent to show ⟨π(Y )wi,wi⟩ = 0 for all γ ∈ ∆(g)
and Y ∈ gγ .

Let w = ProjW π(Y )wi, so ⟨π(Y )wi,wi⟩ = ⟨w,wi⟩. If w = 0, there is
nothing to prove. In other case, by the previous lemma, w is a weight vector
of weight γ + αi. Since γ ≠ 0, γ + αi ≠ αi which gives w ⊥ wi.
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From Expression (3.1), we have mg(wi) = αi and so π(mg(wi))wi =
π(αi)wi = ⟨⟨αi, αi⟩⟩wi; wi is a critical point of Fg �

Lemma 4.4. Suppose that for all αi, αj ∈ ∆(W ) such that αj − αi ∈ ∆(g)
one has that π(gγ)Wαi ⊥W , where γ = αj − αi. Then,

π(gγ)Wαi ⊥W,

for any γ ∈ ∆(g), and αi ∈ ∆(W ).

Proof. Suppose the assertion of the lemma is false. From Lemma 4.2 we
could find γ ∈ ∆(g), Y ∈ gγ , αi, αj ∈ ∆(W ) and wi ∈ Wαi such that
ProjW π(Y )wi is a weight vector of weight γ + αi = αj . This gives αj − αi ∈
∆(g) and the hypothesis now becomes ProjW π(Y )wi = 0; this is a contra-
diction. �

Theorem 4.5. An A-invariant subspace of W of V is nice if and only if
for all αi, αj ∈ ∆(W ) such that αj − αi ∈ ∆(g),

π(gγ)Wαi ⊥W

where γ = αj − αi

Proof. We suppose that W is nice and let αi, αj ∈ ∆(W ) be such that
αj − αi ∈ ∆(g), say αj − αi = γ with γ ∈ ∆(g). We must prove that
ProjW π(Y )wi = 0 with Y ∈ gγ and wi ∈ Wαi . Since ProjW π(Y )wi ∈ Wj

(from Lemma 4.2), it will thus be sufficient to prove that

⟨ProjW π(Y )wi,wj⟩ = 0

for any wj ∈Wj . Consider a wj ∈Wj and set w = wi +wj . Since W is nice,
mg(w) ∈ a and using the Decomposition (2.2) we have

0 = ⟨mg(w), Y ⟩
= ⟨π(Y )(wi +wj),wi +wj⟩
= ⟨π(Y )wi,wi⟩ + ⟨π(Y )wi,wj⟩

+⟨π(Y )wj ,wi⟩ + ⟨π(Y )wj ,wj⟩
= ⟨π(Y )wi,wj⟩ + ⟨π(Y )wj ,wi⟩(4.2)

where we have used that ⟨π(Y )wi,wi⟩ = ⟨π(Y )wj ,wj⟩ = 0 from Corollary
4.3.

Note that ⟨π(Y )wj ,wi⟩ = 0. Indeed, suppose, contrary to our claim, that
⟨π(Y )wj ,wi⟩ ≠ 0. As in the proof of the Lemma 4.4, we have ProjW π(Y )wj
is a weight vector of weight γ + αj = αi. But, γ + αi = αj since αj − αi = γ,
we now have a contradiction to that γ ≠ 0.

According to the above, we have 0 = ⟨π(Y )wi,wj⟩ = ⟨ProjW π(Y )wi,wj⟩
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We now proceed to show necessary part. Let w ∈ W , say w = ∑wi and
let Y ∈ gγ with γ ∈ ∆(g). We must see that ⟨mg(w), Y ⟩ = 0

⟨mg(w), Y ⟩ = 1

∣∣w∣∣2
⟨π(Y )w,w⟩

= 1

∣∣w∣∣2∑i,j
⟨π(Y )wi,wj⟩.

From Lemma 4.4, we have the proof. �

By the θ-invariance of ⟨⟨⋅, ⋅⟩⟩, the fact that θ(gγ) = g−γ for each γ ∈ ∆(g)
and recalling that the image of the moment map is contained in p, we have:

Corollary 4.6. An A-invariant subspace W of V is nice if and only if for
all γ ∈ ∆(g)+

π(gγ)W ⊥W

An obvious but very useful corollary is the following

Corollary 4.7. Let W be a A-invariant subspace of V . If for all αi and αj
in ∆(W ), αi − αj ∉ ∆(g), then W is nice.

We can now prove the equivalence between the two possible notions of
nice element.

Proposition 4.8. Let w = wi1 + . . . + wis in V with each wij a non-null
vector in Vαij (by Equation (2.3)) and such that mg(A ⋅w) ⊂ a. Then W =
Rwi1

⊥

⊕ . . .
⊥

⊕Rwis is a nice space.

Proof. From Corollary 4.6, we need to prove that ⟨π(gλ)wij ,wik⟩ = 0, for all
λ ∈ ∆(g) and 1 ≤ j ≤ k ≤ s. Suppose the proposition was false. Then we
could find λ ∈ ∆(g), Y ∈ gλ and j and k such that

⟨π(Y )wij ,wik⟩ ≠ 0.

Reasoning as in the above results, we have λ + αij = αik , and so, the set

Ω = {αij ∶ λ + αij = αik ∈ ∆(W ) and ⟨π(Y )wij ,wik⟩ ≠ 0}
is nonempty. As ⟨⟨mg(A ⋅w), Y ⟩⟩ = 0, we have for all X ∈ a

0 = ⟨π(Y ) exp(X)w, exp(X)w⟩
= ∑

j,k

e
⟨⟨X,αij+αik ⟩⟩⟨π(Y )wij ,wik⟩

= ∑
αij ∈Ω

e
⟨⟨X,λ+2αij ⟩⟩⟨π(Y )wij ,wik⟩

= ∑
αij ∈Ω

e
⟨⟨X,2αij ⟩⟩⟨π(Y )wij ,wik⟩(4.3)

We consider the convex hull of Ω and let αim be an exposed point of such
convex set. So, there exist H ∈ a and h ∈ R such that ⟨⟨X,H⟩⟩ ≥ h for all
X ∈ CH(Ω) and the equality holds if and only if X = αim .
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From Equation 4.3 follows that

0 = 1

e⟨⟨tH,2αim ⟩⟩
∑
αij ∈Ω

e
⟨⟨tH,2αij ⟩⟩⟨π(Y )wij ,wik⟩,

and by letting t→ −∞, we obtain

0 = ⟨π(Y )wim ,win⟩
which is contrary to αim ∈ Ω. �

Corollary 4.9. Let αi and αj be such that W =Wαi
⊥

⊕Wαj is a nice space.
Then β ∶= mcc({αi, αj}) defines a stratum, i.e. Sβ ≠ φ.

Proof. If mcc({αi, αj}) is αi or αj , we have from Corollary 4.3 the conclusion
for this case. In the other case, mcc({αi, αj}) is in the interior of CH{αi, αj}
and so, Proposition 3.7 and Theorem 2.4 complete the proof. �

5. Applications

5.1. Ternary forms. In this part, we want to discuss some applications of
the above results to classical invariant theory. In classical invariant theory
one studies polynomials and their intrinsic and geometrical properties; we
mean those properties which are unaffected by a change of variables and are
purely geometric (for instance, multiplicities of roots). Such theory was a
focal and major topic in the 19th century and in the beginning of the 20th
century, and was strongly impacted by Hilbert’s contributions (which were
used by David Mumford to develop the modern geometric invariant theory).

We prove a result that describes the stratifying set for the natural action
of GL3(R) on ternary forms in a very simple way (see Theorem 5.5) and
later we give a classification of distinguished orbits in the null cone of real
ternary quartics (the results can easily be extended to the complex case).

Along this section, let G ∶= GLn(R), g ∶= Lie(G) = gln(R) and we consider

the Cartan decomposition of g given by so(n) ⊥

⊕ sym(n) (k ∶= so(n) and
p ∶= sym(n)). Let us denote by ⟨⟨⋅, ⋅⟩⟩ the usual inner product on g

⟨⟨X,Y ⟩⟩ = tr(XY T), ∀X,Y ∈ g.
Let a = {(a1 . . . an) ∶= Diag(a1 . . . an) ∶ ai ∈ R} and let a+ denote the usual
Weyl chamber of gln(R)

a+ = {(a1, . . . , an) ∈ a ∶ a1 < . . . < an}.
Thus, a restricted-root space decomposition for g is given for

g = a
⊥

⊕
⊥

⊕
i≠j

REij

with ∆(g) = {γij ∶= Eii − Ejj ∶ i ≠ j} ({Eij}1≤i,j≤n is the canonical basis of
gln(R)).

Let V ∶= R[x1, . . . , xn]d, the vector space of all homogeneous polynomials
of degree d on n variables (n-ary forms of degree d) and we set ⟨⋅, ⋅⟩ the
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inner product such that monomials of V are orthogonal and ∣∣xd11 ... x
dn
n ∣∣2 =

d1! . . . dn! (∑di = d). ⟨⋅, ⋅⟩ is easily seen to have the required conditions.
The action of G on V is given by linear change of variables,

g ⋅ p(x1, . . . , xn) = p
⎛
⎜
⎝
g−1

⎡⎢⎢⎢⎢⎢⎣

x1

⋮
xn

⎤⎥⎥⎥⎥⎥⎦

⎞
⎟
⎠
,

for all g ∈ G and p ∈ V . It follows easily that

π(Eij)p = d
dt ∣0p(e

−tEij ●) = −xj ∂p∂xi ,
for all p ∈ V . Hence, we obtain that the moment map to the action of
GLn(R) on R[x1, . . . , xn]d is given by

mgln(R)(p) =
−1

∣∣p∣∣2
(⟨xj

∂p

∂xi
, p⟩) , ∀p ∈ R[x1, . . . , xn]d ∖ {0}.

The basis of weight vectors of V are monomials and we have

π(Y )xd11 . . . xdnn = −(
n

∑
i=1

yidi)xd11 . . . xdnn

for all Y = (y1, . . . , yn) ∈ a. Consequently, ∆(V ) = {α = −(d1, ..., dn) ∈ a ∶
∑di = d}. In the sequel, given α ∈ ∆(V ), say α = −(d1, . . . , dn) with ∑di = d,

we will denote by xα the monomial xd11 , . . . , x
dn
n .

Remark 5.1. Since the identity matrix, Id, which is in a, acts as π(Id)p = −p
for any p ∈ V , from Theorem 2.4 (1), it follows that critical points of Fgl(n,R)
and Fsl(n,R) are the same. Moreover, the respective stratifications coincide
up to translation in B sets.

We now consider the case of ternary forms (i.e. n = 3). Binary forms
(i.e. n = 2) were studied by Ness in [Nes, Lemma 10.4], where she gives a
description of non-minimal critical points of Fg.

First observe that all weights are in the equilateral triangle with vertices
−(d,0,0), −(0, d,0) and −(0,0, d). It follows that if Φ ⊆ ∆(V ), the CH(Φ)
is contained in such triangle. In the sequel, β0 will denote the barycenter of
triangle; β0 ∶= −(d3 ,

d
3 ,

d
3). Thus, we have that β = mcc(Φ) if and only if β

is the unique vector in CH(Φ) closest to β0. Accordingly, mcc(Φ) is either
equal to β0, or there are αi, αj ∈ Φ such that mcc(Φ) = mcc({αi, αj}). We
can also realize the barycenter as the minimal convex combination of two
weights as follows:

β0 = mcc({αi, αj}) with { αi = −(k, k,0) and αj = −(0,0,2k) if d = 2k,
αi = −(k, k,1) and αj = −(0,0,2k + 1) if d = 2k + 1,

with the property that W = Rxαi
⊥

⊕Rxαj is a nice space. We will see that
this holds for every β such that Sβ ≠ φ.

Lemma 5.2. Let αi, αj in ∆(V ) and W = spanR{xαi ,xαj}. Then W is a
nice space if and only if αj − αi ∉ ∆(g).
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Proof. From Corollary 4.7, it remains to prove the if part. Let W be a nice
space and contrary to our claim, that αj−αi ∈ ∆(g). Let αi = −(m1,m2,m3)
and αj = −(n1, n2, n3) and without loss of generality we can assume αj −αi =
γ12 = E11 −E22 = (1,−1,0). So, m1 = 1 + n1, m2 = n2 − 1 and m3 = n3. Let
Y = E12, Y ∈ gγ12

π(Y )xαi = π(E12)x1+n1yn2−1zn3

= (1 + n1)xn1yn2zn3

= (1 + n1)xαj

Therefore, ProjW π(Y )xαj ≠ 0, which contradicts the Theorem 4.5. �

Lemma 5.3. Let β ∈ a such that Sβ ≠ φ. Then there exist αi and αj in
∆(V ) such that W = spanR{xαi ,xαj} is a nice space and β = mcc({αi, αj}).
In particular, there exists q ∈ W such that q is a critical point of Fg and
q ∈ Sβ

Proof. According to the above remark, there exist α̃i and α̃j in ∆(V ) such
that β = mcc({α̃i, α̃j}). If α̃i and α̃j satisfy the conclusion of the lemma,
then we are done. If they do not, then from the previous lemma, α̃j − α̃i ∈
∆(g), say α̃j − α̃i = (1,−1,0); this involves no loss of generality. As in the
previous lemma, α̃i = −(1+n1, n2−1, n3) and α̃j = −(n1, n2, n3). It is easy to
check that αi = −(0, n1+n2, n3) and αj = −(n1+n2,0, n3) are in Aff({α̃i, α̃j}),
and β = mcc({αi, αj}). In this case, the pair αi and αj proves the existence

part, because we must have n1 +n2 > 1; on the contrary, β = −(1
2 ,

1
2 , n3) and

Sβ = φ. �

Lemma 5.4. If β ∈ {−(1
2 ,

1
2 , d − 1),−(1

2 , d − 1, 1
2),−(d − 1, 1

2 ,
1
2)}, then Sβ is

not a stratum.

Proof. It suffices for our purposes to prove that Sβ has not critical points
of Fg. From Theorem 2.4 (1), we can prove that there exists no q ∈ V such
that mg(q) = β and π(β)q = ∣∣β∣∣2q. If q = ∑α∈∆(V ) aαxα, π(β)q = ∣∣β∣∣2q if

and only if q ∈ Rxαi1
⊥

⊕ . . .
⊥

⊕Rxαis with ⟨⟨αij , β⟩⟩ = ∣∣β∣∣2; i.e. αij
′s are in the

affine space
Ω = {X ∈ a ∶ ⟨⟨X,β⟩⟩ = ∣∣β∣∣2}.

Ω meets the equilateral triangle (that contains all weights) at 1-dimensional
affine space, which has only two weights of ∆(V ); namely αi = (1,0, d − 1)
and αj = (0,1, d − 1). Thus, one such q is of the form axzd−1 + byzd−1. It

is easily seen that q is in the orbit of p = cxzd−1 and since p ∈ Sβ′ with

β
′ = −(1,0, d − 1), it follows that Sβ = φ by definition of stratum. �

By Corollary 4.9 and Lemma 5.3 we deduce the main result of this section.

Theorem 5.5. Let B be as in the Theorem 2.4 for the natural action of
GL3(R) on R[x, y, z]d. Then

(5.1) B = {β = mcc({αi, αj}) ∶ αi, αj ∈ ∆(V ) with αj − αi ∉ ∆(g)} ∩ a+
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Figure 1. Equilateral triangle, n = 3 and d = 4

Although the Theorem 5.5 makes very easy to find the set B, the problem
of finding the critical points of Fg in each stratum is a very difficult task. For

instance, the critical points of Fg in Sβ0 (recall that β0 = −(d3 ,
d
3 ,

d
3)) bring

us to the classification of closed SL3(R)-orbits in V (which is a very well-
known open problem). Now, we explore such problem in ternary quartics
(n = 3 and d = 4, Figure 1).

By using the Theorem 5.5, we can find the set B in the following straight-
forward way. For each β ∈ B, we calculate the vector subspace of V , Zβ
given by

Zβ ∶=
⎧⎪⎪⎨⎪⎪⎩
p = ∑

α∈∆(V )

aαxα ∶ ⟨⟨α,β⟩⟩ = ∣∣β∣∣2 with aα ≠ 0

⎫⎪⎪⎬⎪⎪⎭
.

This subspace is associated to the affine space

Ω(β) = {X ∈ a ∶ ⟨⟨X,β⟩⟩ = ∣∣β∣∣2}
and we must find the weights in the intersection of Ω(β) with the equilateral
triangle, which is a k-dimensional convex set with 0 ≤ k ≤ 2. Finally, we find

(5.2) {p ∈ Zβ ∶mg(p) = β with ∣∣p∣∣ = 1},
which gives the set C (β) (as in Theorem 2.4 (2)).

The case β0, as we said above, the critical points in Sβ0 correspond to
SL3(R)-closed orbits and are also called minimal (they are global minima
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of Fg). In Table 1, we give the strata of ternary quartic forms. The third
column in the table shows the form that a critical point should take according
the β given in the type column. For β2 = (1, 3

2 ,
3
2
), a critical point must be

of the form p = x(az3 + byz2 + cy2z + dy3). In this case, it is easy to see
that p is a critical point if and only if the SL2(R)-orbit of the binary form
p
x = az3 + byz2 + cy2z + dy3 is closed (for instance, by comparing msl3(R)(p)
with β2). The same holds for critical points of type (1,1,2) and (0,2,2). In
the first case, a critical point must be of the form q = z2(ax2+bxy+cy2) and
so the binary form q

z2
= ax2+bxy+cy2 must has a SL2(R)-closed orbit. In the

last case, we have a binary quartic form, as in the mentioned cases above,
must has a SL2(R)-closed orbit. To study such cases, we use the well-known
canonical forms for binary forms of low degree (see, [Gur, Chapter V: 22.4,
23.2, §25-Exercises 13 and 14] or [Olv, Pag. 9, Pag. 28, Pag.30-Exercise
2.25]); by using such classification, it is fairly easy to see those with SL2(R)-
closed orbit. For the convenience of the reader, we recall in the appendix
(Tables 3, 4 and 5), the canonical forms for the real or complex binary forms
of degree 4,3 y 2 respectively.

For the remaining cases, however, it is very simple to find all distinguished
orbits by explicit calculation of the set in Equation (5.2).

Theorem 5.6. The classification of distinguished orbits in the null cone of
R[x, y, z]4 for the natural action of SL3(R) is given in Table 1.

Remark 5.7. Although we did not classify closed SL3(R)-orbits, our ap-
proach provides different families of closed SL3(R)-orbits. For instance,
we consider a maximal family Φ of weights which are not neighbors, (by
neighbors we mean those pairs of weights that have a rest in ∆(gln(R)))
and such that β0 ∈ CH(Φ). From Corollary 4.7 the generated space by Φ
is nice and a polynomial p such that R(p) = Φ must have closed SL3(R)-
orbit (see Proposition 3.7). One can prove that the family pa,...,f(x, y, z) =
ax4 + by4 + cz4 + dx2y2 + ex2z2 + fy2z2 contains three-parametric families of
closed SL3(R)-orbits.

5.2. Canonical compatible metrics for geometric structures on nil-
manifolds. In [Lau1], Jorge Lauret noted that there is an intriguing re-
lationship between the geometry of nilpotent Lie groups and the geometric
invariant theory (GIT) applied to actions of reductive subgroups of GLm(R)
on Λ2(Rm)∗⊗Rm. For instance, the recent advances in the study of Einstein
solvmanifolds and, more generally, Solvsolitons, have come from using pow-
erful tools that are given by GIT (see [Lau2, Nik2]). By using this fact, it
has been proposed in [Lau1] a way to study the problem of finding “the best
metric” which is compatible with a fixed geometric structure on a simply
connected nilpotent Lie group. In this approach, it is defined the notion of
minimal compatible metric and the properties that make a minimal metric
“special” are proved; a minimal metric is unique (up to isometry and scal-
ing) when it exists and it can be characterized as a soliton solution of the
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Nt. Type Critical point

β0 (4
3 ,

4
3 ,

4
3)

∑
α∈∆(V )

aαxα
minimal

β1 (8
7 ,

9
7 ,

11
7 ) ax2z2 + by3z a = ±

√
1
7 , b =

√
1
14

β2 (1, 3
2 ,

3
2)

x (az3 + bz2y+ x[y3 + yz2]
czy2 + dy3) x[y3 − yz2]

β3 (6
7 ,

10
7 ,

12
7 ) axyz2 + by4 a =

√
3
7 , b = ±

√
1

168

β4 (5
6 ,

8
6 ,

11
6 ) axyz2 + by3z a =

√
5
12 , b =

√
1
36

αxyz2 (1,1,2) z2 (ax2 + bxy+ z2[x2 + y2]
−z2[x2 + y2]

cy2) z2[x2 − y2]
β5 ( 8

13 ,
20
13 ,

24
13) axz3 + by4 a =

√
4
39 , b = ±

√
5

312

β6 (1
2 ,

3
2 ,2) axz3 + by3z a =

√
1
12 , b =

√
1
12

β7 (1
3 ,

4
3 ,

7
3) axz3 + by2z2 a =

√
1
18 , b = ±

√
1
6

αy2z2 (0,2,2) ∑4
i=0 aiy

4−izi
y4 + 2ty2z2 + z4 (t ∈ R)
−[y4 + 2ty2z2 + z4] (−1 ≤ t)
y4 + 2ty2z2 − z4 (t ∈ R)

β8 (1
2 ,

1
2 ,3) axz3 + byz3 empty

αyz3 (0,1,3) ayz3 a =
√

1
6

αz4 (0,0,4) az4 a = ±
√

1
24

Table 1. Classification of distinguished orbits in the null
cone of R[x, y, z]4 for the natural action of GL3(R).

invariant Ricci flow (see [Lau1, Theorem 4.4]). A priori, such properties are
far from obvious, however, such facts follow of the last-mentioned connec-
tion. We refer the interested reader to [Lau1] for a complete discussion on
this approach.

It is our purpose in this section to study the natural action of GLn(R)
and its reductive subgroups on V ∶= Λ2(Rn)∗ ⊗Rn given by change of basis:

g ⋅ µ(X,Y ) = gµ(g−1X,g−1Y ), X,Y ∈ Rn, g ∈ GLn(R), µ ∈ V.
The corresponding representation of gln(R) on V is given by

A ⋅ µ(X,Y ) = Aµ(X,Y ) − µ(AX,Y ) − µ(X,AY ), A ∈ gln(R)µ ∈ V,
The inner product ⟨⟨⋅, ⋅⟩⟩ on gln(R) and a Cartan decomposition of GLn(R)
is given in the above application and the inner product ⟨⋅, ⋅⟩ on V is the
induced inner product by the canonical inner product of Rn (denoted also
by ⟨⋅, ⋅⟩) as follows:

⟨µ,λ⟩ =∑
ijk

⟨µ(ei, ej), ek⟩⟨λ(ei, ej), ek⟩, ∀µ,λ ∈ V.
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An easy computation shows that the inner product ⟨⋅, ⋅⟩ on V satisfies the
required conditions.

Let (Nµ, γ) be a class-γ nilpotent Lie group, i.e. Nµ is a simply connected
nilpotent Lie group with Lie algebra n = (Rn, µ) and γ is an invariant geo-
metric structure on N satisfying [Lau1, Defintion 2.1]. The main result of
this section is a result of existence of minimal compatible metrics for a very
wide family of class-γ nilpotent Lie groups (see Theorem 5.14). Let us re-
call basic definitions and results of [Lau1] and then to give the mentioned
application.

Definition 5.8. [Lau1, Definition 2.2] Let (⋅, ⋅) be a compatible metric with
a class-γ nilpotent Lie group (Nµ, γ) (as in the [Lau1, Definition 2.1 (iii)]).
We consider the orthogonal projection Ricγ

(⋅,⋅)
of the Ricci operator Ric(⋅,⋅)

on gγ = Lie(Gγ) relative to the inner product ⟨⟨⋅, ⋅⟩⟩. Ricγ
(⋅,⋅)

is said to be

invariant Ricci operator, and the corresponding invariant Ricci tensor is
given by ricγ = ⟨Ricγ ⋅, ⋅⟩.

Definition 5.9 (Minimal compatible metric). [Lau1, Definition 2.3]
A left invariant metric (⋅, ⋅) compatible with a class-γ nilpotent Lie group
(Nµ, γ) is called minimal if

∣∣Ricγ
(⋅,⋅)

∣∣2 = min{∣∣Ricγ
((⋅,⋅))

∣∣2 ∶ ((⋅, ⋅)) is a compatible metric with (Nµ, γ)
and sc(((⋅, ⋅))) = sc((⋅, ⋅)) }

Without loss of generality, from now on we can assume that the canonical
inner product of Rn (which we denoted also by ⟨⋅, ⋅⟩) is compatible with γ and
that Gγ is self-adjoint with respect to this one. Therefore Gγ is compatible
with the usual Cartan decomposition of GLn(R): Gγ = Kγ exp(pγ) where
Kγ ⊆ O(n) is a maximal compact subgroup of Gγ and pγ ⊆ sym(n) is a vector
subspace of symmetric matrices. It follows that mgγ(v) is the orthogonal
projection of mgγ(v) onto pγ for all v ∈ V ∖ {0}.

Proposition 5.10. [Lau1, Propositon 4.2] Let (Nµ, γ) be a class-γ nilpotent
Lie group. Then

mgln(R)(µ) = 4Ricµ,(5.3)

mgγ(µ) = 4Ricγµ,(5.4)

where Ricµ is the Ricci operator of the Riemannian manifold (Nµ, ⟨⋅, ⋅⟩) and
Ricγµ is the invariant Ricci operator of (Nµ, γ, ⟨⋅, ⋅⟩).

Theorem 5.11. [Lau1, Proposition 4.3 and 4.4] Let (Nµ, γ) be a class-γ
nilpotent Lie group. (Nµ, γ) admits a minimal compatible metric if and
only if the Gγ-orbit of µ is distinguished for the natural action of Gγ on V .
Moreover, there is at most one minimal compatible metric on (N, γ) up to
isometry (and scaling)

We are now in a position to apply previous results to study the existence
of minimal metrics on a special family of nilpotent Lie algebras. We denote
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by aγ ∶= a∩pγ an abelian subalgebra of gγ maximal in pγ and Aγ ∶= exp(aγ).
Since we are considering many group actions and their respective moment
maps, it is convenient to introduce the following definition.

Definition 5.12. Let Gγ be a reductive subgroup of GLn(R) compati-
ble with the usual Cartan decomposition of GLn(R) and let W be an Aγ-
invariant vector subspace of V ∶= Λ2(Rn)∗ ⊗Rn. We call W Aγ-nice if W is
nice with respect to the action of Gγ on V .

Notation 5.13. Let us denote by Rγ(µ) denote the ordered set of weights
related with µ to the action of Gγ on V . It is clear that Rγ(µ) = Projaγ R(µ)
where R(µ) are weights related with µ to the action of GLn(R) on V .

Theorem 5.14. Let W be a Aγ-nice space and let (Nµ, γ) be a class-γ
nilpotent Lie group with µ ∈W . (Nµ, γ) admits a compatible minimal metric
if and only if the equation

Uγ
µ[xi] = λ[1]

has a positive solution [xi] for some λ ∈ R. Here, Uγ
µ is the Gram matrix of

(Rγ(µ), ⟨⟨⋅, ⋅⟩⟩)

Example 5.15. We consider the 6-dimensional nilpotent Lie algebra n ∶=
(µ,Rn) given by the direct sum of two 3-dimensional Heisenberg Lie algebra,
i.e.

µ ∶= {[e1, e4] = e6, [e2, e3] = e5
n admits only two symplectic structures up to symplecto-isomorphism (see,
for instance, [KGM, Theorem 5. 24])

ω(±) = ±(e∗1 ∧ e∗6 + e∗2 ∧ e∗5 + e∗3 ∧ e∗4)
We will now prove that (Nµ, ω(±)) admit a compatible minimal metric.

It is easy to see that the canonical metric of R6, ⟨⋅, ⋅⟩, defines a compatible
metric with ω(±) and Gω(±) = Sp(3,R). Any compatible metric with ω(±) is

in the Sp(3,R)-orbit of ⟨⋅, ⋅⟩, hence we must minimize the function ∣∣Ricω
(⋅,⋅)∣∣

2

over all Sp(3,R) ⋅ ⟨⋅, ⋅⟩, which is equivalent to minimize ∣∣msp(6,R)∣∣2 over the
Sp(3,R)-orbit of µ. By Theorem 2.4 item 1, we must show that Sp(3,R) ⋅µ
is Sp(3,R)-distinguished.

Let
W = spanR{µ6

14, µ
5
23}

where µkij is the bracket defined as µkij(ei, ej) = ek = −µkij(ej , ei) and zero in
otherwise. Let us first see that W is a Aω-nice. A way of making this is
to note that W is a nice space and since Projpω a ⊆ aω, it follows that W is
aω-nice.

Other way of proving the same is using Corollary 4.7. The root set
∆(sp(6,R)) of is given by

⎧⎪⎪⎨⎪⎪⎩

±Diag(1,0,0,0,0,−1), ± 1
2

Diag(1,1,0,0,−1,−1), ± 1
2

Diag(1,−1,0,0,1,−1),
±Diag(0,1,0,0,−1,0), ± 1

2
Diag(1,0,1,−1,0,−1), ± 1

2
Diag(1,0,−1,1,0,−1),

±Diag(0,0,1,−1,0,0), ± 1
2

Diag(0,1,1,−1,−1,0), ± 1
2

Diag(0,1,−1,1,−1,0)

⎫⎪⎪⎬⎪⎪⎭
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The Weights of W with respect to the action of Sp(3,R) are

{α1 ∶= Diag(−1,0, 1
2 ,−

1
2 ,0,1), α2 ∶= Diag(0,−1,−1

2 ,
1
2 ,1,0)}

Since α1 − α2 ∉ ∆(sp(3,R)), it follows that W is aω-nice.
In the light of the Theorem 3.7, we need to show that mcc(α1, α2) ∈

int(CH({α1, α2})).

Uγ
µ = (

5
2 −1

2
−1

2
5
2

)

Since X = (1
2 ,

1
2) is a positive solution to the problem Uγ

µ = [1]2, it follows
that (Nµ, ω(±)) admit a minimal metric.

To find such metric, we solve the problem

(5.5) msp(3,R)(exp(X) ⋅ µ) = mcc({α1, α2}) = Diag(−1
2 ,−

1
2 ,0,0,

1
2 ,

1
2)

with X ∈ aω; X = Diag(a, b, c,−c,−b,−a). Let us denote by µ̃ to exp(X) ⋅ µ

µ̃ = {[e1, e4] =
ec

e2a
e6, [e2, e3] =

1

e2b+c
e5

We have msp(3,R)(µ̃) is given by

Diag(−2e2c−4a,−2e−4b−2c, e2c−4a − e−4b−2c, e−4b−2c − e2c−4a,2e−4b−2c,2e2c−4a)
Setting X = (ln(2),0, ln(2),− ln(2),0,− ln(2)), we can solve the equation
(5.5), hence µ̃ = 1

2µ is a critical point of Fsp(3,R) which defines a minimal
metric of (Nµ, ω(±)).

Remark 5.16. The first infinite families of symplectic Lie algebras appear in
dimension 6. In a forthcoming paper, we develop analogous results to those
in [Nik2] for the symplectic case and these are used to classify minimal
metrics on 6-dimensional symplectic Lie algebras.

Proceeding in an entirely analogous way, we can study the remainder
symplectic two-step Lie algebras given in [KGM, Theorem 5. 24] (up to
18.(bt) and 18.(c), which were studied with similar methods used in [Fer1,
Example 1.]).

Theorem 5.17. All symplectic two-step Lie algebras of dimension 6 admit
a minimal compatible metric.

Remark 5.18. We must say that we have found several mistakes in the clas-
sification given in [KGM]. For instance, 16.(b) does not define a symplectic
structure. Some errors have already been corrected by personal communi-
cation with authors; as the symplectic structure given in 23.(c).

In the Table 2, each Lie algebra defines a symplectic two-step Lie algebra
given by (R6, µ, ωcn) where

ωcn ∶= e∗1 ∧ e∗6 + e∗2 ∧ e∗5 + e∗3 ∧ e∗4 ,
and is such that the canonical inner product on R6 defines a minimal metric
for every (R6, µ, ωcn). In the column ∣∣β∣∣2 we give the norm squared of the
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stratum associated to the minimal metric and in Derivation column, we give
the derivation of (R6, µ̃) such that

msp6(R)(µ̃) = −∣∣β∣∣
2 Id+Derivation.

In the last column, We give the dimension of automorphism group of the
symplectic two-step Lie algebra (R6, µ̃, ωcn).

Not. Critical point Derivation ∣∣β∣∣2 dim
Aut

16.(a)
[e1, e2] =

√

2
4 e3, [e1, e5] =

√

2
4 e6, 1

2 Diag(1,2,3,1,2,3) 1 6
[e2, e4] =

√

2
4 e6, [e4, e5] =

√

2
4 e3

17.
[e1, e3] =

√

6
6 e5, [e1, e4] =

√

6
6 e6, 1

6 Diag(3,5,6,8,9,11) 7
6

7
[e2, e3] =

√

6
6 e6

18.(at)
[e1, e2] = 1

2

√
(t−1)2

t2−t+1
e4,

Diag(1,1,1,2,2,2) 3
2

8
[e1, e3] = t

2(t−1)

√
(t−1)2

t2−t+1
e5,

[e2, e3] = 1
2(t−1)

√
(t−1)2

t2−t+1
e6

18.(bt)
[e1, e2] = t

√

3 t2+1
e4,

Diag(1,1,1,2,2,2) 3
2

8[e1, e3] = t

2
√

3 t2+1
e5 + 1

2
√

3 t2+1
e6,

[e2, e3] = 1

2
√

3 t2+1
e5 − t

2
√

3 t2+1
e6

18.(c)
[e1, e2] = −

√

3
12 e4 −

√

3
4 e5,

Diag(1,1,1,2,2,2) 3
2

10[e1, e3] =
√

3
4 e4 +

√

3
12 e5,

[e2, e3] =
√

3
6 e6

23.(a) [e1, e2] = 1
2 e5, [e1, e3] = 1

2e6
1
4 Diag(4,5,6,8,9,10) 7

4 9

23.(b) [e1, e2] = −1
2 e4, [e2, e3] = 1

2 e6 Diag(1,1,1,2,2,2) 3
2 8

23.(c) [e1, e2] = 1
2 e5, [e1, e4] = 1

2 e3 Diag(1,1,2,1,2,2) 3
2 8

24.(a) [e1, e4] = 1
2 e6, [e2, e3] = 1

2 e5 2 Diag(1,1,2,2,3,3) 1 6

24.(b) [e3, e6] = −1
2 e1, [e4, e5] = −1

2 e2
1
2 Diag(3,3,2,2,1,1) 1 6

25. [e1, e2] =
√

2
2 e6

1
2 Diag(3,4,5,5,6,7) 5

2 12

Table 2. Classification of minimal compatible metrics on
symplectic two-step Lie algebras of dimension 6

Remark 5.19. The above minimal metrics define soliton solutions to the
Street-Tian symplectic curvature flow, which was recently introduced in [ST].
To be more precise, following Vezzoni [Vez], in [Poo] has been noted that, in
two-step nilpotent Lie groups, the symplectic curvature flow reduces to the
anti-complexified Ricci flow, which was given by Hông Vân Lê and Guofang
Wang in [LeW]. Given that the invariant Ricci tensor ricω

⟨⋅,⋅⟩ coincides with
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the anti-complexified Ricci tensor ricac
⟨⋅,⋅⟩ (see [Lau1, Equation (23)]), the

affirmation follows from [Lau1, Proposition 2.7].

6. Appendix

6.1. Convex Functions and Convex Geometry. In this part, let us re-
call some notions and basic results of convex functions and convex geometry
which were needed for the proof of Propositions 3.1 and 4.8.

Definition 6.1. [Nee, Definitions in V.3] Let V be a real vector space and
let f ∶ V Ð→ R∞ be a convex function. The set Df ∶= f−1(R) is called the
domain of f .

The function
f∗ ∶ V ∗ Ð→ R∞

ξ z→ supV (ξ − f)
is called the conjugate of f .

Theorem 6.2. [Nee, Corollary V.3.32](Fenchel’s Convexity Theorem)
Let f ∈ C 2(V ) be such that d2 f(X) is positive definite for all X ∈ V .
Then d f maps V diffeomorphically onto the open convex set intDf∗ and
d f∗ ∶ intDf∗ Ð→ V is the inverse of d f .

Definition 6.3. [Gru, Definitions in 2.4] Let Ω be a convex subset of Rn.
A point X ∈ Ω is an extreme point of Ω if it does not belong to the relative
interior of any segment contained in Ω, e.d. X is an extreme point if X =
tY +(1−t)Z with 0 < t < 1 and Y and Z in Ω implies X = Y = Z. Intuitively,
an extreme point is a “corner” of Ω. The set of all extreme points of Ω is
denoted by xt(Ω).

A point X ∈ Ω is an exposed point of Ω if there exists a supporting
hyperplane of Ω whose intersection with Ω is X alone (Fig. 2); we mean,
there exists a hyperplane of Rn, namely Π = {Y ∈ Rn ∶ ⟨⟨Y,H⟩⟩ = h} with
H ∈ Rn, h ∈ R and ⟨⟨⋅, ⋅⟩⟩ is a inner product in Rn, such that ⟨⟨Y,H⟩⟩ ≥ h for
all Y ∈ Ω and the equality holds if and only if X = Y . The set of all exposed
points of Ω is denoted by xp(Ω).

It is easily seen that xp(Ω) ⊆ xt(Ω) for all convex set Ω.

Theorem 6.4. [Gru, Theorems 2.4.5 and 2.4.9]

(1) (Minkowski-Krein-Milman Theorem) Let Ω be a compact con-
vex subset of Rn. Then Ω = CH(xt(Ω)). Moreover, if Ω = CH(Φ)
then Φ ⊇ xt(Ω).

(2) (Straszewicz’s Theorem) If Ω is a closed convex set then xt(Ω) ⊆
xp(Ω).

(3) If Ω = CH(Φ) with Φ a finite subset of Rn (Ω is a polytope) then
Ω = CH(xp(Ω)) and Φ ⊇ xp(Ω).

6.2. Canonical forms for binary forms of low degree. We recall canon-
ical forms for binary forms of degree 2, 3 and 4.
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Figure 2. Exposed point

Canonical Form
Binary quartic forms

Not. Over C Not. Over R

I x4 + 2tx2y2 + y4

a.
x4 + 2tx2y2 + y4

(t ≠ 1)

(−1 < t ≠ 1)

b.
−[x4 + 2tx2y2 + y4]
(−1 < t ≠ 1)

c.
x4 + 2tx2y2 − y4

(t ∈ R)

d.
x4 + 2tx2y2 + y4

(−1 > t)

II x2y2 + y4

a. x2y2 + y4

b. −[x2y2 + y4]
c. x2y2 − y4

d. −[x2y2 − y4]

III x2y2

a. x2y2

b. −[x2y2]
c. x4 + 2x2y2 + y4

d. −[x4 + 2x2y2 + y4]
IV x3y a. x3y

V x4 a. x4

b. −x4

VI 0 a. 0
Table 3. Canonical form for binary quartic forms



26 EDISON ALBERTO FERNÁNDEZ CULMA

Canonical form
Binary cubic forms

Tipo Sobre C Tipo Sobre R

I y3 + yx2 a. y3 + yx2

b. y3 − yx2

II y2x a. y2x
III y3 a. y3

IV 0 a. 0
Table 4. Canonical forms for binary cubic forms

Canonical form
Binary quadratic forms

Tipo Sobre C Tipo Sobre R

I x2 + y2
a. x2 + y2

b. −[x2 + y2]
c. x2 − y2

II x2 a. x2

b. −x2

III 0 a. 0
Table 5. Canonical forms for binary quadratic forms
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