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Abstract Technological advances in the field of under-
water video have led to an exponential increase in the
use of drifting cameras (DC) and remotely operated
vehicles (ROVs) to monitor the diversity, abundance,
and size structure of marine life. Main advantages of
DCs relative to ROVs are their lower costs and the much
simpler logistics required to operate them. This study
compares the performance of a new low-cost DC system
equipped with a novel measuring device with that of a
standard DC bearing an array of laser pointers. The new
DC, which can be operated from a small boat, carries a
pair of parallel steel “whiskers” that are dragged on the
seabed within the field of view of the camera, providing
a scale for measuring and estimating the density of
benthic biota. An experiment conducted using an array
of objects of known sizes laid on the bottom showed that
its performance in terms of both size and density esti-
mation was similar to that of the standard technique
based on laser pointers. Measurement errors had a neg-
ligible negative bias (—2.3%) and a standard deviation
that ranged between 13 and 8% for objects from 25 to
110 mm in size. The whiskers offered a simplified
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method for density estimation that avoids the need to
calculate the width of the field of view, thus reducing the
video processing time by around 60% with respect to the
standard method. Briefly, the new system offers an
efficient low-cost alternative for benthic ecology studies
conducted on soft or non-irregular bottoms.
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Introduction

The use of underwater video to study marine life has
gained wide acceptance in recent years (e.g., Mallet and
Pelletier 2014; Whitmarsh et al. 2017). This is mainly
because they overcome some of the drawbacks of more
traditional removal sampling techniques such as trap-
ping and trawling, which may be too costly (large fish-
ing vessels are often needed), and limited by the rough-
ness of the seabed or by fishing restrictions within
marine protected areas. Remote video techniques allow
collecting information about populations and communi-
ties in a non-destructive manner, while avoiding some of
the limitations and biases of other non-intrusive
methods such as underwater visual censuses (UVCs).
They are free from depth and diving time constraints
imposed by diving safety (Harvey and Shortis 1996;
Harvey et al. 2001a, 2002), are not restricted by the
presence of dangerous fauna (Meekan and Cappo
2004), and avoid biases caused by behavioral responses

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10661-018-7070-z&domain=pdf
https://doi.org/10.1007/s10661-018-7070-z

683 Page2of 12

Environ Monit Assess (2018) 190:683

of organisms to divers (Dickens et al. 2011). In addition,
the video footage can be saved so that estimates can be
replicated by different observers and images may be re-
processed with new objectives. The main shortcomings
of underwater video are the high equipment costs (al-
though they are becoming more affordable), its limited
application in turbid waters (which also limits the utility
of UVC, but see Chidami et al. 2007 and Wilson et al.
2015), and time-consuming video processing (Shortis
et al. 2009).

The use of underwater video also offers some advan-
tages for estimating the size of objects compared to
visual estimation by divers where precision depends
on divers experience and is rarely measured (e.g.,
Harvey et al. 2002; Edgar et al. 2004). With video,
objects can be measured accurately and unbiasedly and
the magnitude of the measurement errors are regularly
reported (Harvey et al. 2002; Spencer et al. 2005;
Morrison and Carbines 2006; Cappo et al. 2007;
Rooper 2008; Rosenkranz et al. 2008; Mallet and
Pelletier 2014). Different techniques have been
employed and their associated measurement errors de-
pend on the technical features of the cameras and lenses,
the design of the devices, and the optical characteristics
of the seawater (Van Rooij and Videler 1996; Yoshihara
1997; Harvey et al. 2001b). The most common measur-
ing techniques employ fixed-scale bars included in the
camera field of view (Priede et al. 1994; Willis and
Babcock 2000; Stobart et al. 2007), parallel laser-beam
pointers (Love et al. 2000; Rochet et al. 2006; Rohner
et al. 2011), and stereo-video (Harvey et al. 2002;
Watson et al. 2005; Shortis et al. 2008). Among these,
a difficulty with the incorporation of fixed-scale bars
in the camera field of view is that the scale bar has to
be in the same plane as the object being measured,
something that rarely happens. Even subtle devia-
tions from that requirement can produce large over-
or under-estimation of size (Harvey et al. 2002;
Stobart et al. 2007; Brooks et al. 2011; Trobbiani
and Venerus 2015). For systems bearing lasers, a
minimum of two laser spots projected on the object
to be measured (or close to it) provides a reference
scale within the images (e.g., Pilgrim et al. 2000;
Deakos 2010; Rohner et al. 2015). When the laser
beams are reflected by the object or by a surface
located approximately in the same plane, perpendic-
ular to the laser beams, the size estimation is inde-
pendent of the focal distance. Here too sizes will be
over- or under-estimated when the objects are,
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respectively, closer to or further from the camera than
the reference provided by the laser spots. Although
the use of laser is simple and inexpensive, the prob-
ability of impacting an object with the correct beam
angle may be extremely low if the lasers are attached
to immobile or uncontrolled devices (Gledhill et al.
2005). In stereo-video systems, two cameras separat-
ed by a fixed distance converge towards the point at
which both focal lines cross. These more sophisticat-
ed systems can reduce measurement errors at the
expense of increasing equipment and software costs,
although a few free and low-cost options are now
available (Bouguet 2008; Delacy et al. 2017).

A new video remote drifting camera system called
“PEPE” was developed by Trobbiani and Irigoyen
(2016) as a simple, low-cost alternative to standard
laser-based techniques for estimating size and density
of fishes and invertebrates lying close to the seabed. It
consists of a DC that hauls two long steel cables
—“whiskers”—which provide a fixed width reference
within the camera field of view used to estimate the
swept area and the size of any object lying on the sea
bottom. The aim of this study is to compare the perfor-
mance of this new system with that of a classic DC
bearing an array of laser pointers, in terms of ease of
use, processing time, and accuracy and precision of the
measurements obtained. We also discuss how to syn-
chronize the time between GPS and the video for
geolocalizing the target fauna with the DC cameras.

Materials and methods
Drifting camera configuration

We constructed two DC systems, one carrying a pair
of steel whiskers (PEPE) and the other bearing an
arrangement of laser pointers (called RAFA) (Fig. 1).
In both cases, the towed structure holds two cameras:
one vertical, pointing to the seabed (slave) used for
estimating the sizes and densities of animals and
plants lying or attached to the seabed, and the other
horizontal, pointing forward in the direction of the
drag (exploratory; see Fig. 1) used to control the DC
height from bottom and to avoid potential collisions
with any artificial structure or rocky outcrops. The
exploratory camera is connected to a 14-in. color
monitor installed onboard the boat through a class-5
FTP (foiled twisted pair), with overall screen and
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Fig. 1 Diagrams of the two systems of drifting cameras (DC)
compared in this study. a PEPE, developed by Trobbiani and
Irigoyen (2016). b RAFA, a classic DC. From left to right:

supporting steel wire. The slave camera is located on
the back but it is not connected to the surface. Both
cameras are housed in plastic matrixes inside home-built
waterproof compartments, resistant up to 15 atm. These
compartments are entirely made of stainless steel with a
20-mm-thick acrylic lid. The video-cameras (see below)
were controlled (on/off and recording/stop) at the sur-
face, before deploying them, using a remote control via
Wi-Fi connection. The Wi-Fi connection facilitated the
development of watertight compartments with reduced
costs and complexity (i.e., no turn on/off buttons were
necessary).

As described by Trobbiani and Irigoyen (2016),
PEPE’s frame is 177 cm long x 30 cm wide x 28 cm
tall and has two whiskers attached to the front (Fig. 1a),
consisting of two parallel 4-m-long steel cables, sepa-
rated by 50 cm. As the distance between the cables
remains constant while they are towed in contact with
the bottom, the whiskers provide a fixed scale in the
video footage of the slave camera (Fig. 2a).

CONNECTION
..... AND
SUPPORT CABLE
e ““STABILIZER
% SLAVE TAIL

WHISKERS

exploratory camera, support for lights, support and connection
cables, slave camera, stabilizer tail, and whiskers (only in a)

RAFA (Fig. 1b) has an array of five parallel laser
pointers embedded in the same plastic matrix that hous-
es the slave camera. The laser beams point to the seabed
and add a fixed scale that is captured by the slave camera
(Fig. 2b).

GoPro video cameras (Hero 3 and 3+ silver edition
models) were used for the experiment. Video resolution
was selected at 1080p = 1920 x 1080 pixels (16:9).

Study site, experimental design, and data collection

An experiment aimed to compare the performance of
PEPE DC with that of a classic DC bearing an arrange-
ment of laser pointers was carried out in Nuevo Gulf,
Argentina (42.77°S, 65.00°W) in October 2014. An array
of 200 plastic pipe sections of different known sizes,
emulating sessile animals, was set up on the bottom and
later surveyed using the two DC devices to evaluate
errors made in the estimation of sizes and density. The
seafloor in this area consists of consolidated clay with
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Fig. 2 Video frames captures from the DC systems showing a
detail of the measuring scales. a PEPE’s steel cables captured by
the slave camera, separated by 50 cm. b RAFA’s array of five

scattered patches of seaweed and the depth ranged be-
tween 6 and 10 m (depending on the tidal level).

Four parallel lines of 50-m length, with 50 pipe
sections of a given size attached to them, were laid on
the seabed, separated 4 m from each other, covering a
rectangular grid of 50 m % 12 m. The grid was marked at
the surface by four buoys attached to the bottom by iron
stakes. The plastic pipes were 25, 40, 63, and 110 mm in
diameter (50 of each size) and 30 mm in height. These
sizes were chosen so as to cover the size range of the
most common epibenthic macrofaunal organisms in the
region (Roux et al. 1995). Pipe sections were tied to the
lines and fixed with small iron stakes to the bottom, to
ensure that the transversal circular sections pointed to the
sea surface. Half of the pipe sections of 110 mm (n = 25)
were filled with cement, numbered, and georeferenced
by a diver.

Video-transects were obtained with both DCs, which
were slowly towed (three knots maximum speed) from a
4.5-m pneumatic boat. The two DC systems are light
(less than 12 kg) and were manually operated. Two
operators are required, one to deploy the equipment
and the other to control the distance of the camera from
the bottom (manually), and to record all necessary data
(position, speed, and video timer). The DCs were hauled
from 0.5 to 1 m above the seabed, perpendicularly to the
lines. The RAFA DC was trawled closer to the sea
bottom (~0.5 m) than PEPE, so that the laser points
could be clearly seen. A total of 15 video-transects were
recorded with PEPE and 11 with RAFA while tracking
the boat trajectories with a GPS.
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parallel laser pointers separated horizontally by 3 cm. Only the
upper two are marked with red triangles

Data processing and analysis

Video footages were played on a computer and the
snapshots containing pipe sections were extracted
with the software Sony Vegas (SVS; see details in
Online Resource I) which allows the user to save the
time of occurrence of events using hotkeys. An event
in our case was defined as the presence of a pipe
section located approximately in the middle of the
vertical field of view of the camera (Fig. 2). Each
snapshot may contain more than one pipe section.
The time of each event in the video footage was
saved into a list, which was used to extract the snap-
shots automatically with the avconv tool (http://libav.
org), using an ad hoc script written in bash language
(Online Resource II). A total of 55 images were
extracted from PEPE’s video footage and 37 from
RAFA’s. The snapshots were used to estimate the size
of the objects and the width of the camera field of
view, which was in turn used to estimate the total
swept area per transect. Data are available upon re-
quest to the authors.

Georeferencing

The GPS tracks were synchronized with their corre-
sponding video footage in order to approximate the
position of the objects recorded in the video from the
boat’s position. The errors made in this approxima-
tion were calculated by estimating the actual position
of 11 numbered pipe sections observed in PEPE’s
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video. To do that, a diver positioned himself on the
surface right above each of the marked pipes, with
the aid of a plumb and a rope, and marked a waypoint
with a GPS (Garmin, model Extreme Legend). These
positions were considered accurate aside from GPS
errors. The list of event-times recorded while pro-
cessing the videos was used to locate each numbered
pipe section on the GPS track, and the distance be-
tween this location and the actual position registered
by the diver was calculated using the vectorial tools
of the Qgis software v.2.18.0.

Density estimation

All pipe sections identified in each video transect
were counted and used to estimate the average den-
sity per transect and the total numbers in the exper-
imental plot. Counts were made with the (SVS),
which allows varying playback speed. The saved
snapshots were used to estimate the total area swept
along each transect made with both DCs. First, the
width of the field of view recorded in each snapshot
(n =159 for PEPE and n =41 for RAFA) was calculat-
ed from the scales of known size (whiskers or laser
points, respectively), and an average width (AW) was
estimated for each transect. Second, the length of
each transect (n =15 for PEPE and n =11 for RAFA)
was obtained from their GPS tracks and assumed
known without error. An area-weighted average den-
sity of pipe sections was estimated by dividing the
total counts by the total swept area over all transects.
The standard error and 95% confidence intervals for
the average density for each method were estimated
by a nonparametric bootstrap on transects (n =
50,000).

In addition, a simpler alternative procedure for esti-
mating density was tried with PEPE consisting of
counting only those pipe sections located between the
whiskers, and estimating the transect area as the product
of the transect length (GPS track data) and the distance
between whiskers (50 cm), hereafter referred to as PEPE
WA. Although this method uses a much smaller sam-
pling area (approximately one third of the total field of
view of the cameras), its main advantage is that the area
estimation is fast and straightforward.

Resulting estimates of the total number of pipe sec-
tions in the experimental plot were compared to the
known number of objects (=200) to evaluate the relative
errors of the different techniques.

Size estimation

Three operators measured the diameters of the pipe
sections using the same set of images. The free software
ImageJ was used to scale the images with the fixed
reference scale included in the image (50 cm between
the whiskers in PEPE’s images and 3 cm between the
laser spots in RAFA’s; Fig. 2). All the pipe sections
located within the field of view were measured in both
cases. A few snapshots were discarded because pipe
sections were tilted and could not be measured reliably.
Measurements were directly stored in a text file for later
analysis without the operator knowing the value of the
measurement taken.

To evaluate the performance of the prototypes and to
quantify the bias and dispersion of size estimates, we
used linear mixed-effect and generalized least squares
(i.e., gls) models implemented in the package “nlme”
v.3.1-136 (Pinheiro and Bates 2000) of the R software
(R Development Core Team 2015). The relative mea-
surement error (dependent variable) was modeled as a
function of two factors: the DC prototype (two levels:
PEPE and RAFA) and the true size of the measured
objects (four levels: 25 mm, 40 mm, 63 mm, and
110 mm). These factors, as well as their interactions,
were tested as fixed factors while the identity of the
operator measuring the sections (three different opera-
tors) was included as a random effect. The initial ex-
amination of the data suggested heterogeneous vari-
ances; therefore, we evaluated different variance
functions: variance as a linear (varFixed) or power
(varPower) function of the object size with coeffi-
cients that could differ between DC systems, a dif-
ferent variance for each of the different combinations
of the factors “DC” and “diameter” (varldent), and a
combination of varldent and varPower, where both
the factor and the power coefficient could differ
between DC systems. The fixed terms of the models
were tested by fitting the models using maximum
likelihood (ML) while the random terms and variance
functions were evaluated using the restricted maxi-
mum likelihood (REML) method (Zuur et al. 2009).
We used the Akaike’s information criterion (AIC) for
model selection (Burnham and Anderson 2002).

Video processing time

We recorded the time required to analyze the videos in
the laboratory, including the processes of counting and
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measuring the objects, and the scaling of the snapshots
to estimate the swept area. The extraction of images
from the videos for later analysis was done automatical-
ly for both DCs. The time associated with the setting up
of the equipment and with the calibration of the whis-
kers and laser pointers was not included in this analysis.

Results

A total of 15 transects was completed with the PEPE DC
and 11 with RAFA, taking 18 min and 16 min, respec-
tively, over a single video recording session with each
DC system.

Georeferencing

The distances between the actual position of the pipe
sections (estimated by the diver) and the position esti-
mated from boat track ranged between 0.81 and 10.1 m
(mean =4.79 m; SD = 2.36). This mean value was with-
in the error of the GPS used (1 to 5 m).

Density estimation

The mean transects’ width was 2.06 m (+0.65 m) for
PEPE and 1.12 m (+0.27) for RAFA. Transect lengths
ranged from 8 to 14 m for PEPE, and from 12 to 14 m
for RAFA, resulting in respective mean swept areas per
transect of 26.33 m? (+2.18 m?) and 14.52 m? (+
3.6 m%). For the simplified density estimation method,
the width was constant and the total mean between
whisker area per transect was 6.3 m* (+0.8m?). Mean
densities estimated by the three methods did not differ
and were close to the true density of pipe sections in the
experimental plot (0.310 pipe sections/m?; Table 1).

Size estimation

Preliminary data exploration showed a tendency to un-
derestimate size with the two DC systems. Median
relative errors for the different size classes ranged be-
tween —0.045 and —0.009 for PEPE, and between —
0.045 and 0.001 for RAFA (Fig. 3a). When all pipe
sections were pooled, the median relative error was —
0.019 and —0.032 for PEPE and RAFA, respectively.
The estimates obtained with PEPE were more dispersed
(Fig. 3b). There were no obvious differences between
operators (Fig. 3c).

The comparison of the full mixed-effect model (in-
cluding all explanatory variables) with one that did not
include random effects (except for the residuals) indi-
cated that the variance contributed by the operator was
not significant. Therefore, the subsequent models were
all fitted using g/s. None of the fixed effects tested
improved the model fit significantly, as evaluated by
the AIC assuming a different variance coefficient for
each combination of DC and object diameter (the most
flexible variance function evaluated). Hence, the fitted
gls had a single fixed term representing the overall bias
(—0.023) in the size measurements for the two DC
systems.

In terms of the variance structure, we selected two gls
models with very similar AIC (Table 2), in which the
variance of the relative measurement error decreased as
a power function of the object size. In the first model,
the power coefficient differed slightly between the two
DC systems, while in the second, the power coefficient
was the same but the proportionality coefficient differed
between the two DC systems. In both cases, the predict-
ed standard deviation decreased sharply up to ca.
50 mm, and stabilized from there on. Over the range
of sizes tested (25 mm to 110 mm), both models

Table 1 Average density of pipe sections (PS) and its standard error and 95% confidence intervals estimated by nonparametric bootstrap
from video transects recorded with the two DC systems (PEPE and RAFA)

Mean (PS/m?) SE 95% confidence Intervals Number of pipe sections counted
per transect (min-max)
Lower Upper
RAFA 0.305 0.019 0.263 0.339 2-8
PEPE WA 0.355 0.043 0.266 0.437 14
PEPE 0.321 0.019 0.261 0.340 5-12

“PEPE WA” corresponds to the estimate based only on the objects counted within the area delimited by the whiskers. Pipe section density in

the experimental plot=0.310 PS/m?

@ Springer



Environ Monit Assess (2018) 190:683 Page 7 of 12 683

Fig. 3 Boxplots of a relative e A —_ [MIPEPE [JRAFA
errors in size measurements for | o
different pipe section diameters < i i -
and drifting camera (DC) sys- E = — ’ —
tems, b overall relative errors for 5 3 i §
L i !
the two DCs, and ¢ overall rela- = =3
. = ﬁ
tive for the three operators, = : ! ;
pooling data for the two DCs M < : ;
~ : —
< ;
< . . ‘ . : . . ‘
25 40 63 110 25 40 63 110
Diameter (mm)
1B . mrerE (Jrara| <1C
N i o~ H
=N = o :
— o —
5 < =N
=
o
O o (=)
Z 3 =
=
&
<] 3 z
N — ~l
<] S :
T ) :
@ “ i
< <
PEPE RAFA 1 2 3
Drift camera Operator

in real time—plus some additional time used to extract
and scale the snapshots (55 snapshots for PEPE and 37
for RAFA) in order to estimate transect width: 43 min
for PEPE and 38 min for RAFA. No additional time was
needed to estimate density using the simplified method

predicted a decrease from 0.13 to 0.08 for PEPE and
from 0.10 to 0.06 for RAFA (Fig. 4).

Processing time

The processing time required for estimating density
involved the total video-replay time for counting the
objects—28 min for PEPE and 16 min for RAFA played

based on PEPE’s footage as the distance between the
whiskers was considered known and constant (see Fig.
2a). In summary, the total processing time per transect

Table 2 Summary of the two selected gls models fitted to the relative errors of size estimates obtained using two drifting camera systems
(PEPE and RAFA, see the text for details)

D Model Parameters values (95% CI) Model selection
df AAIC
Model a Intercept=—0.023 (= 0.033; —0.013), a =0.367 (0.206; 0.656), 4 0

Relative error =intercept + & by=—0324 (—0.472; = 0.177), by =~ 0387 (~ 0.538; — 0.236)

£i~N(0,02); 0; = aldiam|”; i=12
Intercept=—0.023 (— 0.033; — 0.013), ¢; =0.407 (0.225; 0.734), 4 0.3
¢,=0.320 (0.179; 0.570), d=—0.350 (— 0.498; —0.202)

Model b . .
Relative error = intercept + ¢;;

<€,4~N(07 Jf); o= ¢; [diam|%; i=1,2

The components of the variance function for each model, parameter values, and the difference in AIC between the selected models are shown
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Fig. 4 Standard deviation of the &4
relative measurement errors S
estimated with the two g/s models
selected. Line colors indicate the
DC systems (PEPE: black lines,
RAFA: red lines) and line types,
the fitted models (model a:
continuous lines, model b: dotted
lines)

Standard deviation of model residuals
0

required for density estimation was 4.73 min for PEPE,
4.90 min for RAFA, and 1.86 min for PEPE WA. Thus,
the simplified method required less than 40% of the
processing time required by the other methods.

Measuring the objects (66 pipe sections in PEPE’s
footage and 42 in RAFA’s) took an average of 1.05 min
per pipe section for PEPE and 1.23 min for RAFA.
Accounting for the total time required to scale the snap-
shots (used for density estimation) and to measure the
pipe sections, it took 1.70 min per pipe section using
PEPE’s snapshots and 2.14 min per pipe section using
RAFA’s.

Discussion

In this paper we compared the performance of a newly
designed DC that hauls a pair of steel whiskers serving
as a reference scale introduced in the images, with
standard measuring equipment bearing laser pointers.
Our results indicate that the new equipment (PEPE
DC) is an efficient, accurate, and cost-effective device,
useful to estimate the density and size of sessile or less
mobile aquatic organisms lying close to the sea bottom.
There were no differences either in the size or in the
density estimates obtained using the PEPE DC and a
traditional laser-bearing DC (RAFA). Processing the
videos, however, took considerably less time when
using the novel method based on the steel whiskers
(PEPE WA).

Both DC systems, PEPE (including a simplified es-
timate of the swept area, PEPE WA) and RAFA, pro-
duced similar density estimates that did not differ from
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the overall true density of pipe sections in the experi-
mental plot. As is the case of other video systems
described in the literature (e.g., Rooper and
Zimmermann 2007; Tran 2013), the estimation of the
swept area with PEPE and RAFA DCs requires calcu-
lating the width of each snapshot used to count the
number of objects present. In the case of PEPE WA,
the width of the video transect is given directly by the
distance between the two parallel cables, considered
constant. This simplified procedure for estimating the
swept area reduced the video processing time by 60% at
the expense of a reduction in the area used to estimate
density, which in turn may affect the precision of the
estimates. It is important to note that the choice of
transects width in any visual census should be deter-
mined according to the density, distribution, and behav-
ior of the target species (e.g., Cheal and Thompson
1997; Samoilys and Carlos 2000; Irigoyen et al. 2018).

Imperfect detectability, i.e., the inability to detect all
individuals in a survey area (Katsanevakis et al. 2012),
is one potentially important source of error that should
be controlled in real applications. In our experimental
conditions, detectability was not an issue given the high
color contrast between the pipe sections (white) and the
bottom (dark brown), the simple, flat bottom, and the
high water visibility. The detection probability may
decrease under low-light and turbid-water conditions,
when the bottom is complex or when cryptic fauna is to
be assessed. In turbid and low-light environments, re-
ducing the towing speed or the distance between the DC
and the bottom could contribute to increase detectability
by improving the quality of the snapshots that could be
retrieved from the videos.
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The models fitted to the relative measurement
errors obtained with the two DC systems compared
indicated that both had a small tendency to underes-
timate the size of the objects (a bias of —2.3%). The
coefficient of variation (CV) of the measurements
decreased with the size of the measured objects; this
may be due to an inherent error in the delimitation of
the objects contours, which depends on the image’s
pixel size and is constant on average, independent of
object size (Harvey et al. 2001a). Because the DC
system using lasers (RAFA) was towed closer to the
bottom, its camera field of view was narrower
resulting in a pixel size that was about 46% smaller
on average than the pixel size in PEPE’s snapshots.
This difference may contribute to the smaller mea-
surement error made using laser pointers (Fig. 4).

The size range of the objects used in this study
(25 mm to 110 mm) comprises a wide spectrum of
sessile and mobile benthic fauna. The usual problem
inherent to the use of a single camera for measuring
objects, where the object and the scale used to measure it
must be at the same focal distance, did not represent a
major inconvenience in this work as both the scale and
the objects were on the bottom. On the other hand,
trying to estimate the size of objects that are above the
reference (whiskers/background) with this method
would result in errors as reported by Trobbiani and
Venerus (2015). The errors in size estimation obtained
in this work (CV = 6-8% for objects of 110 mm in size)
are in the order of those reported in the literature for
other devices designed with similar purposes. Errors
reported by Rochet et al. (2006) for objects of true size
between 130 and 660 mm, resulting from the use of laser
pointers as fixed scales, were in the range of 7 to 13%
CVs for visual size estimations performed directly on
the screen without using any measuring instrument, and
between 1 and 4% for measurements taken after the
acquisition and processing of the videos (as we did
here). Our measurements were less accurate than those
obtained by Harvey et al. (2002), who reported CVs of
1% when measuring 480-mm-long fish silhouettes
using fixed scales included in the camera field of view
and computer processing, and by Delacy et al. (2017),
who reported errors <1% and < 3% in comparison with
tape-measured lengths of sharks > 1 m in the pool and in
the field, respectively. However, in a different study
conducted using stereo video, Harvey and Shortis
(1996) obtained CVs between 0.6 and 7.5% for fish
silhouettes ranging in size from 100 to 470 mm.

For a comparable accuracy of measurements, the
simplicity of the newly developed DC system (PEPE)
offers some advantages relative to the standard use of
lasers. The whiskers do not need any type of mainte-
nance or calibration, and as they have no electrical or
electronic components, in contrast to the use of laser
pointers or stereo-video, they are not susceptible to fail
at sea. The whiskers are also inexpensive and easy to
replace quickly in the field. An important shortcoming
of the whiskers method is that their use is restricted to
rather flat bottoms, as the parallelism and constant dis-
tance between the two cables could be compromised
when towed over irregular bottoms. Complex habitats,
however, pose problems for underwater video in general
as cryptic species may find refuge, and hence go unno-
ticed by the camera.

A wider use of this type of equipment and the possi-
bility of the geolocation of video images would allow
collecting information for habitat and macrobenthos
mapping at low cost (for example, Raymond et al.
2008; Tran 2013). The accuracy of geolocation of a
drifting systems, often requiring correction methods,
depends on the depth and speed at which the equipment
is towed, the water currents, the diameter of the cable
with which it is held, and the weight of the equipment
itself (Schories and Niedzwiedz 2012). These variables
must be taken into account when making position cor-
rections for the equipment relative to the boat. Alterna-
tively, more complex and expensive systems (USBL,
ultra-short baseline) for locating the DC underwater
such as those used in Holmes et al. (2008) are available
but they tend to be unaffordable in low-budget situa-
tions. In our experiment, similarly to other studies (e.g.,
Jordan et al. 2005; Tran 2013), the distance between the
DC and the boat was small, in the order of the magni-
tude of the error reported for the GPS used. This
reflected our particular experimental conditions: shal-
low waters, lack of currents, and low towing speed. Data
taken at greater depths may require corrections of the
position of the DC with respect to the boat (e.g., Hewitt
et al. 2004).

Conclusion

Beyond the aforementioned advantages of the PEPE
DC, this device is particularly useful in coastal areas.
We have successfully used it up to 60-m depth in turbid

water (visibility between 1 and 3 m), with strong
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currents. The system is robust enough to be deployed
from small boats by hand, and requires minimum per-
sonnel and training. The simultaneous use of an echo
sounder during dragging is encouraged to prevent colli-
sions with rocky outcrops. Future field tests on different
aquatic environments with different purposes should be
conducted to include, for example, the assessment of
mobile demersal species, like highly mobile crabs or
fishes, which were mostly captured by the exploratory
camera but not by the slave camera.
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