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Abstract. Double differential cross sections (DDCS) of electrons emitted from vapor water molecules (in
vapor phase) by 2.0 MeV/u and 3.75 MeV/u bare oxygen ion impact have been measured by continuum
electron spectroscopy technique. The ejected electrons were detected by an electrostatic hemispherical
deflection analyzer over an energy range of 1–600 eV and emission angles from 20◦ to 160◦. The DDCS data
has been compared with the continuum-distorted-wave-eikonal-initial state (CDW-EIS) approximation and
a reasonable agreement was found with both version of the models i.e. post and prior version. By numerical
integration of the DDCS data, the single differential cross section (SDCS) and total ionization cross section
(TCS) were obtained. The obtained TCS results were compared with other available TCS results for water
target within the same energy range. The total ionization cross sections values are seen to saturate as the
projectile charge state (qp) increases, which is in contrast to the first-Born predicted q2p dependence. This
is also in contrast to the prediction of the CDW-EIS models.

1 Introduction

Energy loss curve of high-velocity ions has a sharp maxi-
mum at the end of their trajectories, which is commonly
known as the Bragg peak. This fact makes ion beam radia-
tion therapy one of the most useful techniques for treating
cancer [1,2]. In radiation therapy, high-velocity ions are
directed toward the infected cells. For high-velocity ion
beams, most of the energy loss is due to ionization of the
target. Ionization of target cells produce a lot of secondary
electrons in all directions. The low energy electrons may
induce single or double strand breaks of DNAs or RNAs of
cancer cells [3,4]. Hence the study of energy and angular
distribution of the secondary electrons is especially impor-
tant in order to understand radiation damage caused by
the energetic ion beams [5].

In the case of hadron therapy in human body, most of
the energy is deposited in ionizing the water molecules
since 60% of the body weight comprises of water. It thus
appears crucial to obtain accurate differential and total
ionization cross sections for water molecule, for the mod-
eling of radiation therapy in the human body [6,7]. The
protons and also C-ions are most commonly used for treat-
ing cancer patients worldwide. Although the current mea-
surements were done for water vapor target, it should be
mentioned that in actual cases, water is present in liquid
phase, and not in gas phase. The most important differ-
ence between gas and condensed phase is the transport
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and cascade multiplication of secondary electrons. This
has been addressed in the literature by different groups
[8–11]. Also, the phase effects in stopping around and
below the maximum of energy loss have been demon-
strated by the Linz group [12,13]. However, the data for
vapor phase will be still useful input to calculate that for
liquid phase. In absence of the experimental data on liquid
water one may find that the existing data for water vapor
can be of useful input for the radiation damage modeling.

The database for cross section data for electron emission
from water target by the impact of highly charged pro-
jectiles is scarce. Although in recent years cross section
measurement of biologically relevant targets, including
water, have attracted increasing attention because of its
importance in radiation biology or radiation therapy. For
example, the references [14–18] deal with the ionization
of DNA or RNA base molecules whereas the DDCS or
TCS data on the ionization of water has been presented
in [19–24].

In this work, we present the absolute double differential
ionization cross section of e− ejected from vapor phase
water molecules by 2.0 MeV/u and 3.75 MeV/u bare
oxygen ion impact. This work is a continuation of our
previous work, where we have initiated the study of
ionization of water molecules by the impact of C6+,
O8+ and Si13+ ions. Apart from presenting the DDCS
data for the C and O beams at above energies, we also
present here all the available TCS data for the different
projectiles and charge states. The TCS data were plotted
together as a function of the charge states in order to

https://epjd.epj.org/
https://doi.org/10.1140/epjd/e2017-80265-8
mailto:lokesh@tifr.res.in


Page 2 of 9 Eur. Phys. J. D (2018) 72: 15

check the so called saturation behavior arising from
higher order scattering mechanisms (see below).

In this work, the experimentally measured double differ-
ential cross section, single differential cross section (SDCS)
and the total ionization cross section (TCS) were com-
pared with the CDW-EIS [25,26] model calculations for
bare oxygen ions impacting on H2O molecule. The CDW-
EIS model has been widely used in describing the single
electron ionization at intermediate and high energy range.
This model represents the first order term of a distorted
wave series by including the distortions due to the long-
range Coulomb potential in both the initial and final
channels. In this way, it was then possible to account for
two center effects, which were not included in first Born
or plane wave approximations.

In the CDW-EIS model, the electron to be ionized is
described in the entry channel by a two-center wavefunc-
tion, given by the product of a target bound orbital and a
projectile continuum eikonal phase, while in the exit chan-
nel the ionized electron is described also by a two-center
wavefunction given by a product of a plane wave and two
continuum factors, one associated with the residual target
field and the other one with the projectile field. During
the collision, the non-ionized electrons are considered to
remain as frozen in their initial orbitals. The differences
between the prior and post versions of the model could be
attributed to the importance of the correlation between
the active (ionized) and passive (non-ionized) electrons.
The prior version includes in its description the influence
of the passive electrons on the dynamical evolution of
the ejected one (the so called dynamical screening) [27],
whereas in the post-version it is only partially taken into
account through the use of an effective charge.

In Section 2, we briefly describe the experimental setup
used to measure the double differential cross section of
ejected secondary electrons for the current collision sys-
tem. In Section 3, we discussed about the DDCS deduction
method and also about the estimation of various sources
of errors. In Section 4, we present the experimental results
along with a detailed comparison with theoretical models.
In the last section (Sect. 5), we have shown the dependence
of the scaled total ionization cross section (TCS×E/ lnE,
E being the projectile energy in a.u.), on the projectile
charge state (qp).

2 Experimental setup

Highly charged oxygen beams of energy 2.0 MeV/u and
3.75 MeV/u were generated from the BARC-TIFR pel-
letron accelerator facility situated at TIFR, Mumbai.
After final energy selection, the Oq+ ions were passed
through a post acceleration foil stripper. This was used to
produce bare oxygen ions. These ions were then selected
by a switching magnet. Before entering the chamber, the
beam was tightly collimated to a size of about 1.5 ×
1.5 mm2 by the help of two sets of 4-jaw slits kept a meter
away from each other. The 4-jaw slits are motor controlled
remotely.

The interaction chamber was kept at a base pressure of
2 × 10−7 mbar. Two µ-metal sheets having high magnetic

permeability was placed inside the chamber along its
perimeter to reduce the earth’s magnetic field inside the
chamber. This was essential for the detection of low energy
electrons. For analyzing secondary electron energies, we
have used a hemispherical electrostatic deflection ana-
lyzer. This analyzer was kept on a rotatable turntable
inside the chamber. The inner and outer electrodes of
the hemispherical analyzer were made of oxygen-free high
conductivity (OFHC) copper. In order to avoid genera-
tion of secondary electrons from the analyzer electrodes,
the inner surfaces of the electrodes were coated with car-
bon soot. The analyzer energy resolution depends mostly
on the exit slit width and the acceptance angle of the
entrance slit and for the present analyzer, it is about 5–6%
of electron energy. The accuracy of the angular distribu-
tions for this spectrometer has been tested by reproducing
the expected angular distribution in case of elastic scat-
tering of electrons from Ar atoms which was done earlier
(see Ref. [28]), and again reproduced recently during this
work.

The energy analyzed electrons were detected by a chan-
nel electron multiplier. The front side of the channeltron
was kept at a potential of 100 V to maintain uniform detec-
tion efficiency for the electrons. The entire chamber was
filled with water vapor at a pressure of 0.15 mTorr. During
data collection, the outer walls of the scattering chamber
were heated at ≈50 ◦C. The heating was done to reduce
the sticking of water molecules on the chamber wall which
finally reduced the overall background counts.

3 Deduction of the DDCS

If a beam of Np ions enters the water vapor target, and as
a result Ne number of electrons having energy ε are ejected
into a solid angle Ω, then the DDCS values for electron
emission are obtained from the following equation,

d2σ

dΩedεe
=
Ne/Npe −Nb/Npb

nεel(lΩ)eff∆ε
(1)

where Ne and Nb are the number of total and background
counts respectively, whereas Npe and Npb are the num-
ber of projectile ions in presence and absence of target
gas respectively. The counts Ne, for low energy electrons,
were modified to take into account the electrons lost due
to scattering before reaching the detector. In such cases
Ne was replaced by Ne/ exp(−nlσsc) where n= gas den-
sity, l= distance traveled by electrons before reaching the
analyzer. The corrections are found important only for
electron energies around 1–7 eV, The total scattering cross
section can be found in [29,30]). This correction (using
[29]) was approximately 18% at 1 eV and reduced to about
5% at 5 eV and negligible above 8 eV. The quantity ∆ε is
the energy resolution of the spectrometer, which is 5–6%
of the electron energy [28]. The detection efficiency of the
channeltron detector (εel) is ≈90%. The parameter n is
the water-vapor target density inside the chamber and
(lΩ)eff is the solid angle path length. For details about
the measurement technique, one may refer to [28].
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Fig. 1. Double differential cross sections of secondary electrons
(1–600 eV) for 2.0 MeV/u O8+ projectile. The experimental
results have been represented by the circles (◦). The CDW-EIS
prior version is represented by the solid lines, while the post
version has been represented by the dotted line. For conve-
nience, both theory and data are multiplied by suitable factors
as shown in figure.

The measurements were carried out over an angular
range of 20–160◦ for both 2 MeV/u and 3.75 MeV/u O8+

ions. For each angle, the number of electrons having ener-
gies in the range of 1–600 eV were scanned. The SDCS
values were obtained from the measured DDCS by numer-
ical integration with respect to the ejected angle or energy.
In the process of numerical integration, DDCS values for
angles from 0◦ to 20◦ and 160◦ to 180◦ were extrapolated
by polynomial fitting technique.

Good statistics was maintained during the experiment.
The statistical error was obtained from the net electron
counts (Ne − Nb). For both 3.75 MeV/u and 2.0 MeV/u
projectiles, the statistical error was less than 5%. Error in
the measurement of water-vapor density n (±10%), spec-
trometer resolution ∆ (±5%) and the solid angle path
length (lΩ)eff (±5%) were the other sources of error.
Overall the total experimental error was not more than
18–20%.

4 Experimental results

The scope of the present work was to compare the exper-
imental double differential, single differential and total
ionization cross sections with those predicted by the
CDW-EIS model calculations for water vapor ionization
with 2.0 MeV/u and 3.75 MeV/u O8+ projectiles. The
present set of TCS data were compared with some of
our previous data for C6+, O8+ and Si13+ projectiles.

Fig. 2. Same as in Figure 1, but for 3.75 MeV/u O8+ projectile.

The comparison was also done for other projectiles in the
similar velocity range, such as H+, He+, He++ and C6+.

4.1 DDCS energy distribution

Figures 1 and 2 show the DDCS energy distribution
of electrons emitted from water-vapor in collisions with
2.0 MeV/u and 3.75 MeV/u O8+ projectiles respectively.
All the spectra show a monotonic decrease in electron
counts with increasing electron energy. The peaks near
500 eV on all the spectra are due to the KLL Auger elec-
tron emission from 1s vacancies in the oxygen atom. The
low energy part of each spectrum is attributed to the soft
collision electrons, i.e. electrons which are ionized because
of high impact parameter collisions. In the medium energy
region, electron dynamics is governed by both the target
and projectile centers. This region is typically known as
two center electron emission (TCEE) for an atomic tar-
get. However, for a molecule like H2O, such a definition of
target center may not be as simple as atomic one. Com-
parison of the experimental results with the CDW-EIS
model calculations show good agreement for almost all the
emission angles, although a better agreement can be seen
for forward angles than for backward angles. Excellent
agreement can be seen near the angles θ = 80–90◦.

4.2 DDCS angular distribution

Figures 3 and 4 display the angular distributions of ejected
electrons as a function of ejection angle for the case of
2.0 MeV/u and 3.75 MeV/u projectiles, respectively. The
angular distributions are plotted for six different electron
energies, ranging from 1 eV to 200 eV. It can be seen
from both the plots that as the ejected electron energy
increases, the peak around 70◦ becomes sharper which
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Fig. 3. DDCS angular distribution plots for six different elec-
tron energies for 2.0 MeV/u projectile. In each plot the solid
line represents the CDW-EIS prior version model while the
dotted line represents its post version.

Fig. 4. Same as in Figure 3, but for 3.75 MeV/u projectile.

is well known due to binary collision effect in ion–atom
collision. However, at lowest energies, such as 1 eV and
5 eV one observes gradual fall of DDCS going from for-
ward to backward angles (which is more evident in Fig. 4).
This behavior is in contrast to the generally observed
flat-distribution in fast-ion collisions with many-electron
atoms like Ne (or 2-electron atom like He) collisions for
such low energy electrons. For example, one may refer
reference [31] (e.g. see Fig. 6 in this reference). The
observed steep fall in angular distribution, was seen even
up to 20 eV or so. This behavior could be related to the
molecular behavior of water and well reproduced by the
CDW-EIS models. The difference between forward and
backward angles, for the low energy electrons, can be
quantified in terms of forward–backward asymmetry and
is discussed in next section.

For 2.0 MeV/u ions (Fig. 3), comparison of the exper-
imental results with the theoretical calculations show
reasonably good agreement with both the prior and
post versions of the CDW-EIS model, though the post
version matches better with experimental results for
low energies, e.g. at 5 eV and 20 eV (Fig. 3a). At higher

Fig. 5. The asymmetry parameter for 2.0 MeV/u (a) and
3.75 MeV/u (b) versus ejected electron velocity. The CDW-
EIS prior version is represented by the solid lines, while the
post version has been represented by the dotted line.

Fig. 6. Single differential cross sections for ejection of electrons
by 2.0 MeV/u and 3.75 MeV/u O8+ ions in collision with waver
vapor as a function of the ejected electron angle. The CDW-
EIS prior version is shown by the solid line whereas the dotted
line represents the CDW-EIS post version. Experimental mea-
surements are represented by circles (◦). For convenience, data
and theoretical values for the case of 2.0 MeV/u O8+ has been
multiplied by a suitable factor as indicated in the figure.

energies e.g. for 100 eV and 200 eV, the deviation with
the post-version model is increase more for large angles,
and comparatively less for angles near 90◦, though a
contrasting behavior is observed for some low energy
regions. The 3.75 MeV/u projectile plots (Fig. 4) also
show similar behavior, though matching with the theory
is better for the case of 2.0 MeV/u projectile.

4.3 Forward–backward asymmetry parameter

In Figures 3 and 4, we have noticed a substantial differ-
ence between the DDCS values for extreme forward and
backward angles. This forward–backward asymmetry in
electron emission cross section, at least in case of ion–
atom ionization, arises because of the well known TCEE
and the post-collision interaction (PCI), where the ionized
electron trajectory is governed by both the projectile and
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Table 1. DDCS, SDCS and TCS values for the case of 2 MeV/u O8+ projectile (DDCS unit – cm2 eV−1 Sr−1).

E 30◦ 45◦ 60◦ 75◦ 80◦ 90◦ 105◦ 120◦ 135◦ 150◦ dσ/dε

1 4.5E−17 4.0E−17 3.6E−17 3.4E−17 3.0E−17 2.9E−17 2.8E−17 2.5E−17 2.4E−17 2.1E−17 3.6E−16
3 2.5E−17 2.1E−17 1.9E−17 1.8E−17 1.7E−17 1.5E−17 1.3E−17 1.2E−17 1.1E−17 1.2E−17 1.9E−16
5 1.7E−17 1.5E−17 1.3E−17 1.2E−17 1.2E−17 1.0E−17 9.5E−18 7.6E−18 6.8E−18 5.8E−18 1.3E−16
7 1.3E−17 1.1E−17 1.0E−17 9.6E−18 8.7E−18 7.4E−18 6.7E−18 5.4E−18 4.5E−18 4.1E−18 9.2E−17
9 1.0E−17 8.9E−18 7.7E−18 7.7E−18 7.2E−18 5.8E−18 5.0E−18 4.2E−18 3.5E−18 2.9E−18 7.2E−17
11 7.8E−18 7.1E−18 6.3E−18 6.2E−18 5.8E−18 4.9E−18 4.0E−18 3.2E−18 2.4E−18 2.2E−18 5.7E−17
13 6.6E−18 6.2E−18 5.6E−18 5.1E−18 4.8E−18 3.9E−18 3.2E−18 2.5E−18 2.0E−18 1.7E−18 4.8E−17
15 5.7E−18 5.2E−18 4.9E−18 4.5E−18 3.9E−18 3.3E−18 2.6E−18 1.9E−18 1.5E−18 1.3E−18 4.0E−17
17 4.9E−18 4.4E−18 4.3E−18 4.1E−18 3.6E−18 3.2E−18 2.2E−18 1.6E−18 1.2E−18 1.0E−18 3.5E−17
19 4.1E−18 4.0E−18 3.7E−18 3.4E−18 3.0E−18 2.6E−18 1.9E−18 1.3E−18 1.0E−18 8.4E−19 3.0E−17
20 3.9E−18 3.8E−18 3.6E−18 3.1E−18 2.9E−18 2.5E−18 1.8E−18 1.2E−18 8.7E−19 7.5E−19 2.8E−17
40 1.5E−18 1.5E−18 1.5E−18 1.5E−18 1.4E−18 9.8E−19 5.5E−19 3.0E−19 2.1E−19 1.5E−19 1.1E−17
60 7.2E−19 7.5E−19 8.8E−19 8.6E−19 8.1E−19 5.7E−19 2.7E−19 1.1E−19 7.8E−20 6.6E−20 5.8E−18
80 4.2E−19 4.8E−19 5.5E−19 6.0E−19 5.3E−19 3.8E−19 1.3E−19 5.3E−20 3.5E−20 2.6E−20 3.6E−18
100 2.8E−19 3.2E−19 3.9E−19 4.3E−19 3.7E−19 2.6E−19 6.8E−20 2.9E−20 2.0E−20 1.4E−20 2.4E−18
140 1.4E−19 1.7E−19 2.2E−19 2.7E−19 2.4E−19 1.4E−19 2.8E−20 1.3E−20 7.7E−21 5.5E−21 1.4E−18
180 8.3E−20 9.9E−20 1.4E−19 1.9E−19 1.6E−19 7.7E−20 1.3E−20 6.6E−21 4.5E−21 3.3E−21 8.6E−19
220 5.5E−20 6.9E−20 1.0E−19 1.4E−19 1.1E−19 4.2E−20 6.3E−21 4.0E−21 2.3E−21 2.0E−21 5.9E−19
260 3.9E−20 4.3E−20 7.9E−20 9.7E−20 8.1E−20 2.5E−20 4.2E−21 2.2E−21 1.5E−21 1.3E−21 4.1E−19
300 3.0E−20 3.4E−20 6.4E−20 7.6E−20 5.7E−20 1.5E−20 2.7E−21 1.3E−21 1.1E−21 7.7E−22 3.1E−19
dσ/dΩ 3.5E−16 3.3E−16 3.3E−16 3.2E−16 2.9E−16 2.3E−16 1.7E−16 1.3E−16 1.1E−16 9.8E−17 2.9E−15

(TCS)

Table 2. Same as in Table 1, but for 3.75 MeV/u O8+ projectile (DDCS unit – cm2 eV−1 Sr−1).

E 30◦ 45◦ 60◦ 75◦ 80◦ 90◦ 105◦ 120◦ 135◦ 150◦ dσ/dε

1 2.6E−17 2.7E−17 3.0E−17 2.6E−17 2.1E−17 2.1E−17 2.3E−17 1.8E−17 2.0E−17 1.8E−17 2.5E−16
3 1.5E−17 1.5E−17 1.6E−17 1.4E−17 1.3E−17 1.2E−17 1.2E−17 8.4E−18 9.2E−18 7.8E−18 1.3E−16
5 1.1E−17 1.1E−17 1.1E−17 9.5E−18 9.5E−18 8.3E−18 7.7E−18 5.7E−18 5.8E−18 4.9E−18 9.1E−17
7 8.3E−18 8.1E−18 8.3E−18 7.2E−18 7.2E−18 6.1E−18 5.5E−18 4.4E−18 3.9E−18 3.5E−18 6.7E−17
9 6.6E−18 6.5E−18 6.7E−18 5.8E−18 5.7E−18 5.0E−18 4.3E−18 3.4E−18 2.9E−18 2.6E−18 5.3E−17
11 5.2E−18 5.0E−18 5.3E−18 4.6E−18 4.5E−18 4.0E−18 3.4E−18 2.6E−18 2.2E−18 2.0E−18 4.2E−17
13 4.3E−18 4.1E−18 4.5E−18 3.9E−18 3.8E−18 3.3E−18 2.8E−18 2.2E−18 1.7E−18 1.6E−18 3.5E−17
15 3.6E−18 3.5E−18 3.7E−18 3.3E−18 3.2E−18 2.9E−18 2.3E−18 1.7E−18 1.4E−18 1.2E−18 2.9E−17
17 3.0E−18 3.0E−18 3.2E−18 2.8E−18 2.7E−18 2.5E−18 1.9E−18 1.4E−18 1.1E−18 9.8E−19 2.5E−17
19 2.6E−18 2.6E−18 2.8E−18 2.6E−18 2.4E−18 2.2E−18 1.7E−18 1.2E−18 9.2E−19 8.4E−19 2.2E−17
20 2.4E−18 2.4E−18 2.7E−18 2.4E−18 2.3E−18 2.0E−18 1.6E−18 1.1E−18 8.3E−19 7.3E−19 2.0E−17
40 8.2E−19 8.6E−19 1.1E−18 1.0E−18 9.5E−19 8.2E−19 5.5E−19 3.2E−19 2.1E−19 1.8E−19 7.5E−18
60 4.3E−19 3.9E−19 5.5E−19 5.7E−19 5.0E−19 4.8E−19 2.5E−19 1.2E−19 7.9E−20 6.8E−20 3.8E−18
80 2.3E−19 2.3E−19 3.3E−19 3.7E−19 3.5E−19 3.0E−19 1.4E−19 6.0E−20 3.7E−20 3.1E−20 2.3E−18
100 1.5E−19 1.4E−19 2.2E−19 2.8E−19 2.4E−19 2.0E−19 8.3E−20 3.2E−20 1.9E−20 1.6E−20 1.5E−18
140 6.7E−20 7.0E−20 1.1E−19 1.6E−19 1.5E−19 1.1E−19 3.2E−20 1.2E−20 8.3E−21 7.3E−21 7.9E−19
180 4.2E−20 4.0E−20 6.6E−20 1.2E−19 9.6E−20 7.1E−20 1.5E−20 5.6E−21 3.8E−21 3.6E−21 5.0E−19
220 2.6E−20 2.6E−20 4.2E−20 7.7E−20 6.8E−20 4.6E−20 7.3E−21 3.6E−21 2.3E−21 2.4E−21 3.2E−19
260 1.9E−20 2.8E−20 3.0E−20 6.0E−20 8.9E−20 4.8E−20 5.6E−21 1.5E−20 1.7E−21 1.4E−21 3.2E−19
300 1.5E−20 2.0E−20 2.4E−20 4.9E−20 6.9E−20 3.5E−20 3.4E−21 1.2E−20 1.4E−21 9.3E−22 2.4E−19
dσ/dΩ 2.1E−16 2.1E−16 2.4E−16 2.3E−16 2.2E−16 1.9E−16 1.5E−16 1.1E−16 9.5E−17 8.3E−17 2.1E−15

(TCS)

target centers. In case of two- or multi-electron atoms,
besides the TCEE and PCI mechanisms, the screened
Coulomb or non-Coulomb potential can also introduce
such forward–backward asymmetry [32]. In order to quan-
tify this angular asymmetry, we have calculated and
plotted a single parameter i.e. the forward–backward
asymmetry parameter α(ve, θ), defined as,

α(veθ) =
σ(ve, θ) − σ(ve, π − θ)

σ(ve, θ) + σ(ve, π − θ)
(2)

Here σ(ve, θ) and σ(ve, π − θ) represent the DDCS
values for a forward angle θ and the corresponding
complementary (backward) angle (π − θ), respectively.
Figure 5 shows the asymmetry parameter [α(ve, θ)] as a
function of ejected electron velocity (ve, in a.u.) deduced
from the DDCS measured at angles 30◦ and 150◦. The
plots for both the projectiles show sharp rise in asymme-
try parameter as electron velocity increases. For very low
energy electrons, e.g. for ve ∼ 0.5 a.u, the value is around
0.35 (in Figs. 5a and 5b). This value at such low energy is
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Fig. 7. Oxygen KLL Auger angular distribution for 2.0 MeV/u
O8+ projectile. The dashed line is a guide to the eye.

sensitive to the beam energy, charge state as well as non-
Coulomb potential, and the molecular wave function. This
parameter, however, begins to saturate at a value of ≈0.9
for electron energy >100 eV, as observed for other atomic
[31] or molecular targets. The both versions of the CDW-
EIS model gave a pretty good agreement with the data.
Particularly the post-version gives an excellent account of
the asymmetry parameter. However, in the present work,
it may not be possible to disentangle different contribu-
tions arising from different mechanisms responsible for the
asymmetry parameter.

4.4 Single differential cross section

Single differential cross sections σ(ε) or σ(Ω) were
obtained from our measured double differential cross sec-
tion results by numerical integration of the DDCS results
with respect to electron ejection angle or ejected elec-
tron energy. Figure 6 shows a comparison between present
experimental measurements and the calculated theoreti-
cal SDCS provided by the CDW-EIS model (both prior
and post version) while Tables 1 and 2 display the exper-
imentally obtained DDCS and SDCS values. For both the
impact energies, a reasonably good agreement can be seen
in general with both the theoretical models. In general
an overestimation of experimental results by the theoret-
ical calculations can be seen. It is noticed that for the
case of 3.75 MeV/u projectile, agreement with theoretical
results are particularly good. The agreement is better in
the extreme forward and extreme backward angles. Fur-
thermore, we clearly observe that, the post version of the
theory matches better with the experimental results than
the prior version.

We have shown the oxygen KLL Auger cross sections
(SDCS i.e. derived from the area under KLL-peak) as a
function of angle for 2.0 MeV/u projectile (Fig. 7). An
oscillatory structure in the distribution can be seen with a
minimum around 75◦. This behavior is in contrast to the
distribution observed for the continuum electron DDCS
or SDCS for which a peak is observed around this angle.
Atomic K-shell vacancies are isotropic and hence Auger
decay of these vacancies is also isotropic in absence of

Fig. 8. Single differential cross sections for ejection of electrons
by 2.0 MeV/u and 3.75 MeV/u O8+ ions in collision with waver
vapor as a function of the ejected electron energy. The CDW-
EIS prior version is shown by the solid line whereas the dotted
line represents the CDW-EIS post version. Experimental mea-
surements are represented by circles (◦). For convenience, data
and theoretical values for the case of 2.0 MeV/u O8+ has been
multiplied by a suitable factor as indicated in the figure.

beam induced alignments. Molecules are different in this
respect. They are supposed to exhibit anisotropic behav-
ior arising from the final-state-symmetry, which is very
well known [33–35]. In case of heavy-ion induced ioniza-
tion the additional influence of beam induced alignment
causes further angular distribution even in case of atoms,
and of course for molecules. The satellite production is
also much stronger in case of heavy-ions which is respon-
sible for much stronger anisotropic distribution [31,36,37].
A detailed analysis of the angular distributions of the
KLL Auger electrons emitted from molecules, which is
beyond the scope of this paper, can be found in references
[33,34,36–38]. Although no calculation or a suitable inter-
pretation is available or aimed here, it may be commented
that an anisotropic distribution is rather expected.

The single differential cross section as a function of
ejected electron energy is shown in Figure 8. Similar to
the case of SDCS angular distribution (Fig. 6), here also
we can see that the agreement with the theoretical results
is better for the case of 3.75 MeV/u projectile than that
for 2.0 MeV/u projectile.

5 Total ionization cross section

By numerical integration of the SDCS values with respect
to angle or energy, total ionization cross section was
obtained. The values at the bottom right corner of
Tables 1 and 2 represents the TCS values for 2.0 MeV/u
and 3.75 MeV/u projectiles respectively. Comparison of
this TCS value with CDW-EIS models is represented in
Table 3. The correction term due to scattering of low
energy electrons in gas molecules contributed about 3%
in the TCS values.

5.1 TCS-saturation behavior

From the Bethe-Born theoretical model, one expects that
TCS ∼ q2p × lnE/E. In order to investigate the projectile

https://epjd.epj.org/
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Table 3. Total ionization cross section [present study] (Gb).

Energy (MeV/u) TCS (experimental) CDW-EIS (prior) CDW-EIS (post)

2.00 2.85 (±0.50) 3.73 3.26
3.75 2.11 (±0.36) 2.40 2.03

Fig. 9. Scaled total cross sections (TCS×E/ lnE) for different projectiles (p [19,20], He2+ [21], C6+[22,23], O8+[24], Si13+[23]) as
a function of charge states [plot (a)]. In plot (a), the dashed line represents the first Born predicted q2p dependence, normalized for
He2+ data. Plot (b) shows the dependence of the total ionization cross section on the Sommerfield parameter (qp/v). Saturation
of TCS values can be seen as qp/v goes closer to 1. In both the plots, the present data points are denoted by open circles. The
CDW-EIS prior and post versions are represented by the solid and dotted lines respectively, indicating a steep rise in the cross
sections with qp in contrast to the almost saturated TCS for higher qp. In plot (a), the dashed line represents the first Born
predicted q2p dependence, normalized for He2+ data, while the dash-dotted line is a guide to the eye.

Table 4. Total ionization cross section [available results] (cm2).

Projectile Charge state (qp) Energy (MeV/u) TCS

Proton [19,20] +1 0.1 5.23E−16
0.5 1.30E−16
2 0.44E−16
5 0.36E−16

Helium [21] +2 0.2 1.23E−15
0.3 0.90E−15
0.5 0.77E−15

Carbon [22,23] +6 4 7.22E−16
6 5.22E−16

Oxygen [24] +8 2 2.85E−15
3 2.32E−15
3.75 2.11E−15

Silicon [23] +13 4 2.31E−15

q-dependence on the total cross section, TCS × E/ lnE
was plotted as a function of the projectile charge state (qp)
(Fig. 9). The figure shows the scaled TCS (TCS×E/ lnE)
for both 2.0 MeV/u and 3.75 MeV/u O8+ projectiles along
with some other existing TCS results like H+ (taken from
[19,20]), He2+ (taken from [21]), C6+ (taken from [22,23]),
O8+ (taken from [24] and present study) and Si13+ (taken
from [23]). These existing TCS results are displayed in
Table 4. Our previous data for 4.0 MeV/u C6+ and Si13+

projectiles have also been plotted. The first Born pre-
dicted q2p dependence has also been plotted (shown by

the dashed line in Fig. 9), normalized at He2+ projectile
data. From the figure, it can be seen that the measured
ionization cross section tends to saturate as the projec-
tile charge state (qp) increases. The deviation from q2p
in ion–atom collision has been discussed earlier by var-
ious authors (as for example, see [39–46]. This implies
that even one increases the charge state the electron

https://epjd.epj.org/
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emission does not increase appreciably or show much
slower increase compared to that expected according to q2p.
Although it appears to be surprising we found a similar
behavior in case of 1s-excitation and inner shell ioniza-
tion. For example, a similar kind of saturation behavior
for excitation or ionization was previously seen by dif-
ferent authors [47–53]. The 1s electron excitation cross
section for He-like Si ions were observed to saturate when
plotted against the target atomic number [47]. Tribedi
and coworkers [50–52] found the saturation of Ar K-shell
ionization cross section as a function of projectile charge
state (qp) (see Fig. 6 in Ref. [50]). The measured L X-ray
production cross sections for projectile Cu-ions, arising
from the excitation and electron capture process, were
also found to saturate as target atomic number increases
[54]. Such saturation behavior was explained in terms of
Schwinger’s variational principle in which the higher-order
perturbation effects are included explicitly in the form of
a second Born-like term. It was argued that the saturation
is caused by the Interplay between the first-order enhance-
ment in the transition amplitude and its dissipation into
the system through the coupling among various channels
[47]. Such explanation for excitation process can also be
found in references [55,56] which used a theory based on
the fractional form of the Schwinger variational princi-
ple [57]. The present observation only indicates toward
a saturation of the ionizations cross sections for higher
values of qp for which the ionization probability increase
dramatically and hence the higher order terms much be
considered, which in turn produces the saturation behav-
ior due to the cancellation effect, as explained above and
in reference [47]. The dependence of the TCS on the per-
turbation strength i.e. (qp/vp) (Sommerfield parameter) is
shown in Figure 6b. The TCS reaches a saturation value
close to qp/vp=1. Interestingly it also indicates toward
a maximum around the same value of the perturbation
strength. It may be necessary to investigate for the data
for projectiles other higher charge states (for example
qp ≥ 8) to prove the saturation effect more convincingly.
Such study will also help to establish whether there is a
maximum in the distribution i.e. TCS versus perturbation
strength.

6 Conclusions

We have reported the absolute double differential cross
section (DDCS) of emitted electrons from water-vapor
target under the impact of 2.0 MeV/u and 3.75 MeV/u
O8+ projectile ions. The experimental DDCS results were
compared with the CDW-EIS prior and post version
model calculations. A reasonably good agreement of the
experimental results with the theoretical models were
observed for both 2.0 MeV/u and 3.75 MeV/u projectiles.
The angular distributions of the lowest energy part (i.e.
around 1–20 eV) show a gradual fall which is in con-
trast to the flat-behavior observed for ion-collisions with
multi-electron atom, such as Ne. The DDCS results were
integrated to obtain the single differential cross section
(SDCS) and total ionization cross section (TCS). The
experimental TCS values for 2.0 MeV/u and 3.75 MeV/u

projectiles were 2.85 Gb and 2.11 Gb respectively. The
scaled TCS (TCS × E/ lnE) as a function of projectile
charge state (qp) was plotted for both 2.0 MeV/u and
3.75 MeV/u along with some other existing results. The
scaled TCS (TCS × E/ lnE) was observed to indicate a
saturation behavior with increasing projectile charge state
(qp) in contrast to the steep increase as per the first Born
predicted q2p or according to the CDW-EIS prediction. The
TCS is shown to indicate a peaking behavior when pertur-
bation strength (qp/vp) reaches to unity. This observation
is important for the study of electron emission by high
projectile ions, in regard to the radiation damage of bio-
logical matter. It may be necessary to extend these studies
for some other charge state ions with higher perturbation
strength for studying the saturation or peaking behavior
convincingly.
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