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a  b  s  t  r  a  c  t

Dynamic  line  rating  has  emerged  as  a solution  for  reducing  congestion  in overhead  lines, allowing  the
optimization  of power  systems  assets.  This  technique  is based  on direct  and/or  indirect  monitoring  of
conductor  temperature.  Different  devices  and  methods  have  been  developed  to  sense  conductor  tem-
perature  in  critical  spans.  In this  work,  an algorithm  based  on  WLS is proposed  to estimate  temperature
in  all  ruling  spans  of  an  overhead  line.  This  algorithm  uses indirect  measurements  –  i.e.  weather  reports
eywords:
ynamic line rating (DLR)
verhead line (OHL)
tate estimation (SE)
ncertainty propagation

and/or  downscaling  nowcasting  models  as inputs  as  well  as  direct  measurements  of  mechanical  tension,
sag  and/or  conductor  temperature.  The  algorithm  has  been  tested  using  typical  atmospheric  conditions
in  Iceland  along  with  an  overhead  line’s  real design,  showing  robustness,  efficiency  and  the  ability  to
minimize  error  in measurements.

© 2017  Elsevier  B.V.  All  rights  reserved.

eighted least square (WLS)

. Introduction

Overhead lines (OHLs) are facing new challenges in planning,
peration and control. For instance, power system operators seek
o push the operational limits [1] while maintaining high reliabil-
ty levels. Under normal operating conditions the capacity of short
nd medium OHLs is commonly restricted by the minimum clear-
nce between the conductor and the ground [2], which is defined
y the sag of the catenary. To optimize OHLs capacity given this
ind of restriction, dynamic line rating (DLR) can be used [3]. With
his technique a more realistic ampacity limit can be calculated. DLR
ets dynamically ampacity limits using the actual atmospheric con-
itions, in opposition to the traditional approach (called Static Line
ating (SLR)), where the conductor’s capacity is computed taking
onservative or worst atmospheric conditions scenarios, that sel-
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

om occurs. The dynamic limit is commonly higher than the SLR
imit; in Ref. [4] a higher ampacity (compared to the SLR limit) is

easured 99% of the time when DLR is used. Consequently, a reduc-
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378-7796/© 2017 Elsevier B.V. All rights reserved.
tion in power congestion or bottlenecks and an increment of the
margin of maneuver under contingencies is achieved when DLR is
implemented. This is particularly beneficial when wind power is
connected to the grid [5], because of the relation between wind
speed, power generation and conductor ampacity. Indeed, given
DLR advantages, applications for control, planning and operation of
power systems are available in order to optimize these systems [6].
Examples of such applications are: inclusion of OHL temperature as
a constraint to compute optimal power flows [7] or incorporating
DLR into the scheduling [8,9]. These applications can be added to
the nowadays energy management systems [10].

Direct and indirect methods are used for DLR. Indirect methods
are based on computing the conductor’s temperature using data
from weather stations close to the OHL and/or using atmospheric
models coming from the area of influence of the line [11]. In con-
trast, direct methods take measurements directly from the OHL
(frequency of vibration, mechanical tension, sag position, among
others [3]) in order to compute either the sag, the mechanical ten-
sion or the temperature over the conductor [10]. An additional
option to increase reliability is the adoption of hybrid systems
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

(direct and indirect measurements); for instance, in [12] both
weather and tension measurements are used to monitor ampac-
ity in OHLs spans. Although a set of DLR technologies is already
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vailable [13], a methodology to integrate both kinds of measure-
ents to obtain a reliable overview of the entire line capacity is not

vailable.
The conductor’s resistance changes as a consequence of varia-

ions in temperature, which impacts the power flow [14] and the
HLs protections [15]. To model this, variations in temperature
alues along OHLs have been included in the line model in Ref.
16] by means of dividing the line into sections, based on gradi-
nts of temperature along the entire line. Given the relationship
etween resistance and temperature, the introduction of PMU  mea-
urements to estimate average conductor temperature along OHLs
s proposed in Ref. [17]. Here the Weighted Least Square method
WLS) is applied. In a similar way, in [18] the average conduc-
or temperature is computed at steady state and during thermal
ransients using only PMU, by means of linearizing the state esti-

ation problem. In Ref. [19], an improved model based on PMU
s presented. It considers the atmospheric conditions along the
ine route through �-equivalent circuits connected in series. These
eries represent sections of the OHL. Temperature is computed in
he different sections.

In Ref. [20] the performance of PMU  as DLR method is assessed,
oncluding that even though state estimation techniques are used,
he error in the computed temperature is larger than acceptable

argins as a result of both atmospheric changes along the line
nd error in measurements. To improve the conductor temperature
stimation when applying PMU, different DLR methods can be used
n the same OHL. For instance, in Ref. [21], the thermal resistivity
oefficient is optimized through PMU  and temperature measure-
ents located in specific points of the line. This optimization is

arried out as consequence of computing negative resistances when
nly PMUs are used. In Ref. [22], PMU  and tension monitoring
ystems are used for DLR. This way, an overview of the line’s tem-
erature can be obtained using PMU  and critical spans are directly
onitored by the mechanical tension system.

As a consequence of the fact that critical span changes in time
nd space (which limits the OHL capacity), the number and loca-
ion of spans to monitor have to be defined. In Ref. [23] a heuristic

ethodology to identify critical spans based on computing con-
uctor temperature in each span is proposed. In that study the
pan temperature is estimated using data from historical weather
eports and climate models. In Ref. [24] a similar methodology is
eveloped considering the clearances to ground, instead of the con-
uctor temperature. Although methodologies to identify critical
pans tend to use optimization algorithms, a risk level is assumed
n the spans that are not being monitored. In consequence, it is
esirable to know or at least to estimate the state of all spans in
n economical and reliable way. An option to estimate weather
onditions along the line is to interpolate atmospheric parameters
n space (nowcasting) using meteorological models and/or a set of
tmospheric measurements [25] taken close to the influence area
f the OHL. Thus, with a set of monitoring stations covering crit-

cal spans and nowcasting along the OHL, a reliable overview of
he entire conductor temperature can be achieved. However, even
ssuming that a complete conductor capacity monitoring system
s available in each span, errors in the computing of conductor
emperature as a result of uncertainties in both measurements
nd conductor parameters are presented [26]. Moreover, error is
igher for low currents [27]. This is common in OHLs that oper-
te at low capacities in order to guarantee the reliability criteria

 − 1. Consequently, various efforts have been carried out in order
o quantify the impact of different kinds of errors over tempera-
ure estimation. In Ref. [27] a methodology to analyze the influence
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

f conductor temperature measurement errors over the computed
mpacity is presented. In Ref. [28] an estimation algorithm based
n the Monte Carlo method is developed. It considers uncertainty

n the heat transfer model and in atmospheric measurements. A
 PRESS
ms Research xxx (2017) xxx–xxx

similar analysis is presented in [29], by applying affine arithmetic
in order to identify critical spans and to find out the corresponding
temperature.

The previous state estimation algorithms only apply to direct
[17,18] or indirect measurements [28,29], but not to hybrid sys-
tems. Therefore, to minimize errors in temperature estimation of
all spans of an OHL, this work proposes a state estimation (SE) algo-
rithm based on WLS. In this algorithm the elements of the Jacobian
matrix, the elements of the measurement weight matrix and the
measurement functions are presented in a novel way. It uses the
available direct and indirect measurements and adds the advan-
tage of including redundant measurements as numerical weather
prediction (NWP) and downscaling atmospheric nowcasting mod-
els, thus increasing reliability. This is important, since reliability
is affected when DLR devices are included in the system [30]. In
Fig. 1 the SE problem is shown. It is expected that the measure-
ments (z) and the OHL parameters contain errors (e).  The SE issue
is stated with the objective of obtaining the best estimated both of
the electrical RLC parameters and of the temperature (TS) in each
ruling span of the OHL. This paper is organized as follows: the dif-
ferent methods to compute the average conductor temperature are
discussed in Section 2. In Section 3, the proposed methodology is
presented and the algorithm to minimize errors in temperature
estimation along the entire OHL is developed. Finally, simulation
results obtained from testing this algorithm under typical atmo-
spheric conditions are presented in Section 4. The simulations are
based on real OHL data.

2. Review of dynamic line rating methods

In this section, mathematical models and approximations
employed to calculate the temperature of OHL conductors using
direct and indirect measurements are presented. These expres-
sions are used as measurement functions in the formulation of
the proposed SE algorithm. This algorithm estimates the conductor
temperature in steady state, which occurs during normal operating
conditions. In steady state, it is assumed that the current intensity
and environmental conditions are constant during a certain period
of time, typically 1 h [10]. Thus, the thermal transient term can be
neglected. To use steady state analysis, temperature is estimated at
the moment that the conductor reaches the thermal equilibrium,
which is a conservative assumption. With this temperature value,
the maximum conductor ampacity can be calculated. However, if a
short-term overload occurs, the state estimation is affected, being
necessary to do a continued estimation. The possibility of including
thermal transients in a dynamic state estimation problem will be
object of future research.

2.1. Indirect measurements – heat transfer equilibrium

Indirect method refers to the use of atmospheric conditions to
compute the conductor temperature. This method is based on the
heat transfer between the conductor and the environment as a
consequence of heat losses and heat gains. Any change in the ther-
mal  conditions produces a thermal transient until the conductor
reaches the thermal equilibrium. This equilibrium can be described
by the heat balance

QJ + QS = QC + QR (1)

where QJ and QS are the heat gains by Joule effect and solar radia-
tion, and QC and QR are the heat losses by cooling and radiation. The
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

inputs of (1) are the wind speed and direction, the solar radiation,
the ambient temperature and the current intensity. As a conse-
quence of wind variations in time and space, it is recommended to
use average values [31] as input for the heat balance equation. These

https://doi.org/10.1016/j.epsr.2017.11.015
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Fig. 1. Dynamic line rating estimation using WLS

verage values are commonly available in weather reports. Addi-
ionally, a set of conductor parameters must be included as inputs.
hey increase error in the computing of temperature if not correctly
hosen. For instance, in [26] a linear statistical model is proposed
ith the aim of improving accuracy, which can be influenced by

rrors in the physical parameters and by the approximations used
o compute both heat gains and losses in (1). In this paper the CIGRE

odel [32] is used as measurement function.

.2. Tension measurements – state equation

To relate changes in temperature with variations of tension in
HL conductors the state change equation can be used [33]. In this
ork, the tension is assumed equal in each tensioning section of the
HL and thus the ruling span approximation is used [34]. Because
f conductor creep has low impact in the sag calculation [35], this

s considered as a source of error in estimation. Therefrom, only the
inear thermal and elastic elongation models are considered in the
tate change equation (2).

EA(Rsmcg)2

24
= HS

2

[
HS − HTref + EA(Rsmcg)2

24HTref
2

+ EAεt
(
TS − Tref

)]
(2)

n Eq. (2) E is the modulus of elasticity, A is the conductor cross
ection, H and HTref are the horizontal tension at temperature TS and
t reference temperature Tref, Rs is the ruling span length, mc is the
onductor mass per unit length, g is the gravitational acceleration
nd εt is the coefficient of thermal expansion.

.3. Sag measurements – catenary equation

Sag measurements are used to obtain the clearance between the
HL conductor and the ground in order to assess the OHL thermal
apacity. Another way to calculate the OHL rating is to compute the
echanical tension with sag measurements and use these values

o compute the conductor’s temperature by using the state change
quation. This methodology is proposed in [36] using the parabolic
pproximation. However, for large spans the catenary solution is
sed, which relates sag (D) with tension (H) through (3), where s is
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

he span length.

 = H

mcg

[
cosh

(
mcgs

2H

)
− 1

]
(3)
erview using direct and indirect measurements.

To express mechanical tension as a function of sag, Eq. (3) is
expanded as a Taylor series in (4), where the first term is equal to
the parabolic approximation.

D = s2mcg

8 H
+ s4(mcg)3

384 H3
+ s6(mcg)5

46080 H5
+ · · · (4)

In this work, the first and second term of the series (4) are used
to compute tension as a function of sag, obtaining the polynomial
form (5). This expression has the form of the polynomial of degree
three ax3 + bx2 + cx + d = 0, where a = D, b =− s2mcg/8, c = 0 and d =
−s4(mcg)3/384.

H3D − s2mcg H2

8
− s4(mcg)3

384
≈ 0 (5)

The solution to the polynomial (5) is (6)

H (D) = 3

√
q +

√
q2 +

(
r − p2

)3 + 3

√
q −

√
q2 +

(
r − p2

)3 + p (6)

where p =− b/3a, q = p3 + (bc − 3ad/6a2) and r = c/3a. This equation
expresses analytically the tension (H) in function of the sag (D),
allowing to compute the conductor temperature using sag mea-
surements. To compare the performance between the parabolic
approximation (first term) and the use of the two first terms
of the catenary series expansion proposed to compute sag, the
error between the exact solution (3) and these approximation is
contrasted under common values of span length and tension, sup-
posing a mc = 1.294 [kg/m]. Fig. 2a shows the error (e) between
the catenary function and the parabolic approximation. Similarly,
Fig. 2b shows the error between the catenary function and the
approximation using the first two terms of the series. To use the
first two  terms of the catenary series expansion results in an error
inferior to 0.05%. When the parabolic approximation is used, an
error around 3% is obtained for long sags and low tensions. Conse-
quently, a high accuracy is reached when only the first two terms
of the catenary series expansion are considered, since it allows to
analytically express the tension as a function of sag with an error
lower than 0.05%.

2.4. Temperature measurements

The temperature of the conductor can be measured directly with
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

sensors installed on the OHL. However, in spite of directly sensing
temperature, it is necessary to install a set of measurement devices
along the span because of the fact that temperature changes [37].
This as a consequence of the wind behavior, the presence of clouds,

https://doi.org/10.1016/j.epsr.2017.11.015
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zD = D1 D2 · · · Dn · · · DND n ∈ FD (17)
Fig. 2. Error in the computing of sa

lose objects, among other factors which affects heat transfer. Con-
equently, the conductor temperature is assumed as the average of
he set of measurements.

.5. Synchrophasor measurements

The computing of conductor ampacity with PMU  is based on
ndirect measurements of temperature. This method takes the syn-
hronized values of voltage (vk, vm) and current (ik, im) at the ends
f the OHL to calculate its impedance. Thus, using the resistive part
f impedance the average conductor temperature along the OHL
an be calculated, provided that the relationship between resis-
ance and temperature is known. When a � line model is used, the
mpedance (Z = R (TS) +  jXL) and admittance (Y = jYC) are related to
oltages and currents by means of (7) and (8).

k = Y
(
Z · Y

4
+ 1

)
vm −

(
Z · Y

2
+ 1

)
im (7)

k =
(
Z · Y

2
+ 1

)
vm − Z · im (8)

. Proposed method for DLR state estimation (SE)

Both economic and reliability considerations must be taken into
ccount for implementing DLR systems. For lowering costs, a solu-
ion is to use weather nowcasting and PMU  when available, and
n order to increase reliability, direct measurements on critical
pans are necessary. Considering these aspects, a new algorithm
o estimate conductor temperature in each ruling span of an OHL is
roposed in this work using PMU, weather nowcasting and direct
easurements.

.1. Definition of the estimation problem

In this proposed method, the definition of the SE problem is
ased on the measurement model functions h(z, x) (9), which
odel the errors (e) in a set of measurements z (10) by means of the

tate vector (x). In other words, the measurement functions com-
ute the error between measurements and state variables using
nown relationships. If the values of either temperature, tension,
r sag along the entire OHL are known, it is possible to compute
he thermal state of the line [6]. Therefore, both the temperature
n each ruling span (TSn ) and the RLC parameters of the equivalent
HL � circuit were chosen as state variables (11) in this paper.
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

 = h (z, x) + e (9)

 =
[

Re (vk) Im (vk) Re (ik) Im (ik) Re (vm) Im (vm) Re (im) Im (i
g Taylor series expansion of cosh.

x =
[
R L C TS1 TS2 · · · TSN

]T
(11)

The reason for selecting the conductor temperature as state vari-
able is because of the direct relationship between losses, resistance
and temperature. It allows the integration of all DLR measurements
(PMU, weather, temperature, tension and sag). These relationships
are described by (12) and (13)∣∣∣ik − vkY

2

∣∣∣2
R =

∣∣∣ vmY
2

−  im

∣∣∣2 N∑
n=1

Rn
(
TSn

)
(12)

R =
N∑
n=1

Rn
(
TSn

)
(13)

where Rn is the resistance and TSn is the temperature of the con-
ductor in the ruling span n.

The elements of the measurement vector z (10) are:

1. v and i are the complex values of voltage and current at ends (k,
m) of the OHL, measured at the same time.

2. The vectors zW (14) are the set of atmospheric parameters w =[
Ta S ϑ ı

]
in each ruling span. Ta is the ambient temper-

ature, S is the solar radiation, ϑ is the wind speed and ı is the
attack angle of the wind. N is the number of ruling spans.

zW =
[

w1 w2 · · · wN

]
(14)

3. The vector zTS (15) is the set of temperature measurements
over the conductor. These measurements are located in specifics
ruling spans

(
FTS

)
along the OHL. NT is the number of measure-

ments.

zTS =
[
TS1 TS2 · · · TSn · · · TSNT

]
n ∈ FTS (15)

4. The vector zH (16) is the set of tension measurements avail-
able on the OHL. NH is the number of tension devices located
on specific ruling spans (FH).

zH =
[
H1 H2 · · · Hn · · · HNH

]
n ∈ FH (16)

5. The vector zD (17) is the set of sag measurements available on
the OHL located in (FD). ND is the number of devices that are
sensing the sag.[ ]
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

m) zW zTS zH zD
]

(10)

Finally, with the state variables (x) defined and with the DLR
measurements functions addressed in Section 2, the SE is stated

https://doi.org/10.1016/j.epsr.2017.11.015
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s follows: if x̂ is assumed to be the best estimates of x, a residual
ector � (18) is obtained to evaluate the measurement functions
(z, x̂). These functions are formed as in (19) and are described in

he Appendix A.

 = h
(

z, x̂
)

(18)

h (z, x) = [Re (hv (z, x)) Im (hv (z, x)) Re (hi (z, x)) Im (hi (z, x)) .  . .

hR (z, x)hP (z, x) hQ (z, x) hT (z, x) hH (z, x) hD (z, x)
]T

(19)

.2. Weighted least squares – WLS

To compute the best estimate of the temperature in each ruling
pan, the most common error norm is applied in this paper: Least
quare Error norm or Squared Euclidian norm [38]. Thus, the least
quare estimated is the vector x̂ that minimizes the norm |ε|2 (20)
also called measurement residual J (x))

ε|2 =
Nm∑
n=1

wnhn(z, x̂)2 =
[

h(z, x̂)
]T

[W]
[

h(z, x̂)
]

(20)

here Nm is the number of measurement functions and equal to
he size of vector (19). W is a diagonal matrix whose elements are
he measurement weights wn2 which are calculated using the mea-
urement’s standard deviation. Equations derived to compute wn
re in the Appendix B. Finally, the cost function to obtain the best
stimated is given by (21).

inxJ (x) =
[

h(z, x̂)
]T

[W]
[

h(z, x̂)
]

(21)

The minimum value of J (x) is found when ∂J (x)/∂x = 0, or the
radient ∇xJ (x) = 0 [39], as shown in (22),

xJ (x) = [H]T [W]
[

h(z, x̂)
]

(22)
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
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here H is the Jacobian matrix, defined as H = ∂h(z, x)/∂x. The pro-
osed H matrix has the form of (23) assuming that all kind of DLR
easurements are available. The partial derivatives that form H are

n Appendix C.
 PRESS
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H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Re (hv (z, x))

∂R

∂Re (hv (z, x))

∂XL

∂Re (hv (z, x))

∂YC
0

∂Im (hv (z, x))

∂R

∂Im (hv (z, x))

∂XL

∂Im (hv (z, x))

∂YC
0

∂Re (hi (z, x))

∂R

∂Re (hi (z, x))

∂XL

∂Re (hi (z, x))

∂YC
0

∂Im (hi (z, x))

∂R

∂Im (hi (z, x))

∂XL

∂Im (hi (z, x))

∂YC
0

∂hR (z, x)

∂R
0 0

∂hR (z, x)

∂TS

∂hE (z, x)

∂R
0

∂hE (z, x)

∂YC

∂hE (z, x)

∂TS

0 0
∂hP (z, x)

∂YC

∂hP (z, x)

∂TS

0 0 0
∂hTS (z, x)

∂TS

0 0 0
∂hH (z, x)

∂TS

0 0 0
∂hD (z, x)

∂TS

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(23)

As the relationships between the states x and measurement
functions h(z, x) are nonlinear in almost all cases, an iterative
process is necessary in order to estimate x̂ numerically. In this
work the iterative Newton’s method is used to compute the states
x̂k = x̂k−1 − �x̂,  where �x̂  is defined by (24).

�x̂  =
[

[H]T [W] [H]
]−1

[H]T [W]
[

h(z, x̂)
]

(24)

The number of state variables is Ns = 3 + N (size of the
vector (11)) and the number of measurement functions is
Nm = 6 + N + NT + NH + ND. Therefore, provided that at least PMU
measurements and weather nowcasting are available the system
is overdetermined, because Nm > Ns. To summarize, algorithm 1
shows the procedure developed to estimate the conductor tem-
perature in each ruling span and the OHL’s RLC parameters. During
the evaluation of the algorithm non-convergence was detected
when the initial guess of temperature was far away of the true
temperature, and when the direct measurements had opposite
sign (consider bad data). This induces to either the computing of
negative tension forces, which generate complex residuals, or to
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

estimating temperatures below of the absolute zero. Two IF state-
ments are included into the algorithm to avoid these negative
outcomes. However, the identification of other possible conditions
of non-convergence will be subject of future research.

https://doi.org/10.1016/j.epsr.2017.11.015
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lgorithm 1. Proposed algorithm for DLR state estimation using W

. Case study

Due to the fact that methods to minimize error in conductor
emperature computing along OHLs using direct and indirect mea-
urements are not available in literature, the proposed algorithm
ould not be compared to similar ones. Thus, in order to evaluate the
erformance of the algorithm, it was implemented in Matlab

®
and

ested with the data of a real OHL under typical atmospheric con-
itions, assuming both weather measurement theoretical values
nd values of direct measurements done at critical spans. Random
rrors were added to that set of measurements in order to esti-
ate the conductor temperature in all ruling spans by means of

he algorithm. These results were contrasted with values of tem-
erature computed using the assumed theoretical measurements.
he random errors were added assuming a normal probability dis-
ribution with mean 0 and a standard deviation (�) assumed as one
hird of the measurement’s accuracy. The accuracy for each kind of
Please cite this article in press as: D.L. Alvarez, et al., An approach to dynamic line rating state estimation at thermal steady state using
direct and indirect measurements, Electr. Power Syst. Res. (2017), https://doi.org/10.1016/j.epsr.2017.11.015

easurements is shown in Table 1.
The data used in the simulations corresponds to the OHL iden-

ified as BR-1 located in Iceland and operated by LandsNet. This
HL has 30 ruling spans as shown Fig. 3, with a rate voltage of

able 1
irect and indirect measurements accuracy.

Name Accuracy Units

NWP Ta 2 [K] [40]
ϑ 35 [%] [3,40]
ı 11.25 [◦] [3]

Down scaling Ta 1 [K] [11]
ϑ 20 [%] [11]
ı 11.25 [◦] [3]

Direct measurements TS 0.5 [K] [5]
D 2.5 [cm] [41]
H 0.03 [%]
v, i 0.3 [%]

Fig. 3. Location of BR1-OHL ruling spans (blues squares) and nearby weather sta-
tions (red diamonds). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of the article.)

https://doi.org/10.1016/j.epsr.2017.11.015
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Table  2
Weather station measurements at 18:00 18.04.2016.

Table 3
Direct measurements at 18:00 18.04.2016.

zTheor. zmeasured zTheor. + e Ruling Span Span Units

vk −125.78 + j26.667 −125.60 + j26.63 – – [kV]
ik −518.32 + j486.70 −517.26 + j486.07 – – [A]
vm −111.32 + j37.853 −111.39 + j37.95 – – [kV]
im 513.00 − j506.26 511.86 − j505.74 – – [A]
TS 16.8 16.7 17 1 [◦C]
H1 25.356 25.353 1 1 [kN]
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Fig. 4. Estimated temperature by using the proposed algorithm, theoretical tem-
perature values and error between both for each ruling span of the OHL BR-1.

®

H15 15.698 15.696 15 1 [kN]
D11 10.38 10.39 11 1 [m]

20 [kV]. More information about OHL design and location is avail-
ble in [20]. Close to the influence area of BR-1 there are identified
6 weather stations. Thus, to simulate the atmospheric conditions,
he reports of those stations are used to interpolate the wind speed
nd direction and the ambient temperature through biharmonic
plines (nowcasting). The atmospheric conditions were interpo-
ated in the middle of each ruling span and assumed constant along
hat same span. A more complex model of weather nowcasting is
ut of the scope of this work because of the aim of this simulation

s to evaluate the proposed SE algorithm under typical conditions.
he interpolation were carried out at 18:00 18.04.2016 with atmo-
pheric values got from Icelandic Met  Office (as shown in Table 2).
inally, availability of two models of weather nowcasting were sup-
osed: one to down scaling [11,40] and other from a numerical
eather prediction model (NWP), commonly found on the Web.

For direct measurements, a set of critical ruling spans was
efined based on the weather variation for a typical day [20]. These
ritical ruling spans are 1, 10, 11, 12, 14, 15, 17. However, the spans
0, 11, 12 and 14, 15 are close to each other, hence it is assumed
hat only four measurement devices are installed in spans 1, 11,
5, 17. The initial guess values of x̂0 for starting the SE algorithm
re R = 3.83 [�], XL = 25.2 [�], YC = 164 [�S] and TS = 40 [◦C]. These
ere taken from the OHL datasheet and TS is the design maximum

llowable temperature of the conductor.

.1. Performance of the algorithm in a generic application
xample

A generic example was chosen to evaluate the algorithm perfor-
ance, adding random errors to the assumed theoretical values.

he location and the values for both theoretical and simulated
irect measurements are shown in Table 3. It is assumed that the
MUs are located at the ends of the OHL and the direct measure-
ent devices are located at the ruling spans 1, 11, 15, 17. These
easurements are simulated adding random errors to the theo-

etical values as previously explained. The interpolated indirect
easurements are shown in Table 4. Under these conditions, the

stimated values of T̂ obtained with the algorithm and the theoret-
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

S

cal values of TS in each ruling span are shown in Fig. 4, along with
he errors between them. The algorithm converged in 4 iterations
nd the maximum error was e ≈ 2 [K] in the ruling span 16.
Fig. 5. Box plots for estimated temperatures with proposed algorithm in each ruling
span.

4.2. Impact of measurement error on SE accuracy

To assess the overall performance of the algorithm, 1000 cases
were run adding normal random errors to the measurements. The
procedure was executed on a standard laptop with 8 GB of RAM
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

memory and a processor Intel Core i5-1.70 GHz, obtaining an aver-
age time of 2.6 [s] with 3 or 4 iterations in each run. Fig. 5 shows
the temperature estimated through standard box plots, where the
maximum distance between the upper and lower whiskers was

https://doi.org/10.1016/j.epsr.2017.11.015
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Fig. 6. Comparison of temperature estimated using the proposed algorithm, com-
puted from NWP  and from downscaling atmospheric models in each ruling span.
Uncertainty was  assumed as three times the standard deviation of error.

≈8 [K] located in the ruling span 13. Fig. 6 shows the comparison
between uncertainties obtained by using the estimation algorithm
and computed with the two  assumed weather models. The uncer-
tainty was assumed as three times the standard deviation. The
standard deviation in each ruling span was  computed with the
errors obtained in each one of the 1000 runs. As a result, in all ruling
spans the uncertainty obtained in the computed temperature was
lower (closer to the theoretical value) when the proposed algorithm
was used (in comparison to using only weather reports). Addition-
ally, the influence of direct measurements can be appreciated in
the ruling spans 1, 11, 15 and 17.

4.3. Influence of direct measurements on close spans

The influence of direct measurements in the estimation of tem-
perature in spans that are not directly monitored is analyzed
through a comparison of three scenarios:

1. Using only PMU  and nowcasting
2. Adding direct measurements to PMU  and nowcasting
3. Adding a nowcasting update using direct measurements

A new interpolation is carried out for weather update, assum-
ing the ambient temperature, solar radiation and wind direction
of the previous weather nowcasting (in this work, the down scal-
ing model) and including a new wind speed in the spans with
direct measurements. This new wind speed is an average wind
speed [42] computed according to [12] using the previous assumed
atmospheric values. As a result, of considering a new weather now-
casting, which is based on results of a previous interpolation a
higher weight is added to these measurements in the state estima-
tion impacting the results. With the aim of avoiding this undesirable
effect that changes results, the computing of the matrix of weights
W is modified, multiplying by

√
2 the standard deviation in both the

previous and the new nowcasting. Hence, the average wind speed
update only influences the estimation of ruling spans located close
to direct measurements. The cost of including the weather update
is an increase in processing time (3.1 [s]) as a consequence of using
a new nowcasting.
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

The uncertainty computed in the three scenarios with 1000
simulations is shown in Fig. 7, where the influence of the direct
measurements at local level (ruling spans 1, 11, 15 and 17) is
observed. The influence of weather update over ruling spans 8, 9,

https://doi.org/10.1016/j.epsr.2017.11.015
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ig. 7. Comparison of accuracy between temperature estimated using PMU  and
eather nowcasting, direct measurements in ruling spans (1, 11, 15, 17), and a
eather nowcasting carried out means of updating from direct measurements.

0, 12, 13, 14, 16 and 18, which are close to the location of direct
easurements, can be observed, lowering uncertainty. The error

ncreases in ruling spans 2–4 as a consequence of using biharmonic
pline to update weather nowcasting. In these locations, it was
bserved that wind increased its value when the interpolation was
arried out, thus that error can be associated to the weather now-
asting model instead of the state estimation algorithm. Authors
elieve that with a more accurate model of weather nowcasting
pdate, the estimation of conductor temperature can be improved.
his matter for future research and therefore, out of the scope of
his work.

According to the previous simulation, the maximum errors
btained are ±4.2[K] and ±2.9[K] with confidence levels of
9.7%

(
3�TS

)
and 95% respectively. Assuming the acceptable error

argin given by the CIGRE [10] of ±20 [cm] in sag estimation which
s equivalent to 3.8[K] in the ruling span 13 (where the maximum
rror was obtained) at a conductor temperature of 20 [◦C]; this
argin is achieved in all ruling spans, provided a confidence level

f 95%. If higher reliability is required, a direct measurement device
ust be installed on ruling span 13 or a more accurate nowcasting
odel must be used.

. Discussion and conclusion

This paper proposes the integration of direct and indirect DLR
easurements by means of incorporating the equivalent resistance

nd the total losses into a new algorithm to estimate tempera-
ure of all OHLs ruling spans, thus minimizing measurement errors.
he presented algorithm takes advantage of the developments in
eather nowcasting as well as benefitting from the high accuracy

f devices used for direct measurement.
The SE algorithm can be used with the aim of both reducing

ongestion and increasing reliability in OHLs. This algorithm runs
f at least PMU  measurements and a weather nowcasting are avail-
ble. Furthermore, the algorithm has the ability of including direct
easurements in critical spans in order to improve estimation’s

ccuracy. These measurements (tension, sag and temperature)
ave a high impact in the temperature estimation’s accuracy in the
pans where devices are located. Additionally, redundant measure-
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

ents can be included to increase reliability and security of the DLR
ystems. Nevertheless, if the algorithm is operated only with PMU
easurements and weather nowcasting exist the risk of increasing

he error in the estimation.
 PRESS
ms Research xxx (2017) xxx–xxx 9

In this work, the expressions to implement the SE algorithm
were derived, for example, a state equation to compute the tem-
perature in the conductor using tension and sag measurements,
the derivatives of CIGRE standard to compute temperature from
atmospheric conditions, the approximation of cosh to the first two
terms of the Taylor series expansion and approximations in the
computing of uncertainty propagation. All these expressions can
be changed in the proposed algorithm, according to research needs.
As an example, linear, simplified or complex models such as plastic
elongation can be used, as well as heat transfer equilibrium approx-
imations, among others. To carry out these changes it is necessary to
formulate the measurement functions, the Jacobian and the weight
matrix.

Finally, the algorithm was  tested in a real OHL configuration
and simulating typical atmospheric conditions. Simulations show
that it is fast and computationally efficient, with computing times
less than 3 s. This is a short time considering that a set of nonlinear
equations must be solved and a complete overview of the conductor
temperature along the OHL is provided, with errors less than ±4[K].
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Appendix A. Measurement functions – h(z, x̂)

The vector (19) related the DLR measurements with the state
vector as follows:

1. Re (hv (z, x)) (A.1), Im (hv (z, x)) (A.2), Re (hi (z, x)) (A.3),
Im (hi (z, x)) (A.4) are the measurement functions that related
the state variables RLC with PMU  measurements. These
relationships are obtained from (7) and (8).

Re (hv (x, z)) = Re (vk) −
(

− Re (vm)XLYC
2

Re (vm)

− Im (vm)YCR
2

+ Im (im)XL − Re (im)R
) (A.1)

Im (hv (x, z)) = Im (vk) −
(

− Im (vm)XLYC
2

+ Im (vm)

+ Re (vm)YCR
2

− Im (im)R − Re (im)XL
) (A.2)

Re (hi (x, z)) = Re (ik) −
(

Im (vm)XLYC
2

4
− Im (vm)YC−

Re (vm)YC
2R

4
+ Re (im)XLYC

2
− Re (im) + Im (im)YCR

2

) (A.3)

Im (hi (x, z)) = Im (ik) −
(

− Re (vm)XLYC
2

4
+ Re (vm)YC−

Im (vm)YC
2R

4
+ Im (im)XLYC

2
− Im (im) − Re (im)YCR

2

) (A.4)

2. hR (z, x) (A.5) and hP (z, x) (A.6) are the equations of integration
which relate the temperature in each ruling span with the equiv-
alent OHL resistance (13) and the losses on the entire conductor
(12).

hR (z, x) = R −
N∑
n=1

Rn
(
TSn

)
(A.5)
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

hP (z, x) =
∣∣∣ik − vkY

2

∣∣∣2
R −

∣∣∣ vmY
2

− im

∣∣∣2 N∑
n=1

Rn
(
TSn

)
(A.6)

https://doi.org/10.1016/j.epsr.2017.11.015
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. hQ (z, x) (A.7) is the set of measurement functions used to model
the heat transfer equilibrium on each ruling span, related the
atmospheric conditions and the current intensity with the tem-
perature of the conductor.

hQ (z, x) = QC + QR −
(
QJ + QS

)
(A.7)

. hT (z, x) (A.8) is the residual between temperature measure-
ments on the conductor and the state variables of temperature.

hT (z, x) = z [TS] − x [TS] (A.8)

. hH (z, x) (A.9) relates the mechanical tension measurements
with state variables of temperature by means of using the state
change Eq. (2).

hH (z, x) = z [H] − H (x [TS]) (A.9)

. hD (z, x) (A.10) relates the sag measurements with temperature
through the centenary series expansion (5) and state change
equation (2).

hD (z, x) = H (z [D]) − H (x [TS]) (A.10)

ppendix B. Least square weights – matrix [W]

The following assumptions are made in this work for selecting
he weights in the Least Square estimation:

. Direct �.
Standard deviations for voltages �v, currents �i, and direct

measurements of temperature �TS and tension �H are assumed
as a third part of the measurement accuracy.

. Indirect �

Given that Due to the remaining measurement functions are
alculated using indirect measurements, the uncertainty is propa-
ated. Therefore, the uncertainty is computed by means of (B.1).

h(z,x) =

√(
∂h (z, x)

∂z1
�z1

)2

+
(
∂h (z, x)

∂z2
�z2

)2

+ · · · +
(
∂h (z, x)

∂zN
�zN

)2

(B.1)

For function hR (z, x),  it is considered that the resistance is indi-
ectly measured by PMU. This can be approximated by means of
B.2), assuming that the shunt capacitance is negligible. As result,

�hQ (z,x) =

√(
∂QR
∂Ta

�Ta + ∂QC
∂Ta

�

∂QJ
∂ikm

= 2ikmR′
ref

(
1 + ˛

(
TS − T

∂QR
∂Ta

= −4�d	�b(Ta + 273)3

∂QC
∂Ta

≈ −2.42 × 10−2�B1
(

7.5

∂QC
∂ϑ

≈ 2.42 × 10−2n� (TS − T

ϑ

∂QC
∂ı

≈ 2.42 × 10−2� (TS − Ta
sin ı
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

he standard deviation is computed with (B.3).

 ≈ Re
( vk − vm

ikm

)
(B.2)
 PRESS
ms Research xxx (2017) xxx–xxx

�R =

√(
∂R
∂vk

�v

)2

+
(
∂R
∂vm

�v

)2

+
(
∂R
∂ikm

�ikm

)2

∂R
∂vk

= cos (∠vk − ∠ikm)∣∣ikm∣∣
∂R
∂vm

= − cos (∠vm − ∠ikm)∣∣ikm∣∣
∂R
∂ikm

=
∣∣vk∣∣ cos (∠vk − ∠ikm) − |vm| cos (∠vm − ∠ikm)∣∣ikm∣∣2

(B.3)

For function hP (z, x) it is assumed that the losses i2R are indirectly
measured. Consequently, the standard deviation is calculated with
(B.4), where R and �R are taken from (B.2) and (B.3).

�hP (z,x) =
√(

2
∣∣i∣∣R�i)2 +

(∣∣i∣∣2
�R

)2
(B.4)

For sag measurements, hD (z, x) represents the tension in func-
tion of sag, thus, the uncertainty is computed with (B.5), provided
that the parabolic approximation in (4) is used.

�hD(z,x) = s2mcg

8D2
�D (B.5)

The standard deviation for heat transfer equilibrium is com-
puted with (B.6), where the derivatives are approximated using
the expressions given in [32]. For wind speed below of 0.5

[
m/s

]
∂QC/∂Ta = 0, and ∂QC/∂ı = 0. Due to stability problems presented
in the estimation for values of �ı greater than 6 [◦], in this work,
∂QC/∂ı was  assumed as 0. This problem will be addressed to future
research.

2

+
(
∂QC
∂ϑ

�ϑ

)2

+
(
∂QC
∂ı

�ı

)2

+
(
∂QJ
∂ikm

�ikm

)2

+ �2
S

04
rϑd
)n (

A2 + B2 sin ım1
)

(
7.58 × 104
rϑd

)n (
A2 + B2 sin ım1

)
7.58 × 104
rϑd

)n (
B2 sin ım1m1 cos ı

)

(B.6)

Finally, the weight matrix W has the form of (B.7).

[W] = diag
[

1/�v
2 1/�v

2 1/�i
2 1/�i

2 1/�hR
2. . .1/�hP

2

1/�hQ
2 1/�TS

2 1/�H2 1/�hD
2
]T

(B.7)

Appendix C. Partial derivatives of the measurement
Functions–Jacobian matrix [H]

Due to the complexity of deriving dH/dTS from (2) in an analyti-
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

cal way, the derivative of inverse function (C.1) is used in this work
for computing dH/dTS, where TS = f (H) (C.2).(
f −1

)′
(f (H)) = 1

f ′ (H)
(C.1)

https://doi.org/10.1016/j.epsr.2017.11.015
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6 + K7

)

 106m2 − 4.35 × 106

106 (1 + m2) Ta + 4.99 × 108m2 − 1.68 × 109

2 + 1.16 × 106
)
Ta

2

5 × 10−4 (TS + Ta) − 0.75
)

(C.7)

t
(

S + 0.0242 −
4.75×10−8n

(
3.6×10−5 (Ta + TS) + 0.0242

)
(TS − Ta)

4.75×10−8 (TS + Ta) + 1.32×10−5

)
(C.8)

b
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S = (Rsmcg)2

εt24

(
1
H2

− 1

HTref
2

)
−
H − HTref
EAεt

+ Tref (C.2)

he derivative dTS/dH is shown in (C.3).

dTS
dH

= − (Rsmcg)2

12εtH3
− 1
EAεt

(C.3)

Partial derivatives for heat transfer equilibrium (C.4)–(C.7) were
alculated using expressions presented in [32], where d is the diam-
ter of the conductor, εm is the solar emissivity of the conductor
urface (in this work assumed as 0.5), �B is the Stefan–Boltzmann
onstant,  ̨ is the temperature coefficient of resistance, R′

Tref
is the

esistivity per unit length at temperature Tref, and B1, A2 n, and m2
re constants described in [32].

∂QJ
∂TS

=
∣∣i∣∣2
R′
Tref

 ̨ (C.4)

∂QS
∂TS

= 0 (C.5)

∂QR
∂TS

= 4�dεm�B(TS + 273)3 (C.6)

The partial derivative for natural cooling is shown in (C.7).

∂QC
∂TS

= 6.41 × 10−16�A2K1
m2

(
K2TS

4 + K3TS
3 + K4TS

2 + K5TS + K

K8

K1 =
2gD3 (Ta − TS)

(
−0.75 + 1.25 × 10−4 (TS + Ta)

)
(TS + Ta + 546)

(
1.32 × 10−5 + 4.75 × 10−8 (TS + Ta)

)2

K2 = 2 − m2

3

K3 = 2Ta + 3.87 × 103m2 − 3.23 × 103

K4 = 2 (1  + m2) Ta2 +
(

8.66 × 102m2 − 6.23 × 103
)
Ta + 3.94 ×

K5 = 2 + 8m2

3
Ta

3 −
(

9.87 × 103m2 + 2.78 × 103
)
Ta

2 − 5.51 × 

K6 = m2Ta
4 +

(
2.24 × 102 − 6.87 × 103m2

)
Ta

3 −
(

9.46 × 106m

K7 = −
(

1.07 × 109 + 3.25 × 109m2
)
Ta − 2.04 × 1011 (1 + m2)

K8 = (TS + Ta + 546)
(

1.32 × 10−5 + 4.75 × 10−8 (TS + Ta)
)  (

1.2

During forced cooling, the partial derivative (C.8) is used, where
he parameter k, depends on wind attack angle

(
ı
)

and wind speed
ϑ) [32].

∂QC
∂TS

= k�B1

(

rϑd

4.75×10−8 (Ta + TS) + 1.32×10−5

)n
(

7.2×10−5T
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Finally, the elements of the Jacobian Matrix (23) are computed
y means of (C.9)–(C.30).
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(C.9)

(C.10)

(C.11)

(C.12)

(C.13)

(C.14)

(C.15)

(C.16)

e (vm)YCR − Re (im)XL − Im (im)R
2

(C.17)

(C.18)

(C.19)

(vm)YCR − Im (im)XL + Re (im)R
2

(C.20)

(C.21)

(C.22)

(C.23)

) −
(

Im (ik) − Re (vk)YC
2

)
Re (vk)

]
· R−

m) +
(

Re (vm)YC
2

− Im (im)

)
Re (vm)

]
·

(C.24)

(C.25)

(vm) −
(

Im (im) − Re (vm)YC
2

)
Re (vm)

)
·

(C.26)

(C.27)

(C.28)

(C.29)

(C.30)

R
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PMU
∂Re(hv)

∂R
= Im(vm)YC

2
+ Re(im) 

dRe(hv(z,x))
dx

∂Re (hv)

∂XL
= Re (vm)YC

2
− Im (im)

∂Re (hv)

∂YC
= Re (vm)XL + Im (vm)R

2

PMU
∂Im (hv)

∂R
= − Re (vm)YC

2
+ Im (im)

dIm(hv(z,x))
dx

∂Im (hv)

∂XL
= Im (vm)YC

2
+ Re (im)

∂Im (hv)

∂YC
= Im (vm)XL − Re (vm)R

2

PMU
∂Re (hi)

∂R
= − Im (im)YC

2
+ Re (vm)YC

2

4
dRe(hi (z,x))

dx

∂Re (hi)

∂XL
= − Re (im)YC

2
− Im (vm)YC

2

4
∂Re (hi)

∂YC
= Im (vm) + −Im (vm)YCXL + R

PMU
∂Im (hi)

∂R
= Re (im)YC

2
+ Im (vm)YC

2

4
dIm(hi (z,x))

dx

∂Im (hi)

∂XL
= − Im (im)YC

2
+ Re (vm)YC

2

4
∂Im (hi)

∂YC
= −Re (vm) + Re (vm)YCXL + Im

Resistance
∂hR
∂R

= 1 

dhR (z,x)
dx

∂hR
∂TS

= −R′
Tref
�  ̨

Losses
∂hP
∂R

=
∣∣∣ik − vkY

2

∣∣∣2

dhP (z,x)
dx

∂hP
∂YC

=
[(

Re (ik) + Im (vk)YC
2

)
Im (vk[(

Re (im) + Im (vm)YC
2

)
Im (v

N∑
n=1

R′
Tref
�
(

1 + ˛
(
TS − Tref

))
∂hP
∂TS

= −
∣∣∣ vmY

2
− im

∣∣∣2

R′
Tref
�  ̨

Heat transfer

∂hQ
∂YC

= −
((

Re (im) + Im (vm)YC
2

)
Im

R′
Tref

(
1 + ˛

(
TS − Tref

))
dhQ (z,x)
dx

∂hQ
∂TS

= ∂QC
∂TS

+ ∂QR
∂TS

−
(
∂QJ
∂TS

+ ∂QS
∂TS

)
Temperature
dhTS

(z,x)

dx

∂hT
∂TS

= −1 

Tension
dhH (z,x)
dx

∂hH
∂TS

= − 1
(Rsmcg)2

12εtH3 + 1
EAεt

Sag
dhD(z,x)
dx

∂hD
∂TS

= − 1
(Rsmcg)2

12εtH(D)3 + 1
EAεt

eferences

[1] W.  Winter, K. Elkington, G. Bareux, J. Kostevc, Pushing the limits: Europe’s
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

new grid: innovative tools to combat transmission bottlenecks and reduced
inertia, Power Energy Mag. IEEE 13 (1) (2015) 60–74, http://dx.doi.org/10.
1109/MPE.2014.2363534.

[2] S.D. Kim, M.M.  Morcos, An application of dynamic thermal line rating control
system to up-rate the ampacity of overhead transmission lines, IEEE Trans.
Power Deliv. 28 (2) (2013) 1231–1232, http://dx.doi.org/10.1109/TPWRD.
2012.2234940.

[3] D. Douglass, W.  Chisholm, G. Davidson, I. Grant, K. Lindsey, M.  Lancaster, D.
Lawry, T. McCarthy, C. Nascimento, M.  Pasha, J. Reding, T. Seppa, J. Toth, P.
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

Waltz, Real-time overhead transmission-line monitoring for dynamic rating,
IEEE Trans. Power Deliv. 31 (3) (2016) 921–927, http://dx.doi.org/10.1109/
TPWRD.2014.2383915.

https://doi.org/10.1016/j.epsr.2017.11.015
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/MPE.2014.2363534
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2012.2234940
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915
dx.doi.org/10.1109/TPWRD.2014.2383915


 ING Model
E

 Syste

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

ARTICLEPSR-5361; No. of Pages 13

D.L. Alvarez et al. / Electric Power

[4] M.A. Bucher, G. Andersson, Robust corrective control measures in power
systems with dynamic line rating, IEEE Trans. Power Syst. 31 (3) (2016)
2034–2043, http://dx.doi.org/10.1109/TPWRS.2015.2449753.

[5]  E. Fernandez, I. Albizu, M.  Bedialauneta, A. Mazon, P. Leite, Review of dynamic
line rating systems for wind power integration, Renew. Sustain. Energy Rev.
53 (2016) 80–92, http://dx.doi.org/10.1016/j.rser.2015.07.149.

[6]  D.L. Alvarez, J.A. Rosero, F.F. da Silva, C.L. Bak, E.E. Mombello, Dynamic line
rating – technologies and challenges of pmu  on overhead lines: a survey, in:
51st International Universities Power Engineering Conference (UPEC), IEEE
Press, Coimbra, 2016, pp. 1–6, http://dx.doi.org/10.1109/UPEC.2016.8114069
http://ieeexplore.ieee.org/document/8114069/.

[7]  H. Banakar, N. Alguacil, F. Galiana, Electrothermal coordination. Part I: Theory
and  implementation schemes, IEEE Trans. Power Syst. 20 (2) (2005) 798–805,
http://dx.doi.org/10.1109/TPWRS.2005.846196.

[8]  B. Banerjee, D. Jayaweera, S.M. Islam, Optimal scheduling with dynamic line
ratings and intermittent wind power, PES General Meeting | Conference
Exposition, 2014 IEEE (2014) 1–5, http://dx.doi.org/10.1109/PESGM.2014.
6939381.

[9] M.  Nick, O. Alizadeh-Mousavi, R. Cherkaoui, M. Paolone, Security constrained
unit commitment with dynamic thermal line rating, IEEE Trans. Power Syst.
31 (3) (2016) 2014–2025, http://dx.doi.org/10.1109/TPWRS.2015.2445826.

10] S. Rob, L. Jean-Louis, S. Tap, D. Dale, L. Mark, B. Gerhard, P.R. Watt George, F.
Patrick, S. Michael, Guide for Application of Direct Real-time Monitoring
Systems, CIGRE, Paris, 2012 http://www.e-cigre.org/.

11] D.M. Greenwood, J.P. Gentle, K.S. Myers, P.J. Davison, I.J. West, J.W. Bush, G.L.
Ingram, M.C.M. Troffaes, A comparison of real-time thermal rating systems in
the U.S. and the U.K, IEEE Trans. Power Deliv. 29 (4) (2014) 1849–1858, http://
dx.doi.org/10.1109/TPWRD.2014.2299068.

12] I. Albizu, E. Fernandez, P. Eguia, E. Torres, A.J. Mazon, Tension and ampacity
monitoring system for overhead lines, IEEE Trans. Power Deliv. 28 (1) (2013)
3–10, http://dx.doi.org/10.1109/TPWRD.2012.2213308.

13] C.R. Black, W.A. Chisholm, Key considerations for the selection of dynamic
thermal line rating systems, IEEE Trans. Power Deliv. 30 (5) (2015)
2154–2162, http://dx.doi.org/10.1109/TPWRD.2014.2376275.

14]  S. Frank, J. Sexauer, S. Mohagheghi, Temperature-dependent power flow, IEEE
Trans. Power Syst. 28 (4) (2013) 4007–4018, http://dx.doi.org/10.1109/
TPWRS.2013.2266409.

15] G. Sivanagaraju, S. Chakrabarti, S.C. Srivastava, Uncertainty in transmission
line  parameters: estimation and impact on line current differential
protection, instrumentation and measurement, IEEE Trans. PP 99 (2013) 1,
http://dx.doi.org/10.1109/TIM.2013.2292276.

16] V. Cecchi, A.S. Leger, K. Miu, C.O. Nwankpa, Incorporating temperature
variations into transmission-line models, IEEE Trans. Power Deliv. 26 (4)
(2011) 2189–2196, http://dx.doi.org/10.1109/TPWRD.2011.2159520.

17] Y. Du, Y. Liao, On-line estimation of transmission line parameters,
temperature and sag using PMU  measurements, Electr. Power Syst. Res. 93
(2012) 39–45, http://dx.doi.org/10.1016/j.epsr.2012.07.007.

18] R. Mai, L. Fu, X. HaiBo, Dynamic line rating estimator with synchronized
phasor measurement, in: 2011 International Conference on Advanced Power
System Automation and Protection, vol. 2, IEEE, 2011, pp. 940–945, http://dx.
doi.org/10.1109/APAP.2011.6180545 http://ieeexplore.ieee.org/document/
6180545/.

19] C. Rehtanz, Synchrophasor based thermal overhead line monitoring
considering line spans and thermal transients, IET Gener. Transm. Distri. 10
(5)  (2016), http://dx.doi.org/10.1049/iet-gtd.2015.0852, 1232–1239(7).

20]  D. Alvarez, F.M.F. da Silva, C.L. Bak, E. Mombello, J. Rosero, D. Olason, A
methodology to assess PMU  in the estimation of dynamic line rating, IET
Gener. Transm. Distrib. (2017) (under review, Round 1).

21] E.M. Carlini, C. Pisani, A. Vaccaro, D. Villacci, Dynamic line rating monitoring
in  WAMS:  challenges and practical solutions, 2015 IEEE 1st International
Please cite this article in press as: D.L. Alvarez, et al., An approach to d
direct and indirect measurements, Electr. Power Syst. Res. (2017), htt

Forum on Research and Technologies for Society and Industry, RTSI 2015 –
Proceedings, IEEE (2015) 359–364, http://dx.doi.org/10.1109/RTSI.2015.
7325124.

22] M.  Weibel, W.  Sattinger, P. Rothermann, U. Steinegger, M.  Zima, G.
Biedenbach, Overhead line temperature monitoring pilot project, CIGRE 2006

[

 PRESS
ms Research xxx (2017) xxx–xxx 13

Session, CIGRE B2-311 (2006) https://e-cigre.org/publication/B2-311 2006-
overhead-line-temperature-monitoring-pilot-project.

23] I. Cotton, J. Teh, Critical span identification model for dynamic thermal rating
system placement, IET Gener. Transm. Distrib. 9 (16) (2015) 2644–2652,
http://dx.doi.org/10.1049/iet-gtd.2015.0601.

24] M.  Matus, D. Saez, M.  Favley, C. Suazo-Martinez, J. Moya, G. Jimenez-Estevez,
R.  Palma-Behnke, G. Olguin, P. Jorquera, Identification of critical spans for
monitoring systems in dynamic thermal rating, IEEE Trans. Power Deliv. 27
(2) (2012) 1002–1009, http://dx.doi.org/10.1109/TPWRD.2012.2185254.

25] J.L. Aznarte, N. Siebert, Dynamic line rating using numerical weather
predictions and machine learning: a case study, IEEE Trans. Power Deliv. 32
(1)  (2017) 335–343, http://dx.doi.org/10.1109/TPWRD.2016.2543818.

26] D.J. Morrow, J. Fu, S.M. Abdelkader, Experimentally validated partial least
squares model for dynamic line rating, IET Renew. Power Gener. 8 (3) (2014)
260–268, http://dx.doi.org/10.1049/iet-rpg.2013.0097.

27] I. Albizu, E. Fernaandez, A.J. Mazoon, J. Bengoechea, Influence of the conductor
temperature error on the overhead line ampacity monitoring systems, IET
Gener. Transm. Distrib. 5 (4) (2011) 440–447, http://dx.doi.org/10.1049/iet-
gtd.2010.0470.

28] A. Michiorri, P.C. Taylor, S.C.E. Jupe, Overhead line real-time rating estimation
algorithm: description and validation, Proc. IMechE – J. Power Energy 224 (A)
(2009) 293–304, http://dx.doi.org/10.1243/09576509JPE859.

29] E.M. Carlini, C. Pisani, A. Vaccaro, D. Villacci, A reliable computing framework
for  dynamic line rating of overhead lines, Electr. Power Syst. Res. 132 (2016)
1–8, http://dx.doi.org/10.1016/j.epsr.2015.11.004.

30] H. Shaker, H. Zareipour, M.  Fotuhi-Firuzabad, Reliability modeling of dynamic
thermal rating, IEEE Trans. Power Deliv. 28 (3) (2013) 1600–1609, http://dx.
doi.org/10.1109/TPWRD.2013.2252204.

31] J. Hosek, P. Musilek, E. Lozowski, P. Pytlak, Effect of time resolution of
meteorological inputs on dynamic thermal rating calculations, IET Gener.
Transm. Distrib. 5 (9) (2011) 941–947, http://dx.doi.org/10.1049/iet-gtd.2011.
0039.

32] R. Stephen, D. Douglas, G. Mirosevic, H. Argasinska, K. Bakic, S. Hoffman, J.
Iglesias, F. Jakl, J. Katoh, T. Kikuta, et al., Thermal Behaviour of Overhead
Conductors, CIGRE, 2002 http://www.e-cigre.org/.

33] F. Kiessling, P. Nefzger, U. Kaintzyk, J.F. Nolasco, U.  Kaintzyk, Sag and tension
calculations, in: Overhead Power Lines: Planning, Design, Construction, Power
Systems, 1st ed., Springer, Berlin, Heidelberg, 2003, pp. 546–549, http://dx.
doi.org/10.1007/978-3-642-97879-1 (chapter 14).

34] CIGRE, Sag-Tension calculation methods for overhead lines – BROCHURE 324,
Tech. rep., 2007 http://www.e-cigre.org/.

35] A. Polevoy, Impact of data errors on sag calculation accuracy for overhead
transmission line, IEEE Trans. Power Deliv. 29 (5) (2014) 2040–2045, http://
dx.doi.org/10.1109/TPWRD.2014.2325862.

36] A.K. Deb, Line rating methods, in: Powerline Ampacity System: Theory,
Modeling and Applications, CRC Press, 2000, pp. 22–23 (chapter 2).

37] S. Balghouzal, J.-L. Lilien, M.  El Adnani, What is the actual conductor
temperature on power lines, Electr. Power Eng. Front. 2 (4) (2013) 118–129
http://hdl.handle.net/2268/162834.

38] F. Van Der Heijden, R. Duin, D. De Ridder, D.M.J. Tax, Parameter estimation, in:
Classification, Parameter Estimation and State Estimation: An Engineering
Approach Using MATLAB, John Wiley & Sons, 2004, pp. 68–69 (chapter 3).

39] G.B.S. Allen, J. Wood Bruce, F. Wollenberg, Introduction to state estimation in
power systems, in: Power Gener. Oper. Control, 3rd ed., Wiley-Interscience,
2013, pp. 410–417 (chapter 9).

40] A. Michiorri, H.-M. Nguyen, S. Alessandrini, J.B. Bremnes, S. Dierer, E. Ferrero,
B.-E. Nygaard, P. Pinson, N. Thomaidis, S. Uski, Forecasting for dynamic line
rating, Renew. Sustain. Energy Rev. 52 (2015) 1713–1730., http://dx.doi.org/
10.1016/j.rser.2015.07.134.

41] S.M. Mahajan, U.M. Singareddy, A real-time conductor sag measurement
ynamic line rating state estimation at thermal steady state using
ps://doi.org/10.1016/j.epsr.2017.11.015

system using a differential GPS, IEEE Trans. Power Deliv. 27 (2) (2012)
475–480, http://dx.doi.org/10.1109/TPWRD.2011.2181963.

42] C.W.G. B2.12, I. C. on Large Electric Systems, Guide for Selection of Weather
Parameters for Bare Overhead Conductor Ratings, CIGRE, 2006 http://www.e-
cigre.org/.

https://doi.org/10.1016/j.epsr.2017.11.015
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1109/TPWRS.2015.2449753
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1016/j.rser.2015.07.149
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
dx.doi.org/10.1109/UPEC.2016.8114069
http://ieeexplore.ieee.org/document/8114069/
http://ieeexplore.ieee.org/document/8114069/
http://ieeexplore.ieee.org/document/8114069/
http://ieeexplore.ieee.org/document/8114069/
http://ieeexplore.ieee.org/document/8114069/
http://ieeexplore.ieee.org/document/8114069/
http://ieeexplore.ieee.org/document/8114069/
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/TPWRS.2005.846196
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/PESGM.2014.6939381
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
dx.doi.org/10.1109/TPWRS.2015.2445826
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2014.2299068
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2012.2213308
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRD.2014.2376275
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TPWRS.2013.2266409
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TIM.2013.2292276
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1109/TPWRD.2011.2159520
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1016/j.epsr.2012.07.007
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
dx.doi.org/10.1109/APAP.2011.6180545
http://ieeexplore.ieee.org/document/6180545/
http://ieeexplore.ieee.org/document/6180545/
http://ieeexplore.ieee.org/document/6180545/
http://ieeexplore.ieee.org/document/6180545/
http://ieeexplore.ieee.org/document/6180545/
http://ieeexplore.ieee.org/document/6180545/
http://ieeexplore.ieee.org/document/6180545/
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
dx.doi.org/10.1049/iet-gtd.2015.0852
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0100
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
dx.doi.org/10.1109/RTSI.2015.7325124
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
https://e-cigre.org/publication/B2-311_2006-overhead-line-temperature-monitoring-pilot-project
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1049/iet-gtd.2015.0601
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2012.2185254
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1109/TPWRD.2016.2543818
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-rpg.2013.0097
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1049/iet-gtd.2010.0470
dx.doi.org/10.1243/09576509JPE859
dx.doi.org/10.1243/09576509JPE859
dx.doi.org/10.1243/09576509JPE859
dx.doi.org/10.1243/09576509JPE859
dx.doi.org/10.1243/09576509JPE859
dx.doi.org/10.1243/09576509JPE859
dx.doi.org/10.1243/09576509JPE859
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1016/j.epsr.2015.11.004
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1109/TPWRD.2013.2252204
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
dx.doi.org/10.1049/iet-gtd.2011.0039
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
dx.doi.org/10.1007/978-3-642-97879-1
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
dx.doi.org/10.1109/TPWRD.2014.2325862
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0180
http://hdl.handle.net/2268/162834
http://hdl.handle.net/2268/162834
http://hdl.handle.net/2268/162834
http://hdl.handle.net/2268/162834
http://hdl.handle.net/2268/162834
http://hdl.handle.net/2268/162834
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0190
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
http://refhub.elsevier.com/S0378-7796(17)30459-5/sbref0195
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1016/j.rser.2015.07.134
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
dx.doi.org/10.1109/TPWRD.2011.2181963
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/
http://www.e-cigre.org/

	An approach to dynamic line rating state estimation at thermal steady state using direct and indirect measurements
	1 Introduction
	2 Review of dynamic line rating methods
	2.1 Indirect measurements – heat transfer equilibrium
	2.2 Tension measurements – state equation
	2.3 Sag measurements – catenary equation
	2.4 Temperature measurements
	2.5 Synchrophasor measurements

	3 Proposed method for DLR state estimation (SE)
	3.1 Definition of the estimation problem
	3.2 Weighted least squares – WLS

	4 Case study
	4.1 Performance of the algorithm in a generic application example
	4.2 Impact of measurement error on SE accuracy
	4.3 Influence of direct measurements on close spans

	5 Discussion and conclusion
	Acknowledgements
	Appendix A Measurement functions – h(z,xˆ)
	Appendix B Least square weights – matrix W
	Appendix C Partial derivatives of the measurement Functions–Jacobian matrix H
	References


