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Abstract—Self-interference is the main obstacle to overcome in
order to enable a wireless device to simultaneously transmit and
receive in overlapped frequency bands. There is much interest to
suppress this interference employing compact and efficient can-
celers, which operate in the digital domain, extending this way
the benefits of in-band full-duplex to innumerable applications.
However, this is not an easy task since the desired signal results
hidden in quantization noise during analog-to-digital conversion
because of the tremendous power asymmetry between the self-
interference and desired signal. This paper proposes an alterna-
tive receiver structure in which the received signal is sampled
at the zero-amplitude instants of the interference. Our analysis
demonstrates that the resulting sampling process preserves the in-
formation conveyed in the desired signal and that demodulation
is possible. The performance of this novel full-duplex receiver is
evaluated using simulations, proving that this sampling strategy
enables all digital self-interference cancelation.

Index Terms—Full-duplex, non-uniform sampling, OFDM,
self-interference cancellation.

I. INTRODUCTION

S IMULTANEOUS transmission and reception using the
same carrier frequencies, known as in-band full-duplex

(IBFD), has become a research topic of high interest in
recent years. Wireless spectrum is a coveted resource and
IBFD promises getting the most out of it, theoretically dou-
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bling spectral efficiency and enabling more flexible wireless
communication services with higher throughput in a scenario
of exponentially growing demand. This new paradigm has
the potential to revolutionize spectrum management policies
and boost applications like relaying nodes, cell backhauling,
small cell- and ad-hoc networks, cognitive radios and carrier
aggregation [1]–[3].

One of the main challenges to implement IBFD lies in the fact
that the transmitted signal represents an interference with power
levels over 100 dB stronger than the desired signal [2]. This is
caused by the intrinsic closeness of the interferer with the re-
ceiver since they are part of the same communication equipment.

Many previous works have shown that IBFD is achievable
using, as a general rule, a chain of interference suppression
techniques in various domains [1], [2], [4], [5]. The first step
consists of antenna-based (passive) suppression strategies which
minimize the electromagnetic self-interference (SI) power cap-
tured at the receive port, e.g. physically separating transmit and
receive antennas, using different polarizations in their signals,
or employing a circulator to isolate them in a single-antenna
configuration. With this approach the interference power levels
can be reduced around 70 dB [1]. Next, an analog canceler op-
erating at radio frequencies (RF) and/or baseband may subtract
a reproduction of the SI from the received signal, potentially
achieving further 70 dB of cancellation [1]. At this point, an
analog-to-digital converter (ADC) digitalizes the signal and a
processor removes any residual interference and compensates
for nonlinear distortions occurred in previous phases. Some ex-
periments have shown that the suppression in digital domain
can reach several tens of dB [1].

Analog-domain cancelers usually require voluminous, costly
and power demanding components which can operate only on
limited frequency intervals [2]. Several projects aim to develop
integrated analog SI suppressor circuits to enable mass pro-
duction of smaller and cheaper IBFD capable communication
equipment with reduced power consumption [6]. Nevertheless,
it is essential for IBFD to develop advanced digital cancelers
capable to reduce a greater portion of the interference power
[7]. Canceling the strong SI purely in the digital domain is ex-
tremely difficult because the dynamic range of the ADCs is
absolutely occupied by the SI, and the weak desired signal re-
sults concealed in quantization noise [4], [8]. Some research
effort has been targeted to improve ADC techniques, increas-
ing the effective resolution after sampling and conversion [9].
To the best of our knowledge no previous work proposes to
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sample the received signal at the precise instants when the in-
terference has a zero-amplitude level. This alternative provides
interference-free samples of the desired signal and releases the
whole ADC dynamic range for its digital conversion. With this
method, however, the sampling instants are determined by the
known interfering signal and generally differ from the uniformly
spaced sample instants used in conventional ADCs.

Non-uniform sampling is natural in fields like radio astron-
omy, packet data networks and medical applications [10], and
there exists abundant bibliography which analyses properties of
non-uniformly sampled signals and methods to extract infor-
mation from them [11]–[15]. Furthermore, some authors have
also analyzed unconventional sampling techniques applied to
receivers and demodulators [16], [17].

In this work we present following contributions:
� A non-uniform sampling method is introduced, which pro-

vides self-interference-free samples of an OFDM transmis-
sion without requiring previous cancelers to fit the dynamic
range of the signals at the ADC input.

� We show how to generalize the OFDM demodulation pro-
cess to this new sampling strategy in order to decode the
symbols in all subcarriers.

� We present mathematical evidence to prove that this
method provides sufficient samples, enabling its applica-
tion to OFDM transmissions in general.

� The effects of non-ideal sample timing are studied through
simulations, showing that the results are valuable and
provide high interference suppression levels in non-ideal
scenarios.

Section II introduces the system model we used for our
analysis, which is generic and easily adaptable to different
transceivers for specific applications. Afterwards, Section III ex-
plains the special demodulation and decoding techniques devel-
oped according to the nonuniform sampling process performed
at the receiver. Section IV is devoted to the proof that our inter-
ference zero-crossing based sampler is able to preserve enough
information about the desired signal to perform its demodula-
tion. The proposed receiver structure is evaluated in Section V
using computer-based simulations, where the obtained re-
sults support the validity of this new sampling concept. Last,
Section VI exposes our conclusions.

II. SYSTEM MODEL

This work considers a full-duplex link with two nodes using
each a transceiver as shown in Fig. 1. Both remote- and lo-
cally transmitted signals employ orthogonal frequency-division
modulation (OFDM) techniques with 2N − 1 identical uni-
formly spaced subcarriers ranging from f−N +1 = (−N + 1)/T
to fN −1 = (N − 1)/T , with T being the OFDM symbol period
without the cyclic prefix portion TC P . After the transmit infor-
mation is processed by the digital modulator and the digital-to-
analog converter (DAC), a radio-frequency (RF) mixer translates
the signal in frequency domain to center its spectrum around a
carrier ωc tone identical for both transmitters. This produces a
perfect overlap of their signal spectra and the transmissions are
not orthogonal neither in time nor frequency domains. We also

Fig. 1. Block diagram of an in-band full-duplex transceiver. The highlighted
block encloses our proposed nonuniform sampling based receiver and demod-
ulator. The RF signals shown are tagged with their baseband equivalent names.

assume that the phase difference Θr of the remote carrier with
respect to the local one is zero. Finally this passband signal is
amplified and emitted through the transmit antenna, using the
same power levels at both full-duplex nodes. Since there is no
previous SI suppression stage, a significant portion of the local
signal power is captured by the receive antenna of the same
node, interfering with the desired signal that arrives attenuated
by the remote channel.

The received combination of signals is amplified by a low-
noise amplifier (LNA) and separated in its real (in-phase) and
complex (quadrature) parts mixing it respectively with a cosine
and sine waveform tuned at the carrier frequency. After low-pass
filtering to eliminate high-frequency aliases, an auxiliary tone is
added to both signal branches so that the self-interference zero-
crossing rate is maximized. As we will show, the zero-crossing
instants are calculated from the transmitted self-interference
symbols and are used to drive the sample-and-hold of each
branch separately, generating interference-free samples of the
remote signal. Last, the ADCs and specific baseband digital pro-
cessing techniques implemented by a non-uniformly sampled
OFDM (nus-OFDM) demodulator obtain the desired informa-
tion from the samples.

III. NON-UNIFORMLY SAMPLED OFDM RECEPTION

Conventional OFDM reception is performed by the widely
known discrete Fourier transform (DFT) applied to 2N uni-
formly taken samples of the received signal. This operation is
concisely expressed by [18]

w̌r = Fy, (1)
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where the application of a normalized DFT matrix F to vector y
with 2N samples of the received complex signal y (t) produces
an estimation w̌r of the symbols modulating 2N subcarriers
in a desired signal. If the samples in y are not affected by in-
terference, noise nor channel distortions, the actual transmitted
symbols wr will be perfectly estimated, i.e. w̌r = wr . The el-
ement in position (p, q) of the unitary matrix F is defined by

[F]pq = (2N)−
1
2 ej 2 π

2 N pq .
Fig. 1 shows that in a full-duplex scenario the signal y (t) is

a superposition of baseband representations for the low-power
remotely-transmitted signal of interest xr (t), the high-power
local interference xl (t) and complex additive white Gaussian
noise (AWGN) z(t) with variance σ2

z . Both modulated signals
are affected by the remote and local baseband-equivalent chan-
nels hr (t) and hl (t) respectively, producing x̃r (t) and x̃l (t).
After these distortions the received signal results

y (t) = hr (t) ∗ xr (t) + hl (t) ∗ xl (t) + z(t)

= x̃r (t) + x̃l (t) + z(t), (2)

where the symbol ∗ represents a convolution. If the cyclic pre-
fix length of the OFDM symbols is long enough to eliminate
inter-block interference (IBI), the convolutions shown above are
equivalent to multiplications of the frequency domain represen-
tations of the signals and channel impulse responses. By this we
can define the channel-distorted symbols vectors for the remote
and local OFDM signals as

w̃r = Hrwr (3)

w̃l = Hlwl , (4)

where wr and wl are column vectors containing the remote
and local OFDM symbols for all subcarriers, whereas Hr and
Hl are diagonal matrices with the complex valued gains of
the remote and local channels at the corresponding subcarrier
positions, respectively. Since we consider two equal IBFD nodes
we assume that their signals are transmitted with equal power
levels, i.e.

E
{
wH

r wr

}
= E

{
wH

l wl

}
= σ2

w ,

where E {·} is the expectation operator.
Equation (1) can be interpreted as a linear transformation

which maps the uniform spaced time-domain signal values to an
also regular frequency domain grid. We propose a generalization
of this linear processing receiver structure, the Self-Interference
Cancellation through Advanced Sampling (SICTAS) receiver,
relying on separate non-uniform time-domain samples of the
in-phase and quadrature components of the received signal to
reconstruct the information in the harmonic subcarriers.

Our system produces following estimation for the k-th remote
OFDM symbol

w̌r [k] = G
(
V−1

I [k]yI [k] + jV−1
Q [k]yQ [k]

)
, (5)

where k = 1, 2, . . . . Subscript I refers to information processed
by the in-phase branch of the receiver, whereas Q represents
the quadrature component processing. Within the duration of
each symbol k, 2N samples are taken separately in each branch

according to the non-uniform zero-crossing process of the corre-
sponding self-interference component. Both sample vectors are
combined afterwards by the nus-OFDM demodulator using (5),
which produces an estimation w̌r [k] of the actual transmitted
symbol vector wr [k].

In equation (5) the samples are contained in the column vec-
tors indicated by yI [k] and yQ [k], and they are drawn respec-
tively from following signals

yI (t) = �{y (t)} + sau (t) (6)

yQ (t) = �{y (t)} + sau (t) . (7)

Equation (6) represents the in-phase and (7) the quadrature
components of the received baseband signal y (t), each plus an
auxiliary tone sau (t) used to maximize the interference zero-
crossings.

Matrices VI [k] and VQ [k] have square Vandermonde struc-
ture, and are completely defined by the sampling instant sets{

t
[k ]
I ,i

}
and
{

t
[k ]
Q,i

}
for the k-th OFDM symbol as follows

VI [k] =

⎡

⎢
⎢
⎣

e−j 2 π
T t

[k ]
I , 1 (N −1) . . . ej 2 π

T t
[k ]
I , 1 N

...
. . .

...

e−j 2 π
T t

[k ]
I , 2 N (N −1) . . . ej 2 π

T t
[k ]
I , 2 N N

⎤

⎥
⎥
⎦ (8)

VQ [k] =

⎡

⎢
⎢
⎣

e−j 2 π
T t

[k ]
Q , 1 (N −1) . . . ej 2 π

T t
[k ]
Q , 1 N

...
. . .

...

e−j 2 π
T t

[k ]
Q , 2 N (N −1) . . . ej 2 π

T t
[k ]
Q , 2 N N

⎤

⎥
⎥
⎦. (9)

If the sampling instants are pairwise different within each
set, the corresponding Vandermonde matrices (8) and (9) are
invertible. These inverses produce in (5) a mapping from time
to frequency domain equivalent to the DFT used in receivers
with uniformly sampled signals, except that in our case the
samples are unevenly distributed in an OFDM symbol period.

Last, G in (5) is the receiver matrix of size (2N − 1) × (2N)
defined as

G =
[
E 0

]
, (10)

where E = diag [E1 . . . E2N −1 ] is a diagonal frequency-
domain equalization matrix whose element En compensates
for the distortion induced by the remote channel to the n-th sub-
carrier [18]. We assume that its impulse response is perfectly
known at the receiver side, together with the SI channel.

The demodulation process depends on the knowledge of all
sampling instants for both branches, i.e. the zero-crossings
for both baseband quadrature components of the k-th self-
interference OFDM symbol. These instants are determined by
the roots found evaluating one counter-clockwise turn on the
unit circle z = ej2πτ , τ ∈ [0, 1) two polynomials

{
t
[k ]
I ,i

}
=

{

tI = τT :
2N∑

n=0

ã
[k ]
n,lz

n = 0

}

(11)

{
t
[k ]
Q,i

}
=

{

tQ = τT :
2N∑

n=0

b̃
[k ]
n,lz

n = 0

}

, (12)
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with i = 1, . . . , 2N being the root indexes. The polynomial co-
efficients ã

[k ]
n,l and b̃

[k ]
n,l are obtained from the channel-distorted

self-interference symbols modulating the subcarriers, which are
perfectly known by the IBFD node. For each SI symbol k the
transmitted information varies, and therefore the polynomial co-
efficients have to be recalculated in a symbol-by-symbol basis.
We will show in Section IV how this calculation is performed.

The normalized time index τ refers to the duration of an
OFDM symbol without cyclic prefix, which is equivalent to a pe-
riod T of the fundamental frequency. Therefore, in terms of the
absolute time variable t, the samples for each symbol are taken
when t = (k − 1)T + kTC P + t

[k ]
{I ,Q},i , with k = 1, 2, . . . and

i = 1, . . . , 2N . Setting subscript I or Q selects the absolute
sampling instant for the respective signal component.

The rest of this section shows how (5) restores the desired
symbols using the non-uniform samples of the remote signal.

Proof of equation (5): Sampling the in-phase baseband signal
(6) is equivalent to evaluate the following expression at the

instants
{

t
[k ]
I ,i

}
, i = 1, . . . , 2N

yI (t) = �{x̃r (t) + x̃l (t)} + zI (t) + sau (t) ,

where we used (2) to separate the sampled signal in its compo-
nents, and zI (t) = z(t) cos (ωct). We can group the 2N samples
of each component in vectors as follows

yI [k] = x̃I ,r [k] + x̃I ,l [k] + zI [k] + sau,I [k] , (13)

where

yI [k] =
[
yI

(
t
[k ]
I ,1

)
. . . yI

(
t
[k ]
I ,2N

)]T

x̃I ,r [k] = �
{[

x̃r

(
t
[k ]
I ,1

)
. . . x̃r

(
t
[k ]
I ,2N

)]T}

x̃I ,l [k] = �
{[

x̃l

(
t
[k ]
I ,1

)
. . . x̃l

(
t
[k ]
I ,2N

)]T}

zI [k] =
[
zI

(
t
[k ]
I ,1

)
. . . zI

(
t
[k ]
I ,2N

)]T
(14)

sau,I [k] =
[
sau

(
t
[k ]
I ,1

)
. . . sau

(
t
[k ]
I ,2N

)]T
.

The same process can be done for the quadrature branch (7),

which sampled at the instants
{

t
[k ]
Q,i

}
produces

yQ [k] = x̃Q,r [k] + x̃Q,l [k] + zQ [k] + sau,Q [k] , (15)

with

yQ [k] =
[
yQ

(
t
[k ]
Q,1

)
. . . yQ

(
t
[k ]
Q,2N

)]T

x̃Q,r [k] = �
{[

x̃r

(
t
[k ]
Q,1

)
. . . x̃r

(
t
[k ]
Q,2N

)]T}

x̃Q,l [k] = �
{[

x̃l

(
t
[k ]
Q,1

)
. . . x̃l

(
t
[k ]
Q,2N

)]T}

zQ [k] =
[
zQ

(
t
[k ]
Q,1

)
. . . zQ

(
t
[k ]
Q,2N

)]T
(16)

sau,Q [k] =
[
sau

(
t
[k ]
Q,1

)
. . . sau

(
t
[k ]
Q,2N

)]T
,

Fig. 2. Details of the signals involved in the sampling process, for the in-phase
and quadrature components of a baseband OFDM symbol.

and zQ (t) = z(t) sin (ωct). Using the sample vectors (13) and
(15) in the receiver equation (5), and omitting the OFDM symbol
index [k] for the sake of conciseness, produces

w̌r = GV−1
I [x̃I ,r + x̃I ,l + zI + sau,I ]

+ jGV−1
Q [x̃Q,r + x̃Q,l + zQ + sau,Q ] . (17)

To suppress the interference terms in (17) we look for the
sampling instants {tI ,i} and {tQ,i} when

�{x̃l (tI ,i)} + sau (tI ,i) = 0

�{x̃l (tQ,i)} + sau (tQ,i) = 0,

and this should be valid for all instants i = 1, . . . , 2N . This is
illustrated in Fig. 2, where the sampling process of the in-phase
and quadrature baseband components of a single OFDM sym-
bol with eight subcarriers is exemplified. The highest-, lowest-
and zero-frequency components do not carry power, whereas
the remaining carriers are modulated with a quadrature-phase
shift keying (QPSK) constellation of unit amplitude. The signal
generation was done without channel nor noise distortions and
using the same powers for the remote and SI signals to highlight
the role of all components involved. In both plots it is possible
to see that the zero-crossing instants for the SI plus auxiliary
tone effectively provide samples of the desired signal without
any interference. Note how at these instants the total received
signal intersects with the desired remote signal.

Evidently, the signal shapes depend on the information
encoded in each transmission, and the sampling process is
thus determined by the particular characteristics of the self-
interference. Therefore it is important to analyze if the number
of zero-crossings in its orthogonal components (i.e. the amount
of samples generated by the receiver in each branch) preserves
the information carried by the signal of interest. Section IV
presents this analysis and finds the requisites to maximize these
zero-crossings for real-baseband OFDM signals, since both in-
phase and quadrature parts of x̃l (t) are real signals themselves.
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For the rest of this section we suppose that these conditions
are satisfied thanks to the auxiliary tone sau (t), and we continue
our analysis using the sampling instant sets obtained with that
method. According to this supposition (17) results

w̌r = GV−1
I [x̃I ,r + zI ] + jGV−1

Q [x̃Q,r + zQ ]

= G
(
V−1

I x̃I ,r + jV−1
Q x̃Q,r

)

+ G
(
V−1

I zI + jV−1
Q zQ

)
, (18)

where the first term of (18) contains the desired information
and the second one is the effective noise Gz̃ after combining
the samples from both branches. Knowing that the received
baseband OFDM signal x̃r (t) is the sum of 2N − 1 modulated
subcarriers, we can write for the i-th element of vector x̃I ,r

�{x̃r (tI ,i)} =
N −1∑

n=−N +1

�
{

w̃n,r e
j 2 π

T ntI , i

}

=
1
2

N −1∑

n=−N +1

w̃n,r e
j 2 π

T ntI , i + w̃∗
n,r e

−j 2 π
T ntI , i

=
1
2

N −1∑

n=−N +1

(
w̃n,r + w̃∗

−n,r

)
ej 2 π

T ntI , i , (19)

where w̃n,r stands for the symbol modulating the n-th subcarrier
of the remote signal, weighted by the corresponding channel
gain (see (3)).

With the help of an exchange matrix J of size (2N − 1) ×
(2N − 1) defined by

J(p,q) =
{

1, q = 2N − p

0, q �= 2N − p
,

and using (8), expression (19) can be converted into matrix form
to calculate all elements of vector x̃I ,r as follows

x̃I ,r =
1
2
VI

([
w̃r

0

]
+
[
Jw̃∗

r

0

])
. (20)

Vector x̃Q,r can be obtained by a similar deduction. Its i-th
element results

�{x̃r (tQ,i)} =
N −1∑

n=−N +1

�
{

w̃n,r e
j 2 π

T ntQ , i

}

=
j

2

N −1∑

n=−N +1

w̃∗
−n,r e

j 2 π
T ntQ , i − w̃n,r e

−j 2 π
T ntQ , i

=
j

2

N −1∑

n=−N +1

(
w̃∗

−n,r − w̃n,r

)
ej 2 π

T ntQ , i , (21)

whereas the expression for vector x̃Q,r is found from (21) with
the help of (9)

x̃Q,r =
j

2
VQ

([
Jw̃∗

r

0

]
−
[
w̃r

0

])
. (22)

Using (20) and (22) in (18) produces

w̌r =
1
2
G
[
V−1

I VI

([
w̃r

0

]
+
[
Jw̃∗

r

0

])

− V−1
Q VQ

([
Jw̃∗

r

0

]
−
[
w̃r

0

])]
+ Gz̃

= G
[
w̃r

0

]
+ Gz̃

= Ew̃r + Gz̃

= EHrwr + Gz̃, (23)

where in the last line we used (3).
Equation (23) shows that after channel distortion compensa-

tion by means of an equalizer, the estimated symbols are only
affected by the effective noise term Gz̃. Through this sampling
process all interference is eliminated and the bottleneck for dig-
ital SI cancellation is avoided.

The demodulation process requires calculating the inverse of
a Vandermonde matrix for each OFDM symbol. Nevertheless,
there exist methods to compute in explicit form the compo-
nents of these inverse matrices [19]–[21]. Even more, if the
transceiver has a transmit buffer it can pre-calculate the SI zero-
crossings and inverse Vandermonde matrices before actually
sending these signals, minimizing the potential latency caused
by their computation in real time.

IV. ZERO-CROSSING DETERMINATION FOR REAL BASEBAND

OFDM SIGNALS

OFDM systems encode information in a signal obtained from
the sum of harmonic subcarriers, each weighted by a complex
symbol which represents a predefined combination of bits, mod-
ifying this way in a specific manner the subcarriers amplitudes
and/or phases. This sum of harmonic tones defines an OFDM
symbol with a period reciprocal of the smallest subcarrier fre-
quency. Though these symbols are afterwards concatenated to
transmit a greater amount of information, we analyze the zero-
crossings for an isolated OFDM symbol and thus consider it a
signal with period T .

Furthermore, since complex-baseband symbols can be repre-
sented as two associated real-valued signal streams which can
be processed separately, the analysis presented can be circum-
scribed to zero-crossings of periodic real-valued interference
signals.

Let s (t) be a continuous-time and baseband real signal with
period of T seconds and following Fourier series representation

s (t) =
N∑

n=−N

cnej 2 π
T nt . (24)

This signal has a double-sided bandwidth of size 2W = 2N/T ,
which is 2N times the fundamental frequency. Since s (t) is
real, the complex coefficients cn satisfy following condition

c−n = c∗n , n = 0, 1, 2, . . . , N, (25)

which also implies that c0 = c∗0 has to be real.
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We can introduce following variable substitution

z = ej 2 π
T t , (26)

and this way the series in (24) is transformed into

S (z) =
N∑

n=−N

cnzn

= z−N
2N∑

n=0

cn−N zn

= z−N P (z) , (27)

which can be interpreted as a transfer function whose first factor
is a pole with multiplicity N on z = 0, and the factor P (z)
is a polynomial of order 2N in the complex plane. By the
fundamental theorem of algebra we know that this polynomial
provides exactly 2N zeros to (27).

We are interested in finding the instants when signal s (t)
equals to zero, and due to substitution (26) we can see that
a cycle of the signal s (t) corresponds to evaluate expression
(27) one counter-clockwise turn on the unit circle. Thus, the
problem of finding the zero crossings of s (t) during one period
T is equivalent to finding the different roots of polynomial P (z)
located on the unit circle. It easily follows that the maximum
possible number of zero-crossings is equal to the order of P (z).
If this polynomial has roots with non-unitary magnitude, the
corresponding real signal has complex zeros [22].

By (25) we can see that the polynomial P (z) in (27) is
self-inversive. Corollary 3 of [23] states that all roots of a
self-inversive polynomial are simple and located on the unit
circle if and only if any of three conditions presented in the
reference is satisfied by its coefficients. Applied to P (z) these
conditions are

|cN | >
1
2

N −1∑

n=−N

|cn+1 − cn | (28)

|cN | >
N −1∑

n=−N +1

|cN − cn | (29)

|cN | >
1
2

N −1∑

n=−N +1

|cn | . (30)

These expressions define the spectral energy distribution for
a real signal to achieve the maximum of 2N zero crossings in
a period T . In our system this is equivalent to a mean rate of
2N/T samples per second enabling us to receive a signal whose
highest frequency component is fmax = 1/2 × 2N/T = N/T ,
which is slightly higher than the maximum spectral component
of the desired signal.

Inequalities (28) through (30) have to be tested for different
modulation techniques in order to assure that the number
of zero-crossings during one period T is enough to sample
a similarly modulated signal without loss of information. If
any of these conditions is satisfied the system will be able
to produce self-interference-free samples and perform IBFD

transmissions. Otherwise, the signal s (t) may be suitably
modified with that aim.

This same method has been applied in [24], where an auxiliary
tone of appropriate frequency and amplitude is summed to an
input signal before deriving it to a zero-crossing detector with
the purpose to perform a spectral analysis. In a similar manner,
for our system it is possible to add a tone of sufficient amplitude
with frequency fau = N/T Hz to the interference and modify
its spectral composition to comply with any of (28) to (30). This
modification should preferably be done at the receive stage,
since otherwise the tone represents an important increment in
the transmitted power. After that addition, the resulting signal
will have 2N zero-crossings distributed close to the zeros of the
auxiliary signal, with deviations given by the particular OFDM
symbol transmitted during the analyzed period.

The Fourier series expansions for the real and imaginary parts
of a baseband OFDM self-interference symbol x̃l (t) can be
expressed as in (19) and (21), resulting

�{x̃l (t)} =
N −1∑

n=−N +1

�
{

w̃n,le
j 2 π

T nt
}

=
1
2

N −1∑

n=−N +1

w̃n,le
j 2 π

T nt + w̃∗
n,le

−j 2 π
T nt

=
1
2

N −1∑

n=−N +1

(
w̃n,l + w̃∗

−n,l

)
ej 2 π

T nt

=
1
2

N −1∑

n=−N +1

an,le
j 2 π

T nt (31)

�{x̃l (t)} =
N −1∑

n=−N +1

�
{

w̃n,le
j 2 π

T nt
}

=
1
2

N −1∑

n=−N +1

jw̃∗
n,le

−j 2 π
T nt − jw̃n,le

j 2 π
T nt

=
1
2

N −1∑

n=−N +1

j
(
w̃∗

−n,l − w̃n,l

)
ej 2 π

T nt

=
1
2

N −1∑

n=−N +1

bn,le
j 2 π

T nt , (32)

where an,l = (w̃n,l + w̃∗
−n,l) and bn,l = j(w̃∗

−n,l − w̃n,l), and
the coefficients {w̃n,l} are the elements of vector (4). It is fairly
simple to verify that the sets of coefficients {an,l} and {bn,l}
generate self-inversive polynomials, but in general none of con-
ditions (28) to (30) is satisfied. The auxiliary sampling signal
sau (t) we add to the in-phase and quadrature branches modifies
expressions (31) and (32) to assure that for both of them at least
one of these conditions is satisfied. Specifically, we design this
auxiliary signal to be following cosine function

sau (t) = Aau cos (2πfau t)

=
Aau

2

(
ej 2 π

T N t + e−j 2 π
T N t

)
, (33)
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Fig. 3. Root location of the polynomials obtained for the in-phase (I) and
quadrature (Q) parts of the self-interference plus auxiliary sampling tones shown
in Fig. 2.

with Aau > 0. Its addition to (31) and (32) introduces two real
coefficients in their associated polynomials in z, more precisely
at the highest- and zero-exponent terms, preserving their self-
reciprocity. Thus we can write

�{x̃l (t)} + sau (t) =
1
2

N∑

n=−N

ãn,le
j 2 π

T nt (34)

�{x̃l (t)} + sau (t) =
1
2

N∑

n=−N

b̃n,le
j 2 π

T nt , (35)

where the coefficients ãn,l and b̃n,l are given by

ãn,l =

{
Aau , if n = ±N

an,l , if − N + 1 ≤ n ≤ N − 1
(36)

b̃n,l =

{
Aau , if n = ±N

bn,l , if − N + 1 ≤ n ≤ N − 1
. (37)

These are the sets of coefficients to construct polynomials (11)
and (12), and they are totally defined by the SI modulating sym-
bols, the loop-back channel response and the auxiliary sampling
signal. In Appendix A we show that only condition (30) can be
satisfied simultaneously for these new polynomials (see (45)),
provided that

Aau >

N −1∑

n=−N +1

|w̃n,l | . (38)

This inequality establishes the minimum amplitude of Aau in
order to guarantee that all zeros of the polynomials with coeffi-
cients obtained from (34) and (35) are located on the unit circle.
Consequently, the zero-crossing rate for both interference com-
ponents is maximized and our nonuniform sampling method will
produce sufficient samples to preserve the information encoded
in the signal of interest.

Fig. 3 illustrates the root locations for the polynomials ob-
tained from the real and imaginary part of the SI signal exempli-
fied in Fig. 2, each summed with the auxiliary sampling cosine
with amplitude

Aau = 1.10 × Aw Nm ,

where Aw is the maximum symbol amplitude in the constella-
tion and Nm is the number of subcarriers with nonzero power.
Note that, since this example does not implement channel dis-
tortions, the selected amplitude Aau has an 10 % margin with
respect to the bound in (38). The roots were found using a
root finding algorithm, and because all of them lie on the unit
circle and have multiplicity equal to one, this produces 2N zero-
crossings for the corresponding signals verified in Fig. 2. The
complexity of finding the polynomial roots depends not only on
the approximation method chosen but also on the initial esti-
mations and admissible timing error, and therefore it is difficult
to express universally the costs associated to this task. For a
literature review on this subject we refer to [25] and references
therein.

If we consider the special case of single-carrier digital
transceivers, which can be thought of as OFDM systems where
all but the highest subcarriers have zero power, it is simple to
verify that they satisfy condition (30). This holds as long as
this carrier does not vanish nor changes its frequency as it hap-
pens in on-off keying or frequency-shift keying transmissions.
If the digital modulation technique employed guarantees the
presence of a frequency-stable carrier, the zero-crossing rate
of the SI is already high enough to preserve the information
in the remote signal without requiring an auxiliary tone to be
added before sampling. Consequently the receiver structure is
simplified, whereas the reception process of Section III remains
unchanged for these single-carrier receivers.

This property can be used to obtain uniform samples and
estimate the remote channel hr (t). The local transmitter is de-
activated during this phase to produce an interference-free esti-
mation, and the zero-crossings will be only determined by the
auxiliary sampling tone sau (t). Therefore, the samples obtained
will have an uniform distribution and the frequency domain re-
sponse of the remote channel as well as its equalizer may be
calculated using conventional methods.

In the next Subsection we will analyze the stochastic behavior
of the zero-crossing process for OFDM signals, which gives us
an important result to derive the average symbol estimation error
power induced by our receive process in Subsection IV-B.

A. Expected Zero-Crossing Process for Real Baseband OFDM

If we consider that the constellations used to encode the trans-
mitted groups of bits in the OFDM subcarriers are designed so
they have zero mean value, then

E {wn,l} = 0, n = −N + 1, . . . , N − 1. (39)

Furthermore, assuming independence among all subcarriers we
can find that the expected polynomial coefficients in (36) and
(37) are

E {ãn,l} =

{
Aau , if n = ±N

E {an,l} = 0, if − N + 1 ≤ n ≤ N − 1

E
{

b̃n,l

}
=

{
Aau , if n = ±N

E {bn,l} = 0, if − N + 1 ≤ n ≤ N − 1
.
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This means that the expected polynomials for the in-phase and
quadrature signals are both equal to

P̄ (z) = Aau

(
1 + z2N

)
,

whose roots are given by

z2N = −1 = ejπ

z = ej( π
2 N +r π

N ), r = 0, 1, . . . , 2N − 1.

This result tells us that the polynomial zeros coincide with the
2N roots of unity rotated by π/2N radians, and therefore se-
lecting a cosine as our auxiliary signal for both branches ensures
us that the expected sampling process is uniformly distributed
in time, namely at the instants

tI ,i = tQ,i = ti =
T

2N

(
i − 1

2

)
, i = 1, 2, . . . , 2N,

and therefore the expected Vandermonde matrices (8) and (9)
also result equal

E {VI } = E {VQ}

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

e
−j

π

N

( 1
2

)

(N −1)
. . . e

j
π

N

( 1
2

)

N

...
. . .

...

e
−j

π

N

⎛

⎝
4N − 1

2

⎞

⎠ (N −1)

. . . e
j
π

N

⎛

⎝
4N − 1

2

⎞

⎠N

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

It can also be shown that

E
{
VH

I VI

}
= E

{
VH

Q VQ

}
= 2NI, (40)

which means that, up to a scaling, the expected Vander-
monde matrices are unitary. This result is very useful for next
subsection.

B. Average Symbol Estimation Error Power

The estimation error is defined as the difference between the
estimated vector of symbols in (23) and the ideal ones

ew = w̌r − wr

= G
(
V−1

I zI + jV−1
Q zQ

)
.

TABLE I
OFDM PARAMETERS USED IN THE SIMULATIONS

This way we can calculate the estimation error power as

σ2
e = E

{
eH

w ew

}

= E
{(

zH
I V−H

I − jzH
Q V−H

Q

)
GH GV−1

I zI

}

+ jE
{(

zH
I V−H

I − jzH
Q V−H

Q

)
GH GV−1

Q zQ

}

= E
{
zH

I V−H
I GH GV−1

I zI

}

− jE
{
zH

Q V−H
Q GH GV−1

I zI

}

+ jE
{
zH

I V−H
I GH GV−1

Q zQ

}

+ E
{
zH

Q V−H
Q GH GV−1

Q zQ

}
.

If we assume that there is no remote channel distortion the
equalization matrix E in (10) has all ones in its diagonal el-
ements associated to the Nm used subcarriers, and zeros else-
where. We also know from (40) that both Vandermonde matrices
tend to be scaled unitary because the expected sampling instants
are uniformly distributed and coincident for both branches. This
also produces correlation between the elements of both noise
samples vectors (14) and (16). Using these results we get

σ2
e =

σ2
z

2N

Nm∑

n=1

[
cos2(ωctn ) + sin2(ωctn )

]

+ j
σ2

z

2N

Nm∑

n=1

[
sin(2ωctn )

2
− sin(2ωctn )

2

]

=
σ2

z

2N
Nm . (41)

We can calculate the estimation error power per subcarrier
as σ2

en
= σ2

z /2N . This error power is constant for a fixed noise
power level and number of system subcarriers, independently
of how many of them are actually transmitting a signal. We
also see that the SICTAS receiver does not introduce an ad-
ditional estimation error power, which means that it is able
to improve the resulting signal-to-interference plus noise ratio
(SINR) by totally eliminating the interference without incurring
in a compromise situation which would be detrimental for its
performance.

V. PERFORMANCE OF THE SICTAS RECEIVER

We evaluated the performance of our receiver by means of
computer simulated transmissions of OFDM signals using sys-
tem parameter combinations similar to the LTE-Advanced stan-
dard, as summarized in Table I. The guard bands were divided
in two equal portions located at the bandwidth edges. Each
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Fig. 4. Error vector magnitude per subcarrier for an 16-QAM OFDM system
with the proposed receiver subject to −100 dB of SIR and 75 dB of SNR.

transmission in our simulation consisted of a block with 7
OFDM symbols whose zero-frequency component does not
transmit power, and the channels were considered constant dur-
ing the individual symbol periods obtained from a subcarrier
spacing of 15 kHz.

To verify if our method introduces any distortion depending
on the subcarrier position we used following calculation for the
error vector magnitude (EVM) at the n-th harmonic component

EVM (n) = 20 log10

√√
√
√
√

E
{
|ŵn,r − wn,r |2

}

E
{
|wn,r |2

} ,

which measures the ratio between symbol error power and sym-
bol power for each subcarrier, in decibels. The overall perfor-
mance of the receiver was tested using the effective SINR

SINR = 10 log10 E

{
σ2

r

σ2
l + σ2

z

}
,

with

σ2
r =

2N∑

i=1

|x̃r (tI ,i)|2 + |x̃r (tQ,i)|2

σ2
l =

2N∑

i=1

|x̃l (tI ,i) + sau (tI ,i)|2 + |x̃l (tQ,i) + sau (tQ,i)|2

σ2
z =

2N∑

i=1

|z (tI ,i) cos(ωctI ,i)|2 + |z (tQ,i) sin(ωctQ,i)|2 ,

being respectively the signal power, the leaked interference-
plus-auxiliary sampling signal power, and the noise power.

Fig. 4 shows the EVM in dB per subcarrier obtained for 10 in-
dependent realizations of the experiment, using settings exposed
in Table I. The signal-to-noise ratio (SNR) was set to 75 dB,
whereas the simulated signal-to-interference power ratio (SIR)
was set to −100 dB in order to resemble an IBFD system with-
out other SI suppression stages than the SICTAS receiver. For
the same reason we also modeled the self-interference channel
response with a Rician distribution corresponding to a loop-back
link with a direct signal path. The remote channel was fixed with
an ideal response.

Fig. 5. Error vector magnitude per subcarrier for the SICTAS receiver de-
modulating a 16-QAM OFDM signal with different guard band sizes Ng , in a
scenario with −100 dB of SIR and 100 dB of SNR.

Fig. 6. Average error vector magnitude for an OFDM system using 512 sub-
carriers and varying guard band proportions, with SNR as a parameter.

We see from the results that, without dependence on the num-
ber of subcarriers used, the SICTAS receiver presents an uniform
performance in the used bandwidth portion, without evidencing
any distortions caused by our sampling and receive process. The
EVM per subcarrier is exclusively limited by the noise power.

To test if the response is sensitive to the guard band proportion
we simulated systems with a broad range of guard band sizes Ng .
Fig. 5 shows the EVM in dB obtained per information-loaded
subcarrier from a total of 2N = 512 subcarriers, an interference
power level producing a SIR of −100 dB, and a SNR of 100 dB.

The figure shows that if the higher frequency subcarriers
transmit power the remaining ones suffer interference from
them, as evidenced by the resultant EVM. This is deduced ob-
serving equations (20) and (22), which can be interpreted as two
associated linear equation systems with the same unknown vari-
ables. If the extreme subcarriers are modulated with information
there will be more unknowns than the 2N samples available to
accurately demodulate the signal, and in these equations they
introduce additional terms whose power is distributed over the
whole signal bandwidth.

On the other hand, when the system employs guard bands the
resulting EVM has always a flat response over the used spectrum
with a value defined by the noise power level. This is further
illustrated in Fig. 6, which shows the EVM averaged over all
used subcarriers for the same system as previous simulation, but
in this occasion with varying noise power at the receive port.
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Fig. 7. Effective SINR for an OFDM system using 512 subcarriers and varying
guard band proportions, with AWGN noise power as parameter and signal-to-
interference ratio equal to −100 dB.

Fig. 8. Effective SINR obtained as a function of signal-to-interference power
ratio for an OFDM system using a SICTAS receiver, with various SNR levels at
the receive antenna.

The guard bands are also helpful to introduce oversampling
in the SICTAS receiver because the polynomial order associated
to the remote signal results smaller than the order of the poly-
nomial for the self-interference plus auxiliary tone. This way,
the desired signal cannot have as many zero-crossings as the SI
and it is guaranteed that always a subset of the samples taken
by the SICTAS receiver will have non-zero value.

We see that the different noise power levels impose limits
on the system performance for the maximum number of usable
subcarriers. Regarding the guard band proportions we can see
that an increment of their size produces slight improvements
on the results. This is in concordance with equation (41), since
the estimation error power per subcarrier remains at the same
level for increased guard band sizes, but the signal power is then
divided by a decreasing number of used carriers Nm .

In Fig. 7 we show the effective SINR obtained after sam-
pling a signal with different noise power levels and guard band
proportions. We can observe in the results that our receiver elim-
inates the self-interference, and the samples carry only signal
and noise power as the effective SINR equals the SNR.

Finally, the effects of different self-interference to signal
power ratios for the same simulated system are presented in
Fig. 8, where the effective SINR of the SICTAS sampled signal
is shown again to be defined by the SNR. The performance of
our receiver is the same for all self-interference power levels and
does not depend on the presence of previous SI suppressors.

Fig. 9. Effective SINR as a function of SIR for a system with different sam-
pling jitter ranges and SNR values.

A. Effects of Sampling Time Error

Sampling time error can be originated in different sources, e.g.
loop-back channel estimation or in the zero-crossing calcula-
tions. When the signals that trigger the sample-and-hold are not
perfectly coincident with the interference zero-crossings, a non-
negligible portion of this high amplitude signal may leak into
the samples taken by the SICTAS receiver. To illustrate the sen-
sitivity to this imperfection in our system we added uniformly
distributed error to the ideal self-interference zero-crossing in-
stants, disregarding the source generating these time shifts. The
samples obtained for both signal branches are taken at instants
deviated from the ideal ones by a normalized quantity δ{I ,Q},i
as follows

t{I ,Q},i = T
(
τ{I ,Q},i + δ{I ,Q},i

)
, (42)

where 0 ≤ τ{I ,Q},i < 1 refers to the time variable normalized
with respect to the OFDM symbol period T , as in (11) and (12).
The errors are identically independently distributed variables
δ{I ,Q},i ∼ U (−Δ/2,Δ/2), and Δ is the jitter range normalized
with respect to the 2N -th fraction of the symbol period T .

Fig. 9 shows the effective SINR obtained for a system with
2N = 512 subcarriers, when only Nm = 212 from them are
modulated with QPSK symbols. Simulations were run with
varying signal-to-interference power ratios and with five dif-
ferent jitter ranges.

We see that when Δ = 0 there is no sampling error, thus the
ideal SICTAS receiver eliminates all the interference, and the ef-
fective SINR equals the SNR values used in our simulations. As
the sampling jitter amplitude increases, more self-interference
power leaks into the samples and the effective SINR is reduced
with respect to the ideal case. For high SI power the performance
is interference-limited, but we can see that for a jitter with range
Δ = 10−3 the SICTAS receiver achieves 25 dB of SINR gain.
When the jitter range increases beyond Δ = 10−2 the effective
SINR results less than the SIR, evidencing that the performance
degradation due to the SI is exacerbated by the sampling time
error.

In Fig. 10 we expose more clearly the effects of applying
different sampling jitter ranges to our model. It is evident by the
curves that higher self-interference power levels demand more
accurate timing in the sampling process in order to completely
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Fig. 10. Effect of sampling jitter range on the effective SINR for a SICTAS
receiver with different SIR and SNR combinations.

Fig. 11. Effective SINR for simulated systems replicating the setup of [26],
with different numbers of subcarriers and jitter ranges Δ.

suppress interference and obtain a noise-limited system perfor-
mance. Despite of that, we see that for Δ < 10−2 the effective
SINR is greater than the SIR when our proposed receiver is
used.

B. Performance Comparison With a Different SI Canceler

We present the comparison between our receiver affected by
sampling time errors and the results in [26]. In this reference
the authors prove that phase noise is the main performance lim-
iter for their analog full-duplex cancelers. Besides, aligning the
analog SI and cancelling signals in time domain and synchro-
nizing zero-crossings for the SICTAS receiver may be seen as
tasks of equivalent complexity achievable with similar hard-
ware. This enables us to compare both techniques, although the
fundamentals of the suppressors is different and may be subject
to dissimilar limitations in practice.

We adapted our simulations to [26] using a system with
2N = 46 subcarriers spaced 1 MHz from each other where
only the one at index n = 1 transmits an unit amplitude symbol.
The remaining subcarriers are muted, and the auxiliary sampling
tones are located at n = ±23. Sampling jitter was considered
uniform in distribution, and its standard deviation was set to
σδ = 0.83 ps to produce the same effects as the integrated cir-
cuit (IC) used in [26]. In our model this is equivalent to a jitter
Δ = 1.32 × 10−4 .

The simulation results are shown in Fig. 11. We see that
the SICTAS receiver achieves a maximal SI suppression of

approximately 35 dB, which is the same result as in [26] when
the authors use analog baseband cancellation. When the interfer-
ence power decreases with respect to the signal, the performance
is noise limited and the curves achieve the system SNR used in
our simulations.

The average sampling rate in our system is twice the fre-
quency of the auxiliary tones added before sampling the received
signal. If we use less subcarriers to reduce this rate for a system
with the same RMS phase noise, the jitter range Δ decreases be-
cause it is divided by a greater normalizing factor T/2N . This
is clearly shown by the performance improvement in Fig. 11
when we set 2N = 4 in our simulations, which corresponds
to a single-carrier baseband system transmitting information in
a 1 MHz carrier, and both auxiliary sampling signals placed
at ±2 MHz. When we maintain the sampling time error stan-
dard deviation at σδ = 0.83 ps but reduce the average sampling
rate to 4 MHz, the resulting jitter range is Δ = 1.15 × 10−5 .
This effective jitter reduction causes the achieved SI suppres-
sion to equal 75 dB. When the clock signal source has less jitter,
e.g. equivalent the one provided by the signal generator in the
referenced article which produces Δ = 1.15 × 10−6 , the total
performance is further increased providing an effective SINR
which is approximately 100 dB.

From these results we see that with our method, even con-
sidering a major bottleneck like phase noise, it is possible to
provide results comparable or superior to the digital canceler
stages shown in Table I of [1].

VI. CONCLUSIONS

This article introduced a novel receiver structure to perform
interference-free sampling of a desired signal in a full-duplex
transmission. Our analysis evidences that by redistributing the
sampling instants at the receiver it is possible to completely re-
move arbitrarily strong SI signals without relying on previous
suppression stages, releasing the ADC dynamic range to accu-
rately represent the signal of interest and enabling its further
digital processing and demodulation.

Our results support the analysis presented for a simplified
scenario, yet there are numerous aspects regarding a practical
implementation of this technique which have to be addressed
in future developments. However, with this work we proved
that the SICTAS receiver is the essence of a promising solu-
tion towards fully-digital self-interference cancellation in IBFD
applications, which may extend its benefits to smaller, cheaper
and energy-efficient communication devices.

APPENDIX

UNIMODULAR ROOTS OF POLYNOMIALS ASSOCIATED TO

BASEBAND OFDM SIGNALS

Let us define a polynomial P (z) as in (27) using the coeffi-
cients defined either in (36) or in (37), which correspond to the
real and imaginary parts of baseband OFDM signal added to a
cosine with the highest subcarrier frequency. The polynomial
will have all its roots on the unit circle, with multiplicity one, if
any of the conditions (28) to (30) is satisfied [23].
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A. Verification of Condition (28)

By the definition of coefficients ãn,l in (34), and using them
in (28) we obtain

|ãN ,l | >
1
2

N −1∑

n=−N

|ãn+1,l − ãn,l |

Aau >
1
2
(∣∣w̃−N +1,l + w̃∗

N −1,l − Aau

∣
∣

+
N −2∑

n=−N +1

∣
∣w̃n+1,l + w̃∗

−n−1,l − w̃n,l − w̃∗
−n,l

∣
∣

+
∣
∣Aau − w̃N −1,l − w̃∗

−N +1,l

∣
∣) ,

whereas using coefficients b̃n,l defined by (35) in the same
condition produces

∣
∣
∣b̃N ,l

∣
∣
∣ >

1
2

N −1∑

n=−N

∣
∣
∣b̃n+1,l − b̃n,l

∣
∣
∣

Aau >
1
2
(∣∣w̃∗

N −1,l − w̃−N +1,l − Aau

∣
∣

+
N −2∑

n=−N +1

∣
∣w̃∗

−n−1,l − w̃n+1,l − w̃∗
−n,l + w̃n,l

∣
∣

+
∣
∣Aau − w̃∗

−N +1,l + w̃N −1,l

∣
∣) .

By the triangle inequality we can unify both results as

Aau > Aau + |w̃N −1,l | + |w̃−N +1,l |

+
1
2

N −2∑

n=−N +1

|w̃−n−1,l | + |w̃n+1,l | + |w̃−n,l | + |w̃n,l | .

We defined in Section IV that Aau > 0, and since all terms in
the right member of the last expression are greater than zero,
condition (28) can not be satisfied for real OFDM signals with
an added cosine.

B. Verification of Condition (29)

Replacing for ãn,l in (29) results

|ãN ,l | >

N −1∑

n=−N +1

|ãN ,l − ãn,l |

Aau >

N −1∑

n=−N +1

∣
∣Aau − w̃n,l − w̃∗

−n,l

∣
∣ ,

and the same condition for the coefficients b̃n,l results in

∣
∣
∣b̃N ,l

∣
∣
∣ >

N −1∑

n=−N +1

∣
∣
∣b̃N ,l − b̃n,l

∣
∣
∣

Aau >
N −1∑

n=−N +1

∣
∣Aau − w̃∗

−n,l + w̃n,l

∣
∣ .

By the triangle inequality we unify these results as

Aau > (2N − 1) Aau +
N −1∑

n=−N +1

|w̃n,l | +
∣
∣w̃∗

−n,l

∣
∣ .

Again, since Aau > 0 this result can never be satisfied, and
therefore condition (29) cannot be achieved by a real OFDM
signal added to a cosine signal.

C. Verification of Condition (30)

Using the definition of coefficients ãn,l in (30) results in

|ãN ,l | >
1
2

N −1∑

n=−N +1

|ãn,l |

Aau >
1
2

N −1∑

n=−N +1

∣
∣w̃n,l + w̃∗

−n,l

∣
∣

> |� {w̃0,l}| +
N −1∑

n=1

∣
∣w̃n,l + w̃∗

−n,l

∣
∣ . (43)

Inserting the coefficients b̃n,l in the same condition produces

∣
∣
∣b̃N ,l

∣
∣
∣ >

1
2

N −1∑

n=−N +1

∣
∣
∣b̃n,l

∣
∣
∣

Aau >
1
2

N −1∑

n=−N +1

∣
∣w̃∗

−n,l − w̃n,l

∣
∣

> |� {w̃0,l}| +
N −1∑

n=1

∣
∣w̃n,l − w̃∗

−n,l

∣
∣ . (44)

Both results (43) and (44) are unified by

Aau > max (|� {w̃0,l}| , |� {w̃0,l}|)

+
N −1∑

n=1

max
(∣∣w̃n,l + w̃∗

−n,l

∣
∣ ,
∣
∣w̃n,l − w̃∗

−n,l

∣
∣) ,

and if we use the triangle inequality in addition to

max (|� {w̃0,l}| , |� {w̃0,l}|) ≤ |w̃0,l | ,
the condition on Aau results

Aau >

N −1∑

n=−N +1

|w̃n,l | . (45)

This means that the amplitude of the cosine signal has to be
greater than the sum of amplitudes of all symbols modulating
the remaining OFDM subcarriers.
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