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O’RE ILLY et al. (2017) recently published a paper recom-

mending the use of current model-based programs for

the analysis of discrete morphological data; preceded by

O’Reilly et al. (2016) and Puttick et al. (2017a, b), this

paper is based on the same datasets simulated for their

previous work, but now analysed collapsing poorly sup-

ported groups (as recommended by Brown et al. 2017

and Goloboff et al. 2017). Goloboff et al. (2017) noted

that the simulations in O’Reilly et al. (2016) and Puttick

et al. (2017a), just like those of Wright & Hillis (2014)

before, generated their datasets using branch lengths com-

mon for all characters; that is, with all their characters

increasing their probability of change at the same

branches, by the same exponential factor (with the

‘length’ of the branch being the combination of time and

the instantaneous rate of change along the branch; see

e.g. Swofford et al. 1996, p. 439; Felsenstein 2004, p. 147–
148). This model, long known (since Felsenstein 1978) to

be problematic for parsimony, is often used for DNA

sequences (where it may be justified, e.g. by assuming

neutrality). However, there is no evidence or theoretical

argument that this model can be generally applied to

morphological data, and consideration of suites of charac-

ters in different groups suggests that it cannot. It seems

obvious that characters related to the forelimb evolve fas-

ter in bats than in rodents, and that the opposite is true

of dental and mandibular characters; every taxonomist

specialized in any group can surely think of similar exam-

ples. The homogeneous Markov model assumes (when

applied to morphology) that the characters are like units

that can simply switch into one or another state at any

point in the tree. But the very fact that taxonomists

beginning to investigate a group first need to learn the

relevant characters speaks against the idea that all groups

can be classified by looking at the same sets of characters

randomly changing over all the tree; that is why someone

who has worked extensively on spider morphology needs

to learn a whole new suite of anatomical characters if

starting now to work on, say, beetles. It is true that some

branches of the tree of life are much longer than others

(in terms of morphological distance), and that branch

lengths are a crucial component of the homogeneous

Markov model. But even these differences in branch

lengths do not seem to follow the expectations of the

model, as it is obvious that only some groups of charac-

ters change at those long branches. Consider cetaceans

and chiropterans: the branch leading to each of those

groups has dozens of characters changing, but no biolo-

gist would expect that the ‘length’ of the cetacean branch

makes it more likely that some of the chiropteran synapo-

morphies would show up there. Goloboff et al. (2017, p.

27) argued that: (1) without reliable models for the evo-

lution of discrete morphological characters, parsimony

seems to be a reasonable alternative, in not striving to

provide a statistical justification of results; and (2) while

all methods make assumptions, the assumptions needed

for non-statistical justification of a method are much less

restrictive, with parsimony generally considered to be jus-

tified on the grounds of descent with modification alone

(e.g. Farris 1983, 2008). Thus, Goloboff et al. (2017) per-

formed alternative simulations in which the probability of

character substitution does not change in concert along

tree branches; the methods of phylogenetic inference that

assume the concerted variation of the probability of

change for all characters perform more poorly in that

case, performing similarly to equally weighted parsimony,

and much worse than implied weights parsimony (Golob-

off 1993). None of that should be surprising, as it is in

accord with theory, but O’Reilly et al. (2017) now make

some comments questioning our results. Despite its brev-

ity, the summary of the findings and criticisms of Golob-

off et al. (2017) by O’Reilly et al. (2017) contains several
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inaccuracies and misleading arguments, which we discuss

in this contribution.

The main shortcoming with O’Reilly et al.’s (2017) dis-

cussion of our paper we cannot quote, because it is in what

they do not say. O’Reilly et al. (2017) say nothing about the

criticism of their model which Goloboff et al. (2017) con-

sidered most damning: namely that all characters (even if

in different rate categories) have their probability of change

increased, in concert, at the same branches of the tree,

exponentially depending on the length of the branch.

Unsurprisingly, the model trees of Puttick et al. (2017a)

which produce the datasets where parsimony performs

most poorly relative to maximum likelihood or bayesian

analyses are the asymmetric trees, which (by virtue of being

ultrametric; see below) have the greatest disparity in branch

lengths. Thus, the results defended by O’Reilly et al. (2017)

strongly depend on generating data with this model; that

they produced minor violations of the Mk model (Lewis

2001) used to analyse the data (e.g. recoding some purines/

pyrimidines as binary) does not change the fact that all

characters have their probabilities of change increased or

decreased at the same branches of the tree (Goloboff et al.

2017, p. 3). Goloboff et al. (2017) showed that, if this

assumption is relaxed, then the advantage of methods

based on presupposing such uniformity vanishes and (for

rates of homoplasy distributed as in real datasets) implied

weights parsimony performs better than likelihood or baye-

sian methods. There is no mention of any of this in the

reply of O’Reilly et al. (2017), who instead attribute the dif-

ferences in results to the relative frequencies of characters

with different amounts of homoplasy, when in fact these

are quite similar in both studies (see below, and Goloboff

et al. 2017, fig. 1a, c).

But in addition to not discussing points Goloboff et al.

(2017) actually raised, O’Reilly et al. (2017) also rebut

points that Goloboff et al. (2017) never made. O’Reilly

et al. (2017) start by stating that:

Goloboff et al. (2017) have criticized this approach

to simulating morphology-like datasets on the basis

that our generating trees encompass only contem-

poraneous taxa, assume that evolutionary rates are

constant across time and the tree. . . However, our

experiments do not attempt to simulate non-con-

temporary taxa. . .

Puttick et al. (2017a) presented as one of their most

important findings the difficulty of accurately retrieving

nodes closer to the root in asymmetric trees (with all

nodes of symmetric model trees retrieved effectively).

Figure 1 presents trees like those used by Puttick et al.

(2017a) and O’Reilly et al. (2017) as models (for simplic-

ity, we show 16-taxon trees; they used 32-taxon trees with

the same characteristics). Branches are drawn proportion-

ally to their length. These trees, and the resulting data,

are clocklike and ultrametric. The degree of difference

between the members of a clade and any taxon outside

the clade is expected to be exactly the same, obeying the

ultrametric inequality d(x,y) ≤ max {d(x,z), d(y,z)}.
Thus, for Fig. 1, the distance between taxa a and i is

expected to be the same as that between a and j�p, and

the expected amount of evolution between the root r and

each of the terminal taxa is identical. This is the same sit-

uation assumed by phenetic methods, so the way that

O’Reilly et al. (2017) have modelled their data also means

that phenograms produce an excellent recovery of the

model tree. To show that this is indeed the case, the

asymmetric tree of Figure 1 indicates the frequencies of

recovery of the different partitions (simulating 100 data-

sets under a two-state single rate JC-Neyman model, with

100 characters, using the ‘upgma’ command of PAUP*
for producing the phenogram); the highest frequencies

are always those for phenograms, which retrieve the cor-

rect basal split much more often than Bayesian or parsi-

mony trees. The inferred phenograms are closer to the

model tree, when measured with statistics of tree-distance

that are not as affected as the Robinson-Foulds (1981)

distances by long moves of a single taxon, such as the dis-

tortion coefficient DC of Farris (1973) modified to be

symmetric (see Goloboff et al. 2017, p. 5); the average

distortion for the phenogram is 0.171, while for Bayesian

and parsimony trees it is 0.556 and 0.343, respectively. If

their model is not to be seriously considered as favouring

phenetics (which few would argue for), why is it to be

considered to be relevant for choosing between Bayesian

analysis and parsimony? But Goloboff et al. (2017), in

fact, never complained about ‘modelling only contempo-

raneous taxa’ or ‘constant evolutionary rates’; instead they

criticized the fact that conclusions resulting from such a

restrictive model were presented by Puttick et al. (2017a)

as if they were general. Goloboff et al. (2017) explicitly

pointed out that:

1. The difficulty of recovering deep nodes in asymmetric

trees resulted only from the restrictive clock assump-

tion, which leads to the earliest splitting branches in

asymmetric trees being much longer than the others,

and thus harder to place accurately.

2. The conclusion that deep nodes of asymmetric trees

are harder to recover goes against theoretical expecta-

tion in any time-reversible model, where the ‘depth’

of nodes is irrelevant, as the tree could be rerooted so

that the ‘deepest’ node becomes the ‘shallowest’ with-

out any changes in likelihood or parsimony. In other

words, if the model tree in Figure 1A was rerooted so

that p is now the sister of all other taxa, and all

branch lengths were preserved, then the resulting data

would no longer be clocklike on the model tree, but

now it would be the ‘shallowest’ nodes (instead of the

‘deepest’) that would be hardest to retrieve accurately.
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Goloboff et al. (2017) also mentioned that Puttick

et al. 2017a) had not been explicit in their paper about

the use or implications of such a strong assumption

(which is evident only from their R scripts). As another

thought experiment to show (contra Puttick et al. 2017a

and O’Reilly et al. 2017) that asymmetric trees are harder

to reconstruct, consider Figure 2. If the branch lengths

for the symmetrical and asymmetrical trees had been cho-

sen as in Figure 2 (thus no longer being clocklike), then

the conclusions as to which tree shape is harder to

reconstruct would have been exactly the opposite. A

proper attempt to test the influence of tree shapes would

need to eliminate the effect of differences in branch

length in the two trees, which they never do. As Goloboff

et al. (2017) put it: ‘the right conclusion would then be

that the hardest nodes to recover are those around very

long branches, not the deep ones’.

In addition to overlooking the details just discussed,

O’Reilly et al. (2017) also implied that because their ‘ex-

periments do not attempt to simulate non-contemporary

F IG . 1 . Model trees, similar to

those used by O’Reilly et al. (2017)

and Puttick et al. (2017a). A, asym-

metric (pectinate) tree (numbers at

internal nodes indicate frequency of

recovery when simulating datasets

with a 2-state single rate JC/Neyman

model, for phenogram, parsimony

and Bayesian trees). B, symmetric

(balanced) tree.

F IG . 2 . Alternative branch lengths

of model trees, for which (contrary

to O’Reilly et al. 2017) symmetric

trees are harder to recover than

asymmetric trees. A, symmetric

(balanced) tree. B, asymmetric

(pectinate) tree.
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taxa’, then Goloboff et al. (2017) unfairly criticized them

for not having considered fossil taxa in their simulations.

But Goloboff et al. (2017) did not take Puttick et al.

(2017a) to task for not having considered fossils; rather,

Goloboff et al. (2017) took Puttick et al. (2017a) to task

for having explicitly extended their conclusions to trees

with fossil taxa, when they had clearly not modelled their

data appropriately. Irrespective of whether Puttick et al.

(2017a) intended their simulations to be of relevance for

palaeontologists, the following quotations from their

paper (italics added) lead readers of the journal Palaeon-

tology to believe they may be:

The fossil record affords the only direct insight into

evolutionary history of life on the Earth, but the

incomplete preservation and temporal distribution

of fossils has long prompted biologists to seek alter-

native perspectives, such as molecular phylogenies

of living species, eschewing palaeontological evi-

dence altogether. However, there is increasing

acceptance that analyses of historical diversity can-

not be made without phylogenies that incorporate

fossil species and calibrating molecular phylogenies

to time cannot be achieved effectively without

recourse to the fossil record. Integrating fossil and

living species has become the grand challenge (p. 1)

All phylogenetic methods also performed best when

attempting to recover a symmetrical target tree; all

methods found recovery of asymmetrical trees chal-

lenging and phylogenetic accuracy diminished from

tip to root. The impact of tree topology is of par-

ticular concern since empirical phylogenetic trees

are invariably asymmetric, and trees of fossil species

are infamous for their asymmetry (p. 6).

O’Reilly et al. (2016) started their paper similarly,

invoking the need to have methods for reliable phyloge-

netic placement of fossils. It was in regard to the second

quotation above, on the difficulty of recovering deep

nodes being of particular concern in the case of trees with

fossil taxa, that Goloboff et al. (2017) noted that the con-

dition which leads to that difficulty in asymmetric trees

(i.e. having exactly the same amount of evolution from

root to every terminal taxon), is especially unlikely to

apply in the case of trees including taxa of different ages,

and thus ‘not only is Puttick et al.’s (2017a) difficulty in

recovering some groups the result of very long branches

instead of tree shape, it is also irrelevant for the situation

they claim it affects the most: fossil phylogenies’ (Golob-

off et al. 2017, p. 14).

O’Reilly et al. (2017) continued by stating that Golob-

off et al. (2017) claimed ‘that [their] measure of biologi-

cal realism, the spread of homoplasy exhibited by

datasets, is inadequate.’ It is not entirely true that

Goloboff et al. (2017) made that criticism, or that the

spread of homoplasy was the main measure of ‘biologi-

cal realism’ of Goloboff et al. (2017). Goloboff et al.

(2017) did note that O’Reilly et al. (2016) and Puttick

et al. (2017a) had used only the consistency index CI to

filter datasets by amounts of homoplasy, and that using

the CI does not guarantee that the distribution of

homoplasy will adjust to the distribution observed in

real datasets (because different distributions can produce

the same CI). But Goloboff et al. (2017) showed that,

despite their having used only the CI to filter datasets,

the distribution of homoplasy in O’Reilly et al. (2016)

datasets was indeed quite similar to that observed in real

datasets (Goloboff et al. 2017, p. 3–4 and fig. 1A). So,

the way in which O’Reilly et al. (2016) and Puttick et al.

(2017a) had evaluated the distribution of homoplasy in

their datasets was only a minor point in Goloboff et al.

(2017), and since this distribution is about the same in

all these studies, Goloboff et al. (2017) had no quarrel

with this aspect of their simulation. The criticism actu-

ally made is that the proportions of characters with 1, 2,

. . . n steps over all the tree may be about the same as

in Goloboff et al.’s (2017) datasets, but those steps will

be concentrated (or diluted) on the same branches of

the tree in the datasets of Puttick et al. (2017a) and

O’Reilly et al. (2017). It is that differential concentration

of changes on certain branches what causes the model-

based methods to perform better than parsimony, and it

is what Goloboff et al. (2017) considered the most unre-

alistic aspect of their simulations and all the simulations

that employ a similar model.

One of the most paradoxical implications of the com-

ments of O’Reilly et al. (2017) is that generating datasets

with a realistic model may nonetheless result in unrealis-

tic datasets:

Our review of their datasets indicates that, while

Goloboff et al. (2017) drew characters from an

empirically realistic global distribution of homo-

plasy, their simulated datasets are not individually

empirically realistic, with many matrices dominated

by characters with very high consistency and an

unrealistically small proportion of characters

exhibiting high levels of homoplasy.

O’Reilly et al. (2017) did not specify how they ‘re-

viewed’ the datasets of Goloboff et al. (2017), but in any

case this statement misses the point of simulations under

a stochastic model. It is perfectly possible (either with

Puttick et al.’s (2017a) or Goloboff et al.’s (2017) model)

for a matrix with no homoplasy whatsoever to be gener-

ated; no doubt with a very low probability, but it could

happen. The precise point of using simulations is that this

will produce matrices with varying characteristics, and

repeating the process many times is what allows us to
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study the variability under the model assumed. As Golob-

off et al. (2017) reported having simulated ~9000 matri-

ces, matrices which depart from the expectation at the

5% level must have been produced in 5% of the cases.

Since Goloboff et al. (2017, fig. 1c) showed the distribu-

tions of homoplasy in the matrices resulting from simula-

tion, it is possible that O’Reilly et al. (2017) based their

statement above on an inspection of this figure (which in

fact approaches the distribution observed in 158 empirical

datasets). Their claim that many of the matrices generated

by Goloboff et al. (2017) have unrealistically low amounts

of homoplasy is without foundation.

Finally, it seems that it is O’Reilly et al. (2017) them-

selves who inadvertently provide the strongest argument

in favour of implied weighting:

The datasets simulated by Goloboff et al. (2017)

have qualities that strongly bias in favour of parsi-

mony phylogenetic inference, and implied-weights

parsimony in particular, as the presence of large

numbers of characters that are congruent with the

tree allows implied weights to increase the power of

these ‘true’ congruent characters. This effect will

not be possible when increased levels of homoplasy

are present or when the true tree is unknown (as is

the case for all empirical datasets). (italics added)

The first problem with this statement is in the use of

the negative word ‘bias’. This usage is equivalent to saying

that ‘if the probability of change for all characters on each

tree branch is the same, then this produces a bias in

favour of maximum likelihood’. The proper expression

would be that, under those circumstances, maximum like-

lihood is expected to recover the correct tree. Rephrasing

in this way leads to the following deduction about

implied weighting: when sampling datasets from an

admittedly realistic distribution of homoplasy, implied

weighting is expected to perform better than other meth-

ods.

The final claim of O’Reilly et al. (2017), that the bene-

ficial effect of implied weighting will not occur ‘when the

true tree is unknown’, making the simulations of Golob-

off et al. (2017) irrelevant for empirical analyses, is hard

to interpret. During the simulations of Goloboff et al.

(2017) the ‘true’ tree was unknown to the tree-search

algorithms, thus producing exactly the same situation as

in empirical analyses. That is also the case for all simula-

tion studies (including those of O’Reilly et al.), and thus

it is hard to see how they could have thought that ‘know-

ing the true tree’ could have unfairly favoured implied

weights in the simulations of Goloboff et al. (2017).

In summary, all of Goloboff et al.’s (2017) conclusions

and criticisms of O’Reilly et al. (2016) and Puttick et al.

(2017a) continue to be valid. The superior performance

of model-based methods in their studies hinges on a

model not proven to be generally applicable to morpho-

logical characters across taxa and anatomical systems.

And, as Goloboff et al. (2017) noted, the use of simulated

datasets alone cannot solve that problem of model ade-

quacy; empirical tests of whether morphological data ful-

fill the crucial assumptions of the model are required as

well.
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