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A  novel  extremum  seeking  scheme  is proposed  for the  optimization  of the  specific  growth  rate  in  fed-
batch  processes  with  substrate  inhibited  kinetics.  The  proposed  controller  is based  on  a high  order  sliding
mode  algorithm,  which  uses  the  gradient  of  the  specific  growth  rate  as switching  coordinate.  A  gradient
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estimation  is  obtained  through  a high  order  sliding  mode  observer.  Both  the  control  and  gradient  estima-
tion  algorithms  are  finite-time  stable.  The  stability  of the controller  is  analysed  using Lyapunov  functions
for  both  the  unperturbed  and  perturbed  cases  and  guidelines  for the  algorithm  tuning  are  provided.  The
controller  and  observer  algorithms  are  numerically  assessed  and  simulation  results  are  obtained  for  a  set
of  different  scenarios.
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. Introduction

In many biotechnological process applications it is important to
ptimize the reaction rates in order to obtain high productivities
r favour metabolic states. For example, the maximization of the
pecific growth rate allows obtaining the largest amount of biomass
or a given process duration. When the microorganism has non-

onotonic kinetics (e.g. Haldane) there is a particular substrate
oncentration which maximizes the specific growth rate.

From the control viewpoint, on-line process optimization con-
ists in regulating the specific growth rate at a given optimal value,
r equivalently, in regulating the substrate at the optimal concen-
ration. A wide variety of closed loop algorithms have been reported
n the literature aimed at regulating growth rates or concentrations.
or instance, closed loop versions of an exponential feeding law are
iven in [1–3], linearizing control is studied in [4] along with its sta-
ility for operating points at both sides of the optimum. Adaptive

inearizing control is one of the most developed techniques [5–7],
ntroducing the use of observers to estimate unmeasured variables
r parameters. Also, growth rate regulation has been developed

n [8,9] based on geometric invariance concepts. These approaches
re able to deal with common issues such as parameter uncertainty

nd lack of on-line measurements. However, a previously known
et-point or trajectory is required either for the regulation of the
inetic rates or concentrations.

∗ Corresponding author.
E-mail address: martin.jamilis@ing.unlp.edu.ar (M.  Jamilis).

ttps://doi.org/10.1016/j.jprocont.2018.04.003
959-1524/© 2018 Elsevier Ltd. All rights reserved.
Extremum-seeking control provides tools to accomplish real
time optimization of the process. The basic concept of extremum
seeking is to define a control action which allows searching an
operating point where a given objective function is maximized
(or minimized). A survey on the application of extremum seek-
ing to bioreaction processes was done in [10] where two types
of extremum seeking schemes are defined. First, the perturbation-
based scheme where the process is treated as black-box and the
objective function is not known but measured. The control tech-
nique consist in disturbing the input of the process with a dither
signal, then an estimate of the gradient is obtained by filtering and
modulating the measured output which is later used to define a
control action. This type of scheme has been developed in depth
in [11] and the application to a continuous tank reactor can be
found in [12] for volumetric growth rate maximization. Similarly, in
[13] the specific growth rate is maximized but the gradient estima-
tion is obtained with a generalized super-twisting (GST) observer
rather than by filtering and modulation. The second scheme is the
model-based extremum seeking, where only the objective function
structure is known but not the parameters values. These are esti-
mated on-line and the location of the optimum is determined from
the estimations resulting in an adaptive algorithm. Many examples
can be found in the bibliography as in [7,14–16].

Both the perturbation-based and model-based techniques are
equally valid. The first one requires minimum knowledge of the
process but the process needs to be persistently disturbed and the

final state is likely to oscillate around the optimal operating point.
The model-based extremum seeking has the advantage that some
degree of transient performance can be guaranteed. However, a

https://doi.org/10.1016/j.jprocont.2018.04.003
http://www.sciencedirect.com/science/journal/09591524
http://www.elsevier.com/locate/jprocont
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jprocont.2018.04.003&domain=pdf
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Table 1
Variables and parameters.

Name Description

x Cell concentration
s Substrate concentration
sf Fed substrate concentration
v Volume
D Dilution rate
yxs Substrate to biomass yield
�  Specific growth rate
4 M. Jamilis et al. / Journal of

odel structure needs to be assumed and included in the design,
oreover, the dither signal is still used to ensure the excitation per-

istence necessary to estimate the parameters. Also, the resulting
lgorithms are generally more complex.

More recently, alternative approaches are being developed in
he bioprocess control field in an attempt to bring together some
f the advantages of the perturbation-based and model-based
chemes. The goal is to design algorithms that do not rely vastly in
he process models but giving certain guarantees on the transient
esponse. Then, the objective function is unknown but its value can
e measured or estimated from the process states. As it is necessary
o disturb the plant to locate the optimum position, switched con-
rol algorithms like sliding mode control fit suitably for the task.
he decision variable which produces the control switch can be

n some cases an estimation of the error between the current and
ptimal substrate concentrations or the gradient of the objective
unction. In [17] a pseudo-super-twisting controller (PSTC) is pro-
osed to maximize the gas production rate in an activated sludge
rocess, where the substrate error is used as sliding coordinate.
he sign of the error is estimated with a state machine analyzing
he changes in the measured gas rate and the substrate. However.
he magnitude of the error is estimated with a static function rather
han with a closed loop algorithm. A similar approach is taken in
18] for the gradient estimation but using an output-feedback two-
evel controller instead of the PSTC. In [19] specific growth rate

aximization is achieved with a first order sliding mode (FOSM)
ontroller using an estimation of the gradient as sliding coordi-
ate. The gradient estimation is obtained by the discrete estimator
roposed in [20] using substrate concentration and gas produc-
ion rate measurements. The growth rate is driven successfully to

 neighborhood of the optimal value, however chattering issues
re present, at least for gains large enough to reject the studied
isturbances. These works have in common that both the control
lgorithms and decision variable estimations are run with a sam-
le time large enough to let the output show some variation, which
lso introduces additional dynamics to the loop.

In this work, a new extremum seeking scheme is proposed
o maximize the specific growth rate in fed-batch processes. The
cheme is based on a high order sliding mode (HOSM) controller
here the sliding coordinate is an estimation of the specific growth

ate gradient with respect to the substrate. The gradient estimation
s obtained from a HOSM observer after setting the problem into
he form of a parameter estimation problem. In contrast with the

odel-based techniques, the proposed extremum seeking scheme
oes not require the inclusion of the kinetic model structure in its
esign. Only some bounds on its curvature are required to guar-
ntee stability. Hence, only a partial model is required, involving
nly yields and influent substrate concentrations. Moreover, no
ither signal is added to the process input like in the perturbation
nd model-based schemes, instead, it is replaced by the switched
ature of the controller with the advantage that the switching
ction becomes zero in the desired operating point. Another advan-
age of the HOSM control over the FOSM, like the one in [19], is
hat the control action (dilution rate) is continuous and hence the
hattering, usually associated to this kind of controller, is signif-
cantly reduced. Also, the integral term, which is not present in
he previous case, allows to reject any constant disturbance. In this
ork, finite-time stability proofs are also given for the proposed

ontroller (for the first time), first for the nominal case and then
onsidering bounded disturbances. In previous contributions, like
21,22], the stability problem was solved numerically, in this work

 Lyapunov function is derived for the HOSM controller. A stable

perating region is derived from the stability proofs, and tuning
uidelines are given for the case in which an approximate kinetic
odel is available. The proposed gradient estimation is performed

n continuous time rather than with the (slow) sampling time of the
ω(s) Gradient of �(s) w.r.t. s
h(s) Hessian of �(s) w.r.t. s

controller, like in [17–19]. The advantage in this is that the estima-
tion converges in finite-time and no additional dynamics are added
to the closed loop. Another significant difference with many of the
works reported in the bibliography is that the proposed control
and gradient estimation scheme is based solely in the measure-
ment of cell concentration. This constitutes and advantage in many
cases, for example in industrial processes were waste or impure
substrates are used. Carbon source or nitrogen on-line measure-
ment may  be possible in some cases, but is generally expensive
and affine to certain specific substances. On the other hand, cell
density can measured by optical density methods or even dielectric
spectroscopy in a range of different processes and conditions.

2. Problem formulation

The model for fed-batch processes in terms of concentrations is
obtained from mass balance equations:

ẋ = (� − D)x (1)

ṡ = −�x
yxs

+ D(sf − s) (2)

v̇ = Dv (3)

where all the variables and parameters are referenced in Table 1. It
is assumed that an excess of substrate concentration has an inhibit-
ing effect on the specific growth rate, hence, the kinetic of the
microorganism is non-monotonic and holds a maximum �∗ at an
optimal substrate concentration s∗. It is also assumed that neither
the kinetic model or its structure are known, either by uncertainty
or lack of identification, therefore the location of the optimal oper-
ating point (s∗, �∗) is unknown.

At this point it is convenient to define some other variables that
are important for the proposed control and estimation scheme.
Supposing that the specific growth rate is a function of the limiting
substrate s only, the gradient of � can be defined as

∇� = ∂�(s)
∂s

= ω(s), (4)

which in this case is scalar because it was supposed that � depends
on a single variable. The gradient is the slope of the kinetic map  and
indicates the direction in the s axis for which � increases. Another
important variable is the Hessian defined as

∇2� = ∂
2
�

∂s2
= h(s), (5)

which is also scalar and describes the curvature of the kinetic map.
It is a necessary condition for the the operating point (s∗, �∗) to be

∗
an extreme that ω(s ) = 0. Particularly, it is a sufficient condition
for that point to be a maximum that h(s∗) < 0 [23].

Having defined both the gradient ω(s) and Hessian h(s) of the
map  (ω and h from now on) it is possible to extend the process
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rate made by this observer (when compared to �̂).
The advantage of this observer based estimator is that a fast and
Fig. 1. Control scheme.

odel by including the dynamics of � and ω. By means of the chain
ule:

˙  = ∂�
∂s
ṡ = ω

(
−�x
yxs

+ D(sf − s)
)

(6)

˙  = ∂ω
∂s
ṡ = h

(
−�x
yxs

+ D(sf − s)
)
. (7)

qs. (6) and (7) are later used to design a gradient estimator to drive
he controller and for stability proofs.

The objective in this work is to design a controller capable of
riving the specific growth rate to the optimal operating point
s∗, �∗), which as stated before, is considered unknown. To fulfill
he objective a new control and estimation scheme is proposed in
his article. A HOSM controller is proposed using an estimation of
he gradient as commutation variable and including a term to can-
el the natural dynamics of the process. The gradient estimation
s obtained with a HOSM observer which uses information of the
pecific growth rate, substrate concentration and cell concentra-
ion as inputs. Previous referenced works using a similar approach
onsider the substrate concentration as measured variable. In some
ases also the gas production rate or some variable that can directly
e related to the growth rate. To stay in line with previous contri-
utions and to give a more general framework, in this work it is
onsidered that only the cell concentration can be measured and
oth the substrate concentration and specific growth rate are esti-
ated from it. Yet, the proposed control and estimation scheme

an still be applied if substrate is measured being even easier and
ore precise.

emark 1. Cell concentration can be efficiently measured on-line
n a number of different scenarios, for low concentrations optical
ensity methods can be used, whereas for high cell concentrations
ielectric spectroscopy gives better results, also measuring only
iable cells. Substrate concentration is also possible, but sensors
re restricted to certain specific substances. Many research lines
ursue the conversion of wastes into added value products, where
hose wastes constitute part of the substrate. In that sense, it seems

ore feasible to measure cell concentration than the concentration
f an impure and non conventional substrate.

. Extremum seeking controller

The control scheme proposed in this work is depicted in Fig. 1.
t is composed of an extremum seeking control algorithm, a gra-
ient estimator and state observers to estimate s and �. The only
easured variables are D and x.

In this section each component of the control scheme is briefly

escribed, while in Section 4 the whole system stability is further
nalysed along with the tuning of the gains.
s Control 68 (2018) 23–33 25

3.1. Proposed control law

The proposed controller aims at stabilizing the gradient at a
value of ω = 0. The control law is implemented via a HOSM con-
troller:

D =
(
�̂x

yxs
+ u1 + u2

)
(sf − ŝ)−1 (8)

u1 = k1| ω̂|1/2sign( ω̂) (9)

u̇2 = k2sign( ω̂) (10)

where k1 > 0 and k2 > 0 are the design gains, and �̂ and ŝ are  esti-
mations of the specific growth rate and substrate concentration,
obtained with the observers introduced in Section 3.3. The first
term of (8) is a continuous action included to cancel the dynamics
of the substrate concentration. It should be noticed that the sliding
coordinate is the estimated gradient and that the only measured
variable is the cell concentration x.

In the case that all the estimation errors are null, i.e. all the
observers converged and �̂ = �, ŝ = s and ω̂ = ω, and replacing (8)
in (2) yields

ṡ = u1 + u2, (11)

then the dynamics of the substrate is mostly defined by the sliding
mode terms.

The proposed HOSM control law is robust against model uncer-
tainty and disturbances. Moreover, the continuous control action is
smoother and produces an inferior magnitude of chattering, mainly
because the term (9) becomes zero on the sliding surface ( ω̂ = 0).
Also, the inclusion of the integral term allows rejecting bounded
disturbances in the dilution. The stability of the controller and all
the aforementioned characteristics rely on the correct tuning of the
design gains k1 and k2. Stability proofs for the proposed control law
and a tuning rule are given in Section 4.

3.2. Gradient estimation

As explained before, the sliding coordinate used by the pro-
posed control law is an estimation of the gradient of the (s, �) map.
From (6) it is observed that ω can be estimated with an observer
based estimator if x, � and s are available for feedback, or at least
its estimates. Note that if s is measured, it is even easier to directly
estimate ṡwithout using its model. In order to obtain fast and finite-
time convergence of the estimation a HOSM observer is proposed.
The classical super-twisting algorithm (STA) [24] is not stable in this
case because in (7) the gradient is multiplied by a function which
changes its sign throughout the process. For that reason a modified
version of the STA is used here, based on the one proposed in [25].

For simplicity ṡ is renamed:

ṡ = −�(s)x
yxs

+ D(sf − s) = f (�, x, s). (12)

Then the observer equations are

�̇ = ω̂f ( �̂, x, ŝ) − �1

∣∣f ( �̂, x, ŝ)
∣∣ |�|1/2sign(�) (13)

˙̂ω = −�2f ( �̂, x, ŝ)sign(�) (14)

� = �̂ − �. (15)

In this case, � is an auxiliary estimation of the growth rate, ω̂ is
the estimation of the gradient and �1 and �2 are design gains. The
sliding coordinate � is defined as the estimation error of the growth
finite-time convergence can be achieved adding no dynamics to the
loop in an ideal case. However, some distortion is added by the fact
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hat the growth rate and substrate concentration signals provided
o the estimator are in fact estimations.

.3. Observers for � and s

The specific growth rate estimation �̂ used both by the con-
roller and the gradient estimator is obtained using an exponential
bserver

˙̂ = ( �̂ − D) x − �1(x − x̂) (16)

˙̂
 = �2

(x − x̂)
x

, (17)

here x̂ is the estimation of the (measured) cell concentration. The
ains �1 and �2 can be adjusted to assign the eigenvalues 	1 and
2 of the error dynamics as

1 + 	2 = �1 (18)

1	2 = �2. (19)

he choice has to be made in such a way that the estimation con-
erges fast but at the same time keeping noise sensitivity low.

On the other hand, the estimation of s is obtained with an asymp-
otic observer of the form

˙̂ = −D(ẑ − sf ) (20)

 = ẑ − x

yxs
. (21)

hese observers have been extensively treated in the literature, sta-
ility proofs and other results can be found in [5]. Alternatively,
here are exponential observers based on the measurement of x,
uch as [26]. However, these require to know if s > s∗ or s < s∗,
hich is almost the same thing the gradient estimator tries to

etermine.

emark 2. The control algorithm is run with a sampling time
arge enough to let both the substrate concentration and growth
ate show some variation before the next control action is applied.
his is one of the key elements that makes the gradient estimation
ossible in practice. The gradient observer is run at a higher fre-
uency in order to capture those variations and, combined with a
roper tuning of the gains, converge fast to the true gradient value.
he frequency decoupling resulting from the sampling time differ-
nces results in an attenuation of the effect of the estimation errors
n the closed loop.

. Stability analysis

In this section stability proofs are given for the proposed con-
rol algorithm. First, in Section 4.1, nominal stability is analysed
onsidering a system without disturbances, i.e. all the estimation
rrors are null, no model mismatch and no exogenous disturbances.
hen, in Section 4.2, practical stability is analysed for a case with
ounded disturbances. Differing from previous proposals of the
uthors where numerical analysis were performed (see [21,22]),
nalytical stability proofs are given here. A criteria for tuning the
ontroller gains is also derived.

.1. Nominal stability

First the unperturbed system is considered, thus, no exogenous
isturbances, model mismatching or estimation errors are present.

he later fact implies that �̂ = �, ŝ = s and ω̂ = ω. Taking this into
ccount, and replacing (8) in (7) a nominal system is obtained

˙  = h
(
k1|ω| 1

2 sign(ω) + u2

)
(22a)
s Control 68 (2018) 23–33

u̇2 = k2sign(ω) (22b)

where h is the (scalar) Hessian of �, as in (5). The state vector is
y = [ω, u2] and the equilibrium point is at y = 0.

Theorem 1. The unperturbed system (22) converges asymptotically
to the origin y = 0 (ω = 0, u2 = 0) if the controller gains satisfy

− 2k2

k2
1

> h, (23)

were k1 > 0, k2 > 0 and h < 0.

Proof. First, it should be noted that the right hand sides of the
vector field (22) are neither continuous nor locally Lipschitz, thus,
the existence of classical solutions cannot be guaranteed [27,Props.
1-2]. However, the existence of unique solutions can be guaranteed
for any initial condition in the Filippov sense [27,Prop. 3–5] [28,Ch.
2]. The requirement for the existence of solutions is that the vec-
tor field is locally essentially bounded, i.e. bounded on a bounded
neighborhood of every point. Then, for every initial condition y0 the
solution is unique if for all y there exists ε > 0 such that the field
is essentially one-sided Lipschitz in a ball B(y, ε). It can be shown
that (22) satisfies both conditions, hence, unique solutions exist for
every initial condition in the sense of Filippov.

Next, a Lyapunov approach can be taken to show that the ori-
gin in (22) is at least asymptotically stable. A quadratic Lyapunov
function V(�) = �TP� > 0 can be obtained applying a global home-
omorphism, similarly to [29]:

�1 = |ω| 1
2 sign(ω)  (24)

�2 = u2. (25)

A new dynamical system is then obtained

�̇1 = 1
2|�1| (k1�1 + �2)h (26)

�̇2 = 1
2|�1| (2k2�1) (27)

which can be equivalently rewritten as

�̇ = 1
2|�1|A� (28)

where

A =
[
hk1 h

2k2 0

]
. (29)

The eigenvalues of A are located in

eigs{A} = hk1

2
±

√(
hk1

2

)2

+ 2k2h. (30)

Recalling that k1 > 0 and k2 > 0, from the inspection of eigs{A} it
becomes clear that it is necessary that �(s) is convex (h < 0) for
(28) to be stable.

P = 1
2

[
k2

1 k1

k1 2

]
. (31)

Then, in the original domain, the proposed Lyapunov function is:

V(y) = V(ω, u2) = k2
1|ω| + 2k1u2|ω| 1

2 sign(ω) + 2u2
2. (32)

The proposed V(y) is not Locally Lipschitz continuous at S =
{(ω, u2) ∈ R

2|ω = 0}, hence, the applicability of Lyapunov’s theo-

rem [30] is not straightforward. Nevertheless, stability can still be
analysed with such non-smooth Lyapunov functions. One approach
is given in [27,Theorem 3] by means of the proximal subdifferen-
tial of V(y) and and its lower set-valued Lie derivatives. However, in
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his case the computation of the proximal subdifferential at S is dif-
cult, mainly because of the lack of convexity of V(y). Alternatively,
symptotic stability can be proven my  means of Zubov’s theorem
31,Theorem 5,p. 28] [32,Theorem 20.2,p. 568], which states that
he origin is asymptotically Lyapunov stable if and only if:

(i) V(t, y) is defined for ||y|| ≤ c and t ≥ t0.
(ii) V(t, 0) = 0∀t ≥ t0 and is continuous in y∀t ≥ t0 in the point y =

0.
iii) V(t, y) is positive definite.
iv) V(t, y) decreases monotonically to the origin.

he proposed Lyapunov function clearly satisfies conditions i to
ii, then, it only rests to show that V(y) decreases along the tra-
ectories of (22). This can be answered in terms of [33,Lemma
.1], if V(ϕ(t, y0)) is absolutely continuous and V̇(ϕ(t, y0)) < 0
lmost everywhere, then V(ϕ(t, y0)) is non increasing. Since both
(t, y0) and V(y) are absolutely continuous functions, then, its
omposition V ◦ ϕ(t, y0) is absolutely continuous only if ϕ(t, y0)
s monotone [34]. To prove that ϕ(t, y0) is monotone, suppose
hat ϕ2(t, y0) /= 0 when crossing ϕ1(t, y0) = 0 at an instant t = 
.

s ω̇ = h
(
k1|ω| 1

2 sign(ω) + u2

)
, during a time interval containing

, ϕ1(t, y0) can either increase or decrease monotonically. In the
ase that ϕ2(t, y0) = 0 and ϕ1(t, y0) = 0, the origin is reached and
1(t, y0) will stay zero [29].

Next, we show that V̇(y) is negative definite almost everywhere.
ifferentiating V(�) with respect to time yields

˙ = − 1
2|�1|�

TQ� (33)

here

Q = −(ATP + PA)  =

=
[

−hk3
1 − 2k1k2 −hk2

1 − 2k2

−hk2
1 − 2k2 −hk1

]
(34)

nd

et{Q } = −2hk2
1k2 − 4k2

2 (35)

s before, if k1 > 0 and k2 > 0, h < 0 is necessary for Q > 0. From
34) and (35), setting both the upper left minor and the determinant
reater than zero, the condition

2k2

k2
1

> h (36)

s obtained. �

Theorem 1 states that stability is guaranteed only for sufficiently
egative values of the Hessian, i.e. sufficiently far from inflexion
oints. The boundary surface defined by (23), defined from now on
s h = −2k2/k2

1, is depicted in Fig. 2(a) and some contour lines in
ig. 2(b). This bound represents the value of h closest to zero admis-
ible to assure stability. In other words, is the smallest value that
he curvature of �(s) can have. It becomes clear from both figures
hat lower k1 values result in h farther from zero, thus reducing the
tability region. It can also be noticed that when k2 → 0, the bound
or the Hessian relaxes as h → 0.

heorem 2. System (22) achieves finite-time convergence, with con-
ergence time bounded by:
 ≤ 4	max{P}
	min{P}	min{Q (h)}V(0)1/2. (37)

roof. From the fact that
s Control 68 (2018) 23–33 27

||�||2	min{Q (h)} < �TQ (h)� < ||�||2	max{Q (h)},
and from (33):

V̇ ≤ − 1
2|�1|	min{Q }||�||2. (38)

Then, as |�1| ≤ ||�|| and

||�||2	min{P} < V < ||�||2	max{P} :

V̇ ≤ −	min{P}	min{Q (h)}
2	max{P} V1/2. (39)

The solution to the differential equation v̇ = −cv1/2, where c is a
constant, is

v(t) =
(

v(0)1/2 − c

2
t
)2
. (40)

Then, by comparison [30]

V(t) ≤
(
V(0)1/2 − 	min{P}	min{Q (h)}

4	max{P} t
)2

. (41)

Finally, the time for which V(t) extinguishes is bounded by

T ≤ 4	max{P}
	min{P}	min{Q (h)}V(0)1/2. (42)

�

4.2. Practical stability

Previously, the stability of the unperturbed system (22) was
analysed. Consider now the perturbed system:

ω̇ = hṡ = h
(
k1|ω| 1

2 sign(ω) + u2 + �1

)
(43a)

u̇2 = k2sign(ω) + �2 (43b)

where �1 and �2 are the disturbance terms. The source of these
disturbances can be external to the system, model mismatching
or estimation errors produced by the auxiliary observers. The last
two sources are closely related, since persistent estimation errors
generally arise from model uncertainty.

Consider now the class of disturbances that can be bounded by

|h̄�1| ≤ ı1 |�2| ≤ ı2 (44)

where ı1 ≥ 0 and ı2 ≥ 0 are constants and h̄ < 0 is a lower bound
for the Hessian function.

Under this class of disturbances, practical stability [35] can be
obtained in terms of the following theorem:

Theorem 3. System (43) is practically stable if the disturbances can
be bounded as in (44) and

ı2 <
	min{Q }

4	max{P} ∀ı1 ≥ 0, (45)

were 	min{Q } and 	max{P} are the minimum and maximum eigenval-
ues of Q and P respectively. Moreover, the convergence time is bounded
by

T ≤ 	max{P} 1
2

�
(

1
2	min{Q } − 2ı2	max{P}

) . (46)

Theorem 3 is similar to one given in [36], but with the difference
that here matrix Q is not constant but depends on the variable

h. This comes from (43a) where h multiplies all the terms in the
equation.

Proof. First, coordinate change (26) and (27) is applied to the
disturbed system (43), giving place to
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˙ = 1
2|�1|

(
A� + �1

)
+ �2 (47)

here matrix A is h dependent (see (29)) and the disturbance vec-
ors are

1 =
[
h�1

0

]
�2 =

[
0

�2

]
. (48)

ith this structure in mind, the same Lyapunov function of the
ominal case V(�) = �TP� is proposed (the same considerations as

n the nominal case are made regarding the lack of Lipschitzness of
). In the disturbed case, its derivative is

˙ = − 1
2|�1|

(
�TQ� − �T1P�

)
+ 2�T2P� (49)

hen, if (45) holds, V̇ can be bounded as

V̇ ≤ −�
1
2
	min{Q } − 2ı2	max{P}

	max{P}
1
2

V

1
2 ,

∀||�||2 >
ı1	max{P}

2(1 − �)
(

1
2
	min{Q } − 2ı2	max{P}

) = r,

0 < � < 1.

(50)

The details on how to obtain (50) from (49) are not given due
o its length. However, although in this case Q is not a constant

atrix as in the case developed in [36], the mathematical steps for
he deduction are the same.

Matrix Q is symmetric and positive definite but also depends on
, then, its eigenvalues 	Qi are real, positive and also depend on h:

Qi = −hk1

2
(1 + k2

1) − k1k2 ±
(
ah2 + bh + c

) 1
2 (51a)

 = k2
1

4
(1 + 2k2

1 + k4
1) (51b)

 = k2
1k2(3 + k2

1) (51c)

 = k2
2(4 + k2

1). (51d)
or that reason, the minimum eigenvalue of Q must then be found
y minimizing the above expression (with the minus sign before the
quare root) with respect to h restricted to an interval (h̄, h), where

¯
 < h < 0, h is obtained from (23) and h̄ can be obtained from the
r nominal stability.

kinetic model, if available, as the smallest possible Hessian for that
growth rate kinetics.

The result in (50) assures that the trajectories of system (43)
converge to a ball of radius r around the origin in finite-time. In the
case that �1 = 0 and �2 /= 0 the radius of the ball is zero for any finite
ı2. In the case that �1 /= 0 and �2 = 0 the ball will have a radius dif-
ferent than zero. However, inspecting (43) it can be observed that
in that case the only equilibrium point is ω = 0, u2 = −�1, then, if
practical stability holds convergence will be to that unique equilib-
rium point. Particularly, note that the coordinate change � could be
redefined with �2 = u2 + �1, then

˙�2 = k2sign( ω̂) + �̇2. (52)

If �2 is constant the same proof for nominal stability shows that
y = [0,  −�2] is finite time stable. Otherwise, convergence to that
point depends on the tuning of the gains so that Theorem 3 holds
(and also, from (52), that k2 > max | �̇2|). Finally, in the case that
�1 /= 0 and �2 /= 0, only convergence to a neighborhood of the origin
can be guaranteed. For example, suppose that ω̂ /= ω,  the controller
would drive the system to ω̂ = 0 (from replacing (8) in (7)). That
is equivalent to having an error in the measurement (of ω for
instance), which would inevitably make the system converge to a
point different than the origin. Practical stability guarantees finite-
time convergence to a given region related to that error. Moreover,
since the observers for � and s have an asymptotic convergence,
the closed loop convergence rate will be dominated by them, i.e.
the gradient will converge in finite-time to a value with an error
and from there asymptotically to the origin. Of course, in cases
where both the substrate concentration and the growth rate can
be measured, such as anaerobic digestion [17,19], this limitation is
not present.

Remark 3. For the system under study, many kind of disturbances
fit in the class defined in (44). First, as many observers are involved
in the loop, estimation errors are an evident source of perturba-
tion. Second, there are disturbances caused by the uncertainty in
the model parameters used in the algorithms, in this case sf and
yxs, which at the same time causes estimation errors. Both, the
estimation and model parameter errors are usually bounded. For

example, the growth rate estimation error 0 < �̃ < �max. Similarly,
the substrate concentration will be known in general with a certain
precision given by a weighting device. Then, it can be shown that
the produced disturbances can also be bounded by a constant.
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Measurement noise can be handled as other kind of disturbances
f it can be bounded in the same way. For example, normally dis-
ributed noise with zero mean can be bounded to three standard
eviations in a practical sense. In this work, only biomass is mea-
ured and care must be taken on how noise propagates though
he observer algorithms. Both the exponential observer for growth
ate estimation and the sliding mode observer for gradient esti-

ation can keep noise levels attenuated with a proper choice of
ains [5,25]. On the other hand, the noise attenuation by the asymp-
otic observer cannot be controlled easily. In general, it should be
hecked that the signal to noise ratio for substrate is sufficiently
igh. Also, sf >> s should always hold to keep the denominator
f − s in (8) far from zero.

.3. Additional comments on stability

A possible scenario is that 	min{Q } = 0, which is the case when
 = −2k2

k2
1

. For that reason, some stability margin should be taken
n the design in order to obtain 	min{Q } > 0 strictly. Going back to
34), the stability condition can be set to

 = (−ATP + PA)  > 2˛P. (53)

ig. 4. Simulation results for the control and estimation scheme starting from different 

he  optimal value. Blue line: Initial substrate concentration above the optimal value. (For 

o  the web version of this article.)
Fig. 3. Kinetic model and Hessian used in the simulations.

This is a standard decay rate problem, if P > 0 exists, the eigen-
values of A are eigs{A} < −˛. Moreover, the eigenvalues of Q are
eigs{Q } > 2˛	min{P}. From (34), (31) and (53) conditions for the
gains can be obtained.

Theorem 4. It is a sufficient condition for eigs{Q } > 2˛	min{P} that
the controller gains satisfy
h <
−˛k1 − 2k2

k2
1

(54)

initial conditions for the substrate. Red line: Initial substrate concentration below
interpretation of the references to color in this figure legend, the reader is referred
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 < − 2˛
k1
. (55)

nder these conditions the convergence time is bounded by

 ≤ 2	min{P} 1
2

˛
V(0)1/2, (56)

hich does not depend on the Hessian h.

roof. From (53) the stability condition is equivalent to −M =
TP + PA + 2˛P < 0, then

 =
[

−k1(˛k1 + hk2
1 + 2k2) −(˛k1 + hk2

1 + 2k2)

−(˛k1 + hk2
1 + 2k2) −(2  ̨ + hk1)

]
> 0. (57)

hen, by solving the inequalities for all the principal minors of M
onditions (54) and (55) are obtained.

1
2|�1|�

TQ� < − ˛

|�1|V. (58)

hen, as

�1| ≤ ||�|| <
V

1
2

	min{P} 1
2

t can be shown that

˙
 < − ˛

	min{P} 1
2

V
1
2 . (59)

hen, as shown in Section 4.1 (56) is obtained. �

emark 4. The stability domain is initially defined by the ratio
2k2/k2

1 as stated in (23), which sets a lower bound for the curva-
ure of the kinetics (the largest negative Hessian h). To strengthen
tability, more strict conditions are defined in (54) and (55). Based
n these conditions a tuning approach can be derived for cases
hen an approximate kinetic model is available:

. Differentiate �(s) twice w.r.t. s to obtain the Hessian h(s).

. Find lower and upper bounds for h(s), if for some values of s
h(s) ≥ 0 define a maximal substrate concentration s such that
h(s) = h < 0.

. Define a value for ˛.

. Find k1 and k2 such that both −˛k1−2k2
k2

1
> h and − 2˛

k1
> h hold.

. If the obtained gains are too large or the problem is infeasible
repeat defining either a smaller  ̨ or a smaller s.

. Simulation results

In this section simulation results for the proposed extremum
eeking controller and gradient estimation are shown under differ-
nt scenarios. The process to be controlled is described by (1)–(3).
he specific growth rate kinetic model used for the simulations is
imilar to the one presented in [37,38] for the growth stage of a
HB production process:

 = �maxs

ks + s + s2
ki

. (60)

he values for the model parameters and other parameters of
he process are: �max = 0.41 h−1, ks = 1.2 g/L, ki = 17.43 g/L, sf =
00 g/L, yxs = 0.48 g/g. Also, the optimal substrate concentration
nd growth rate are s∗ ∼= 4.6 g/L and �∗ ∼= 0.27 1/h.

The specific growth rate observer gains used are �1 = −40 and

2 = 400 to ensure a fast convergence and tracking. The gradi-
nt estimator gains where adjusted as �1 = 4.5 and �2 = 10. The
ontroller gains are k1 = 20 and k2 = 0.2, which from (23) give a
aximum bound for the Hessian h ∼= −0.001 which corresponds
s Control 68 (2018) 23–33

to a substrate concentration s ∼= 7 g/L. The minimum eigenvalue
of Q for h < h is zero exactly when h = h. In order to obtain a
	min{Q (h)} > 0, (54) and (55) can be used with  ̨ = 0.01 and the
previous gains, obtaining a new bound h = −0.0015, thus slightly
reducing the stability region. Fig. 3 shows the specific growth rate
and Hessian values with respect to the substrate concentration
(�(s) attenuated 150 times to show them in the same graph). The
stability region is marked with dashed lines.

The first scenario, shown in Fig. 4, depicts the controller and
estimator response when starting with two different initial con-
ditions for the substrate. The curves in blue correspond to the
case of an initial substrate concentration higher than the optimal
(s(0) = 8.2 g/L), the curves in red correspond to an initial condi-
tion lower than the optimal (s(0) = 0.9 g/L). Both initial conditions
are equidistant from the optimum, and notice that the high one is
even outside the stability region. Regarding the growth rate and
substrate observers, in this scenario both are started with no esti-
mation error. In Fig. 4(a) it can be seen that the specific growth rate
reaches the optimal value in approximately 2 hours. The same can
be observed with the substrate concentration in Fig. 4(c). Fig. 4(b)
shows the gradient ω and its estimation ω̂ for the two cases, where
it can be first noticed a fast convergence of the estimates in less than
an hour and how the gradient converges to zero due to the control
action which is shown in Fig. 4(e). The small errors present in the
gradient estimation are originated by the delays in the growth rate
observer, which has been tuned keeping a balance between conver-
gence speed and noise rejection. Finally Fig. 4(d) shows the growth
rate trajectory in the (s, �) plane where the convergence to the
maximum rate can be observed clearly.

Fig. 5 shows the scenario in which the specific growth rate and
substrate observers are started with some error. In the case of the
growth rate the error is 50% and in the case of the substrate 200% as
it can be observed in Fig. 5(a) and (b). The growth rate estimation
has a fast convergence in accordance to the selected gains �1 and
�2. On the other hand, the substrate estimation does not converge
rapidly because its convergence rate depends on the dilution rate.
However, this does not have a significant effect on the gradient
estimation because it is its derivative ˙̂s = − �̂x/yxs + D(sf − s) which
affects the estimation rather than its instantaneous value (see (12)
and (13)), and since sf >>  s it can be concluded that the ˙̂s is not
significantly affected by errors in ŝ. Fig. 5(c) shows the gradient
and its estimation, where it can be observed that although there
is a large undershoot at the beginning (mostly because the specific
growth rate estimation error), convergence is still fast.

The next scenario consists in testing the control and gradient
estimation with a slowly time varying optimum and is depicted
in Fig. 6. The variation in �∗ is produced by introducing an addi-
tional factor in the kinetic model dependent on a second substrate,
nitrogen n in this case, as in [37,38]. Then, the kinetic model is

� = �maxs

ks + s + s2
ki

· n

kn + n + n2

kin

, (61)

where �max = 0.745, kn = 5, kin = 30, ks and ki are the same as
before. With the new factor s∗ remains the same and �∗ will vary
depending on the nitrogen concentration. The two  substrates are
added together with the same flow rate, the fed concentration for
the second is nf = 40 g/l which results in a slow accumulation of
it. As shown in Fig. 6(b), the worst effect of the varying optimum
appears in the gradient estimation because a disturbance term
appears in (4):
�̇ = ωṡ+ ∂�
∂n
ṅ = ωṡ+ � (62)
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Fig. 5. Simulation results for the control and estimation scheme when the observers initial conditions have errors. Solid lines: Real values. Dot-dashed lines: Estimated
values.  Dashed lines: Optimal values.
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ig. 6. Simulation results for the control and estimation scheme with a time varyin
radient, (d) initial map. Dot-dashed line: (d) final map. (For interpretation of the 

rticle.)

here � is the disturbance term capturing the variations in � pro-
uced by n. The growth rate estimation error can be obtained by
ubtracting the previous equation to (13)

˙̃
 = �̇ = �̇ − �̇ = ω̃ṡ + � − �1

∣∣ṡ∣∣ |�|1/2sign(�), (63)
hen, when the equilibrium has been reached ( �̇ = � = 0)

˜  = −�
ṡ
. (64)
mum. Blue line: True values. Dashed line: (a) and (c) optimal values, (b) estimated
nces to color in this figure legend, the reader is referred to the web version of this

First, it should be noted that the discrete operation of the controller
makes ṡ /= 0 most of the time as it can be observed in Fig. 6(c) where
s presents a small ripple. Secondly, the disturbance � should not be
high to assure a small error in the gradient estimation, which means

∂�
that either the slope
∂n

is small, which is a valid assumption if n

is not the limiting substrate, or the rate of change ṅ is  small. This
is illustrated at times 10–20 h where the substrate concentration is
farther from its optimum value and the specific growth rate change



3  Proces

i
b
a
t
s
ω
c
s
a
o
t

m
i
e
i
(
i
d
m
t
a
n
t
t
d
a
e
h
n

F
v

2 M. Jamilis et al. / Journal of

s the fastest. The gradient estimation is depicted in Fig. 6(b), it can
e observed that despite the errors the estimation still stays around

 neighborhood of the real value. The small box shows the detail of
he estimation, note that the steps correspond to the sign changes in
˙ . If � was faster some steady state error would appear both in s and
ˆ  due to the fact that all the changes in � would be attributed to the
hanges in s only. Finally, Fig. 6(d) shows the trajectory in the (s, �)
pace, the initial and final kinetic models are included (black dashes
nd black dot-dashes respectively) as well as the trajectory of the
ptimal (s∗, �∗) (red dashes). It can be observed a good tracking of
he optimal point.

In the last scenario noise is added to the cell density measure-
ent and is depicted in Fig. 7. White noise with variance �2 = 0.1

s used, filtered in the range of 240–1000 h−1 (∼0.07–0.3 Hz). The
igenvalues of the specific growth rate observer (16) and (17)
ncrease their magnitude as cells grow, as described in (18) and
19). The results for the growth rate and its estimation are presented
n Fig. 7(a), were it can be observed that although the tracking is
egraded by noise, as cell density increases the noise in the esti-
ation decreases, which can be related to the increase in the signal

o noise ratio of the measurement. The substrate and its estimation
re plotted in Fig. 7(b), where it can be observed that in this case the
oise gain is constant throughout the experiment due to the use of
he asymptotic observer. It is this noise in a great deal combined to
he noise in specific growth rate estimation that degrades the gra-
ient estimation and consequently the control loop performance,

s shown in Fig. 7(c). The interpretation is simple: the gradient
stimation relies on observing changes in � and s, if those changes
ave the same magnitude as the noise the gradient estimator will
ot be able to distinguish real variations from the ones produced

ig. 7. Simulation results for the control and estimation scheme under measurement nois
alues. (For interpretation of the references to color in this figure legend, the reader is ref
s Control 68 (2018) 23–33

by noise. In the simulated case the control objective is still achieved
since the growth rate reaches and stays in the maximum. However,
in scenarios where the noise conditions are more severe, an easy
solution is to decrease the controller sampling time, in that way  the
variations in the substrate become larger and more distinguishable
from the noise.

6. Discussion and conclusions

The proposed control and estimation scheme was  tested under
many scenarios including imperfect initial conditions in the esti-
mations, measurement noise and a time varying optimal operating
point. In all the scenarios the control objective of reaching the
unknown maximum specific growth rate is achieved in a short
time and the stability conditions obtained in Section 4 are verified.
Unlike previous referenced extremum seeking schemes based on
the use of dither signals or on first order sliding modes, the growth
rate response is smooth and the oscillations or chattering after con-
vergence are almost negligible. The later fact is in line with the
utilization of a HOSM control with the discontinuity in the deriva-
tive of the control action. Moreover, it was  shown that the integral
action allows rejecting bounded disturbance in the process input.
With respect to the gradient estimation, the proposed observer ver-
ifies the convergence and robustness properties of a super-twisting
algorithm. It shows to be a valid alternative to other estimators
proposed in the literature with the advantage that no dynamics are

added to the loop and a perfect tracking can be obtained in ideal
conditions. From the results it can be derived that the controller
performance is strongly linked to the accuracy of the gradient esti-
mator. Both in the case with noisy measurements and the case

e conditions. Blue lines: Real values. Green lines: Estimations. Dashed line: Optimal
erred to the web version of this article.)
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ith a varying optimum the results show that despite the maxi-
um  growth rate is reached, the substrate concentration tracking

s affected. In the fist case it is mostly attributed to the corrupted
rowth rate and substrate estimations, but in the second case it is
ecause the estimator interprets that the only factor influencing
he growth rate is the substrate, hence driving the substrate to a
ifferent value than s∗. However, as long as the factors influenc-

ng � do not produce fast or large variations and the algorithms
re properly tuned, the results verify that the control objective is
ccomplished.

In most reported bioprocess extremum seeking works the mea-
urement of substrate concentration is used, in this work the
ariables fed to the controller algorithm are obtained from the mea-
urement of cell density. In our view this is an advantage in many
iotechnological processes, such as those which involve waste
reatment or conversion and whose research is being encouraged
orldwide. These kind of processes are not fed with pure substrates
hich makes substrate measurement not always possible. Optical

ensity and dielectric spectroscopy are feasible monitoring meth-
ds for these processes. Alternatively, gas phase measurements can
e used when available, as in [19,17]. Nevertheless, the same pro-
osed controller and gradient estimator can be adapted if other
easurements are available as long as reliable growth rate, sub-

trate and cell density information can be obtained. Another point
o highlight is that waste processes may  not be easy to character-
ze, in that sense, the proposed control scheme does not require the
nowledge of the kinetic model parameters or its structure.

One of the factors influencing the gradient estimation accuracy
re the estimation errors in the specific growth rate and substrate,
or that reason, in future work the extremum seeking scheme will
e tested using alternative observers for � and s, particularly slid-

ng model algorithms in an attempt to obtain faster estimates and
educe the effect of noise.
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