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A B S T R A C T

The main motivation of this work is to provide initial estimates for the initialization of the iterative optimization
within the multivariate curve resolution - alternating least squares (MCR-ALS) algorithm for the decomposition
of second-order data. It is demonstrated that the combination of quantum chemical calculations with chemo-
metrics constitutes a novel strategy for the ALS initialization in the MCR resolution of pH-modulated chemical
data. In this work, the second-order data arise from acid-base experiments of p-nitrophenol (pNP) done under a
pH-gradient generated by an automated flow injection (FI) system monitored by UV–vis spectroscopy. The
absorption spectra of the species involved in the chemical equilibrium were simulated by means of time-de-
pendent density functional theory (TD-DFT) methods and were utilized to start the ALS optimization. The new
approach based on the Tamm-Dancoff-approximation (TDA) CAM-B3LYP method is recommended to obtain the
simulated spectra to initialize MCR-ALS, as an alternative to the routinely methods used to generate initial
estimates.

1. Introduction

Multivariate curve resolution - alternating least squares (MCR-ALS)
is an iterative soft-modeling method that allows obtaining qualitative
and quantitative information about a multicomponent system by dis-
cerning the individual contribution of the underlying components
[1–4]. This algorithm has been used in several research fields and has
demonstrated its applicability in various experimental methodologies
that generate second-order data by using hyphenated techniques, e.g.,
chromatographic methods coupled to spectrophotometric detection
[5,6], or in spectrophotometric monitoring of chemical reaction ki-
netics [7–9] or titration experiments [10].

It is known that MCR-ALS requires initialization of the iterative
process using initial estimates on spectral or concentration profiles.
Examples of methods that offer initial estimations for MCR-ALS are the
simple interactive self-modeling mixture analysis (SIMPLISMA) [11]
and evolving factor analysis (EFA) [12].

It is well accepted that quantum chemical calculations based on

time-dependent density functional theory (TD-DFT), using suitable
functionals and solvation models, can be properly applied to describe
the absorption spectra of a variety of organic compounds in reasonable
agreement with experiments [13,14]. In this sense, in a previous pub-
lication, a TD-DFT methodology was applied to calculate the absorption
spectra of antihistaminic drugs in order to explain the influence of the
stepwise protonation on the experimental spectra [15]. It was demon-
strated that the TD-CAM-B3LYP method, combined with a continuum
solvation model, performed well on the calculation of the spectra of the
acid-base species.

Therefore, as a continuation of the aforementioned study, we
decided to explore the feasibility of using TD-DFT simulated spectra as
initial estimates for the ALS iteration in MCR analysis of spectro-
photometric titration experiments, as an alternative strategy for in-
itialization. In order to benchmark the computational simulation
against the commonly implemented initialization methods, the resolu-
tion using TD-DFT simulated spectra was compared with those obtained
from the SIMPLISMA-based algorithm and EFA. To favor this analysis,
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p-nitrophenol (pNP) was chosen as a case study since it is a simple
organic compound which displays notable changes in the absorption
spectra by virtue of its acid-base properties. To the best of our knowl-
edge, this is the first time that TD-DFT simulated spectra serve as input
data for chemometric modeling of acid-base equilibrium by MCR-ALS.

2. Experimental

2.1. Reagents and solutions

pNP was synthesized by nitration of phenol [16] and purified by
recrystallization [17] following the procedures described in the litera-
ture. Methanol (MeOH) LC grade was obtained from LiChrosolv (Merck
Millipore Co., Darmstadt, Germany). Sodium phosphate dibasic dihy-
drate (Na2HPO4·2H2O) and sodium hydroxide (NaOH) were obtained
from Anedra (La Plata, Argentina). Phosphoric acid 85 wt% (H3PO4)
was purchase from Cicarelli (San Lorenzo, Argentina). Ultrapure water
used for the preparation of all solutions was obtained from a Milli-Q
water purification system from Millipore (Bedford, USA).

A stock solution of pNP at a concentration of 37mmol L−1 was
prepared by dissolving the appropriate amount of the drug in slightly
alkaline ultrapure water, and then stored at 4 °C in an amber flask.
Working solutions at concentration of 0.1mmol L−1 of pNP were daily
prepared by dilution of the stock solution in 0.1mol L−1 phosphate
buffer at pH 2.0 or 9.0, as appropriate.

For the FI analysis measurements, a 0.1mol L−1 phosphate buffer
pH 2.0 was prepared by transferring an appropriate volume of H3PO4

85 wt% to a 250.00mL volumetric flask, adjusting the pH to 2.0 with
1.0 mol L−1 NaOH, and completing to the mark with ultrapure water.
250.00mL of a 0.1 mol L−1 phosphate buffer pH 9.0 were prepared by
dissolving the suitable amount of Na2HPO4·2H2O in ultrapure water,
adjusting the pH to 9.0 with 1.0mol L−1 NaOH, and completing to the
mark with ultrapure water.

2.2. Apparatus

A flow injection (FI) system was set using a five modules (degasser,
pump, injection valve, autosampler and a diode-array detector) Agilent
1100 Series LC instrument (Agilent Technologies, Waldbronn,
Germany). The carrier buffer was pumped through an 800mm length
and 0.5 mm inner diameter flexible coil at a flow rate of 0.4 mLmin−1.
Absorption spectra were registered in the range of 250–500 nm every
2 nm at regular steps of 0.4 s in a period of 57 s.

The pH of the solutions was measured with an Orion
(Massachusetts, USA) 410 A potentiometer equipped with a Boeco
(Hamburg, Germany) BA 17 combined glass electrode.

2.3. Software and simulations

Data processing and MCR-ALS analysis were performed in MATLAB
7.10. MCR-ALS algorithms were implemented by using the graphical
interface available at http://www.mcrals.info.

Geometry optimizations of the neutral and deprotonated species of
pNP were performed in gas-phase at DFT level of theory using the
B3LYP [18] functional with def2-TZVP [19] basis set (method M1).
Resolution of identity approach to second-order Møller-Plesset pertur-
bation theory (RI-MP2) [20–22] was additionally tested together with
the def2-TZVPP basis set (method M2). All geometries were verified as
true minimum by frequency calculations. Calculations of vertical ex-
citations were carried out at the ground-state optimized geometries
using the Tamm-Dancoff-approximation TDA-DFT as implemented in
GAMESS [23], i.e., CAM-B3LYP functional [24] and def2-TZVPP basis
set. To emulate water medium, the conductor-like screening model
(COSMO) [25,26] was applied for the optimizations as implemented in
the program ORCA [27], and for the excitations the analogue con-
ductor-like polarizable continuum model (C-PCM) [28,29] was applied

as implemented in GAMESS. The calculated electronic transitions cor-
respond to the first 10 excitations. Absorption spectra were convoluted
from the vertical excitations invoking the orca_asa program [30,31]
using the Simple Model. For all the transitions, Gaussian lineshapes
with a specific broadening (σ) were implemented to mimic the ex-
perimental absorption spectra. Considering that DFT functionals in-
trinsically have systematic errors for π-π⁎ and charge-transfer transi-
tions (about 0.31 eV and 0.86 eV, respectively) [32–34] shifting the
spectra by an appropriate value is a way to improve the simulation
performance. Additionally, the half width at half height (HWHH) is a
parameter influencing the shape of the simulated spectra. It is a
common practice in the DFT community to apply appropriate HWHH
and shifting the convoluted energies to get the best possible agreement
with experimental spectra.

2.4. Spectral-pH data acquisition

To perform the pH-dependence measurements a pH-gradient FI
system with diode-array detection (DAD) was used. 50 μL of pNP
working solution prepared at pH 9.0 were injected into an acid carrier
stream (pH 2.0), producing a dispersive gradient along the time. In this
way, a data matrix with a size of 143× 126 was obtained for the
temporal and spectral dimension, respectively (Fig. 1).

Reference absorption spectra of pure species were obtained from
experiments done at selected pH conditions: pH 2.0 and 9.0 for the
neutral and anionic forms of pNP, respectively. In this way, non-pH-
gradient measurements were performed by preparing the sample and
the carrier at the same pH value. Subsequently, the reference spectra of
pure pNP species were obtained from the corresponding data matrix at
0.21min.

2.5. Chemometric analysis

MCR-ALS algorithm decomposes second-order data sets (D)
achieving a bilinear measurement model into the product of two
smaller matrices, C and S, which contain the information of the com-
ponents involved in the system, and one matrix E that comprises the
error contribution to the measurement [1]. In the case of spectral-pH
data, each column of C would contain the concentration of each species
present in the system and the rows of ST their related spectra. The bi-
linear decomposition Eq. (1) could be written as follow:

= × +D C S ET (1)

In this work, MCR-ALS was applied to obtain the individual con-
tributions of every component involved in the acid-base equilibrium.
The bilinear decomposition allowed revealing the spectral profile of
each species and its abundance contribution along the evaluated pH

Fig. 1. Three-dimensional representation of experimental data for pNP ob-
tained by the FI system.
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range. Then, a comparison between the spectral profiles obtained by
MCR-ALS and the reference spectra were carried out, and the similarity
coefficient r (Eq. 2) [35,36] was calculated as follow:

=r
s s

s s
‖ ‖

‖ ‖‖ ‖

T
1 2

1 2 (2)

where s1 is the reference spectra of the pure species and s2 is the cor-
responding spectral profile retrieved by MCR-ALS.

3. Results and discussion

3.1. Spectroscopic behavior in different aqueous medium conditions

It has been demonstrated that in acidic aqueous pNP solutions a
maximum absorption intensity at 317 nm is observed, which then de-
creases as the pH increases, and simultaneously a new band with a
maximum absorption intensity at 400 nm arises [37,38]. In acid con-
ditions the neutral form (pNPn) predominates over the anionic form
(pNP−), which is present at alkaline conditions. In Fig. 2.A the ex-
perimental spectra of pNP species are shown.

3.2. Simulation of the absorption spectra by TD-DFT methods

The deprotonation of the hydroxyl substituent of pNP generates a
remarkable spectral change that can be clearly seen in the simulated
spectra (Fig. 2.B). After applying a broadening of 3000 cm−1 for the
convolution of the absorption spectra, a maximum intensity at 274 nm
and 320 nm are observed for the simulated spectra of the neutral and
deprotonated species, respectively. The computational results indicate
that the molecular orbitals that contribute to these dominant transitions
are the HOMO and the LUMO (π-π⁎ type) of pNPn and pNP−, respec-
tively.

Several computational approaches were evaluated to achieve the
best agreement of the peak positions between experimental and simu-
lated spectra (Table 1). For example, new geometry optimizations with
RI-MP2/def2-TZVPP were performed, the popular B3LYP functional for
calculations of the vertical excitation energies was also tested and ex-
plicit solvent molecules were added to the continuum solvent calcula-
tions (one water molecule and one hydronium ion were added to pNPn
and pNP−, respectively). As can be seen in Table 1, when the differ-
ences of the maximum absorption positions for the neutral and

deprotonated forms are compared, the TDA-CAM-B3LYP functional
leads to the best agreement of the calculated with the experimental
spectra. Since the addition of explicit solvent molecules did not improve
the agreement between the calculations and experiments, TDA-CAM-
B3LYP spectra simulated without inclusion of solvent molecules was
selected for computations on pNP species.

Additionally, other computational approaches were tested using the
TDA-CAM-B3LYP simulated spectra as initial estimates. For this pur-
pose, the spectra were convoluted using broadenings of 1500 and
2000 cm−1, and a shift of 1200 cm−1 to longer wavenumbers was ap-
plied to compensate the systematic errors of CAM-B3LYP.

Finally, TDA-CAM-B3LYP spectra convoluted using a broadening of
3000 cm−1 and shifted by 1200 cm−1 (λmax

pNPn=282 nm and
λmax

pNP−=332 nm) were selected as estimates for the initialization of
the iteration process in ALS optimization (Fig. 2.B).

3.3. MCR-ALS analysis using different initialization strategies

Prior to MCR-ALS analysis, the number of contributing components
was estimated by applying singular value decomposition (SVD) [39].

Fig. 2. Normalized electronic spectra of pNP in acid (dotted lines) and alkaline (solid lines) media conditions obtained by (A) experimental measurements (blue lines)
and (B) TDA-CAM-B3LYP/def2-TZVPP computational simulations using Gaussian lineshapes with σ=3000 cm−1 without (red lines) and with (gray lines) shifting of
1200 cm−1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
Difference between maximum intensity positions of the absorption spectra of
pNP− and pNPn for simulations carried out using different computational ap-
proaches and a broadening of 3000 cm−1.

Simulation method in water (λmax
pNP−− λmax

pNPn)

Vertical excitation Optimizationa Solvent
model

eV nm

TDA-CAM-B3LYP/
def2-TZVPP/C-
PCM

M2 Continuum 0.71 51
M1 Continuum 0.67 47
M1 Explicit

solventb
0.46 33

TDA-B3LYP/def2-
TZVPP/C-PCM

M2 Continuum 0.38 30
M1 Continuum 0.31 24
M1 Explicit

solventb
0.25 20

Experiment 0.83 86

a M1=B3LYP/def2-TZVP/COSMO; M2=RI-MP2/def2-TZVPP/COSMO.
b One water molecule and one hydronium ion were added to pNPn and

pNP−, respectively.
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For ALS initialization, different strategies were utilized in order to ob-
tain initial estimates. First, auxiliary chemometric algorithms were used
to generate the initial estimates, such as the purest component spectra
by using a methodology based on SIMPLISMA or the concentration
evolution of each component by applying EFA. Besides, initialization
with spectra of pure components was carried out by using the reference
absorption spectra obtained from experiments done at the corre-
sponding pH values (Fig. 2.A). Finally, normalized spectra obtained by
computational simulations with the TDA-CAM-B3LYP functional were
employed. With this aim, different sets of TDA-CAM-B3LYP//M1 and
TDA-CAM-B3LYP//M2 simulated normalized spectra were used to
build the initial estimates.

The MCR-ALS decomposition of a data matrix is not unique since
different mathematical solutions will fit the experimental data equally
well but they will be different from a chemical point of view. Therefore,
the incorporation of certain constraints to the ALS optimization, such as
non-negativity, closure, selectivity, among others, reduces the range of
feasible solutions [2]. In addition, the resolution can be improved if
extra information of the pure components is available [40]. In this
work, in order to minimize the ambiguity of the chemometric resolu-
tion, the ALS optimization was performed applying the non-negativity
constraint in both the spectral and concentration modes. Additionally,
the closure constraint was imposed considering the mass-balance of the
total concentration in the reacting system. Therefore, peak shape con-
centration closure was implemented to fulfil the sample dispersion
profile. The closure vector was taken from the concentration mode on
the original data matrix at the isosbestic wavelength of 358 nm, at
which the absorbance of pNPn and pNP− are essentially independent of
pH, and therefore the concentration at each point is the sum of the
contribution of both species.

To show the effect of the initial estimates in the MCR-ALS resolu-
tion, the spectral and time profiles of the chemical species participating
in the pNP equilibrium retrieved by the different MCR-ALS analyses
were compared with the reference data.

First, the matrices of pure pNPn and pNP− species obtained by non-
pH-gradient procedure were analyzed by MCR-ALS. The number of
components obtained by applying SVD to pH 2.0 data matrix was 2, and
only 1 component was necessary to explain the variance of the system
for the pH 9.0 data matrix. After MCR-ALS resolution, an inspection of
the retrieved profiles allowed to attribute these contributions to the
acid species and the background contribution in the first case, and basic
species in the second case. Background contributions were also en-
countered in earlier studies for similar systems and they have been
ascribed to the absorption of the components of the buffer [41–43]. In
accordance, the number of components obtained from the pH-gradient
data matrix by SVD was 3 (pNPn, pNP− and the background con-
tribution). Subsequently, the data matrix of the pNPn/pNP− equili-
brium obtained by the pH-gradient procedure was analyzed by MCR-
ALS. The spectral and time profiles of the acid and basic species are
presented in Fig. 3.A and .B, respectively.

When the initialization was performed by using the spectral profiles
extracted by means of SIMPLISMA-based algorithm, the pNPn spectral
profile obtained presents excellent agreement with the reference spec-
trum of the neutral species, exhibiting its maximum absorption in-
tensity at 318 nm (Fig. 3.A). However, even though the retrieved profile
of the deprotonated compound pNP− shows the characteristic main
peak, with its maximum absorption position at 404 nm, an extra band at
lower wavelengths (~320 nm) appears, which is not observed in the
experimental reference spectrum. On the other hand, the initialization
of MCR-ALS resolution with initial estimates obtained by EFA retrieves
profiles equivalent to the reference spectra of the pure components,
with only a slightly difference between spectra corresponding to the
neutral species (Fig. 3.A).

Finally, the spectral profiles retrieved after initialization with the
shifted simulated normalized spectra, using TDA-CAM-B3LYP//M1 (or
M2) functional with a broadening of 3000 cm−1, present an excellent

agreement with the reference spectra of the pure components for the
neutral species, with a minor difference between the spectra that cor-
respond to the anion (Fig. 3.A). Here, the matrix containing the initial
estimates was built with the two simulated spectra corresponding to the
pNPn/pNP− equilibrium and a third component that represents the
background contribution, which was obtained from the decomposition
with the SIMPLISMA-based algorithm.

Thus, the best spectral overlaps were observed for pNP species when
the initial estimates are obtained from EFA algorithm and TDA-CAM-
B3LYP simulations (Table 2). On the contrary, the initialization with
SIMPLISMA-based algorithm estimates led to the lowest degree of
overlap between spectra.

The time profiles of pNPn and pNP− species obtained by MCR-ALS
(Fig. 3.B) show the characteristic shape of a pH-gradient resulting from

Fig. 3. (A) Spectral and (B) time profiles retrieved for pNPn (dotted lines) and
pNP− species (solid lines) by MCR-ALS analysis of pH-gradient spectro-
photometric data using profiles extracted from SIMPLISMA-based algorithm
(green lines), EFA (dashed yellow lines) and TDA-CAM-B3LYP simulated shifted
normalized spectra (red lines) as initial estimates. Blue lines represent (A) the
reference spectra and (B) the time profiles recovered by MCR-ALS resolution
after initialization with reference spectra of pure components. (For interpreta-
tion of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

Table 2
Similarity coefficient r between reference absorption spectra of pure pNP spe-
cies and spectral profiles retrieved by MCR-ALS by using different initial esti-
mates.

Initial estimates obtained from pNPn pNP−

SIMPLISMA-based algorithm 0.9993 0.9761
EFA algorithm 0.9978 0.9998
TDA-CAM-B3LYP simulations 0.9993 0.9977
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the injection of a discrete bolus of the alkaline sample into the acidic
carrier solution [43–45]. In this case, a double pH-gradient is generated
after injection showing a maximum acidity in the boundaries of the
sample bolus and an alkaline media zone in the center of the FI peak.

In all cases, the time profiles obtained after the bilinear decom-
position present similar characteristics, except for the case of in-
itialization with the estimates obtained by SIMPLISMA-based algo-
rithm. The main difference lies in the concentration distribution of the
acid species in the center of the sample bolus, where the basic species
predominates. In Fig. 3.B, it can be appreciated that the concentration
of the acid species decreases in the center of the bolus leading to a zero
value when using the initial estimates retrieved by the SIMPLI-
SMA-based algorithm. In contrast, when using EFA and TDA-CAM-
B3LYP initialization strategies, the concentration of the acid species
does not reach a zero value in the center of the bolus. The latter results
are in agreement with those obtained by MCR-ALS resolution after in-
itialization with the reference spectra of the pure components, which is
considered as the true concentration profile. It should be noticed that
the experimental conditions determine the shape of the time profile,
especially the extension of the alkaline range in the center of the FI
peak, since it is possible to modulate the pH-gradient by changing the
injection volume, carrier flow or capillary length.

4. Conclusions

In this work, a new strategy for obtaining initial estimates of spec-
tral profiles was demonstrated for the MCR-ALS analysis of absorption
spectral-pH data in the acid-base equilibrium of pNP. The TDA-CAM-
B3LYP method, with appropriate broadening and shifting parameters, is
recommended to obtain adequate simulated spectra than can be used as
initial estimates.

Different strategies for the ALS initialization, which had influence
on the final results, were evaluated. The best resolutions were obtained
when the TDA-CAM-B3LYP simulation or EFA algorithm were used to
generate the initial estimates. In this particular case, the initial esti-
mates retrieved by the SIMPLISMA-based algorithm led to un-
satisfactory results, while the good performance of the TDA-CAM-
B3LYP simulated spectra to retrieve reliable results was confirmed.

Besides, it was proved that computational chemistry can be suc-
cessfully applied as an additional method for obtaining initial estimates
in MCR-ALS analyses. In sum, the combination of experimental and
theoretical methods is a powerful tool for the acquisition of valuable
knowledge about the system under study.
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