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Abstract

We consider the problem of computing the minimum of a polynomial function g on a
basic closed semialgebraic set £ C R™. We present a probabilistic symbolic algorithm to find
a finite set of sample points of the subset E™™ of E where the minimum of g¢ is attained,
provided that E™" is non-empty and has at least one compact connected component.

1 Introduction

The minimization of polynomial functions over R", unrestricted or subject to polynomial con-
straints, is a classical problem with a variety of applications. In the last years, it has been exten-
sively studied in the algorithmic framework through numerical or symbolic-numerical methods
based on certificates of positivity (see, for instance, [19], [21], [22], [20], [26], [11], [9]).

From the symbolic computation perspective, a possible way to tackle the problem is to
restate it as a quantifier elimination problem over the reals and to apply a symbolic algorithm
to solve this more general task; however, better complexity bounds should be expected by means
of algorithms particulary designed for optimization. For instance, a quantifier elimination based
deterministic algorithm for optimization with lower complexities is given in [1, Section 14.2].
This approach enables one to deal with optimization problems on arbitrary semi-algebraic sets
defined over any real closed field. In [24], a probabilistic algorithm for unconstrained global
optimization of polynomial functions over R” with better complexity estimates is presented. The
better complexity is due to an alternative strategy relying on the computation of generalized
critical values. Also, the problem of deciding algorithmically whether the global infimum of a
polynomial function is attained is considered in [10].

Recently, in [17] (see also [6], [15]), another approach based on deformation techniques and
resultants led to a lower bound for the minimum of a polynomial function on a basic closed
semialgebraic set in R"™, provided that the set where this minimum is attained is compact.
Here, our aim is to obtain an algorithmic counterpart of this theoretical result. In order to
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obtain a more efficient algorithm, we replace the use of resultants by polynomial system solving
techniques based on the Newton-Hensel lifting. To be able to do so, we need to apply a different
deformation.

The precise formulation of the optimization problem we consider is the following. Let K C R
be an effective field. Let fi,..., fm,9 € K[z1,...,2y,], with n > 2, and

E={zeR"| filz) =---= filx) =0, figa(x) 2 0,..., fm(z) = 0},

and suppose that g attains a minimum value gniy at £. We look for a symbolic algorithm to
compute at least one point in

Emin = {r € Elg(r) = gmin}-

In this paper we assume that E™ has at least one compact connected component, but
we do not make any assumptions on the number of constraints or on the genericity of the
polynomials giving the constraints. The required compactness assumption holds, for instance,
in many families of instances of known optimization problems (see [17, Section 4]).

Our approach consists in finding a finite set of points containing at least one point in each
compact connected component of E™", The natural tool to use when solving this problem is
the Lagrange Multiplier’s Theorem; nevertheless, a direct application of this result may lead to
a degenerate system or a system with infinitely many solutions. A rough application of existing
methods to compute one point in each connected component of the solution set of the Lagrange
system would lead to high complexities since the number of variables is increased due to the
new variables for the multipliers. In order to overcome these difficulties, we apply deformation
techniques as in [16] (see also [1, Chapter 13]), which enable us to deal with “nice” systems
that, in the limit, define finite sets containing the required minimizing points. These sets are
described by geometric resolutions, which are parametric representations where the parameter
ranges over the set of roots of a univariate polynomial. Finally, we compare the values that
the given polynomial function g takes at the computed points and obtain the Thom encodings
characterizing the minimizers.

The main result of the paper is the following:

Theorem 1 Let E={x € R" | fi(x) =---= fi(zx) =0, fiz1(x) > 0,..., fi(x) > 0} be defined
by polynomials f1,..., fm € K[z1,...,2,] with n > 2 and degrees bounded by an even integer
d. Let g € K[xy,...,2z,] be a polynomial of degree at most d that attains a minimum value

Jmin ot E in a non-empty set E™v with at least one compact connected component. Algorithm
FindingMinimum (see Section 5) is a probabilistic procedure that, taking as input the integer d
and the polynomials f1,..., fm,g encoded by a straight-line program of length L, computes a
family

{((Pz‘, Vilye- Ui,n)7 Tz‘) }iEI
where I is a finite set and for every i € I, (pi,vi1,...,0in) is a geometric resolution in Ku]
and 1; € {—1,0,1}9°8Pi 4s the Thom encoding of a real root & of p; such that the set

{(i1(&), .- vin(&i)) ez

is included in E™™ and intersects all its compact connected components. The complexity of the
algorithm is

O ((n3(L + dn + n**"1)D?log?(D) loglog?(D) + (m + D)D? log3(D))T>,

2



where

e D= max (Mds(d—1)"5,

0<s<min{n,m}

T = 1\ (m—l\os; myogs

’ Ogsgn%r:l{n,m} Sl‘g;:s (Sl)( 52 )2 = Ogsgn%r:l{n,m} (S >2

0<s1<l, 0<sg<m—1

In the above statement, {2 denotes a positive real number such that for any ring R, addition,
multiplication and the computation of determinant and adjoint of matrices in R***¥ can be
performed within O(k®) operations in R. We may assume Q < 4 (see [3]) and, in order to
simplify complexity estimations, we also assume that £ > 3.

For the optimization problem over basic closed semialgebraic sets we consider, the complex-
ity of our probabilistic algorithm improves the one of the best known quantifier elimination
based deterministic procedure (see [1, Section 14.2]). In addition, for the particular case of
unconstrained global optimization, our complexity also improves asymptotically the one of the
probabilistic algorithm from [24], but this algorithm works even if the infimum or supremum is
not attained.

The paper is organized as follows. In Section 2, we introduce the basic notation and state
some previous results we use throughout the paper. In Section 3, we present the deformation
we apply and we prove some of its geometric properties. Section 4 is devoted to showing how
the deformation leads to a geometric resolution of the finite set we look for. Finally, in Section
5 we show the algorithmic counterparts of the previous theoretical results, proving Theorem 1.

2 Notation and preliminaries

Throughout the paper, we denote N the set of positive integers. For a field K, we write K for
an algebraic closure of K, K(t) for the field of rational functions in a single variable ¢t and K{[t]]
for the set of formal power series in .

For a given n € N, the n-dimensional affine and projective spaces over an algebraically closed
field K are denoted by A% and P’ respectively. When the base field is K = C, we write simply
A™ and P™.

2.1 Algorithms and complexity

The algorithms we consider in this paper are described over an effective field K C R. The notion
of complexity of an algorithm we consider is the number of operations and comparisons over K
that the execution of the algorithm requires. In this definition of complexity, accessing, reading
and writing pre-computed objects is cost free.

Our algorithms are probabilistic in the sense that they make random choices of the values
of certain parameters during their execution. However, on every input, a generic choice of these
values ensures that the algorithm produces the correct output.

The objects we deal with are polynomials with coefficients in K. In our algorithms we
represent each polynomial either as the array of all its coefficients in a pre-fixed order of its
monomials (dense form) or by a straight-line program. Roughly speaking, a straight-line program
(or slp, for short) over K encoding a list of polynomials in K[z1,...,x,] is a program without
branches (an arithmetic circuit) which enables us to evaluate these polynomials at any given



point in K™. The number of instructions in the program is called the length of the slp (for
a precise definition we refer to [4, Definition 4.2]; see also [13]). From the dense encoding of
a family of m polynomials in K[z1,...,x,] of degrees bounded by d, we can obtain an slp of
length O(m(d:”)) encoding them. Unless otherwise stated, throughout the paper, univariate
polynomials will be encoded in dense form.

To estimate complexities we will use the following results. Operations between univariate
polynomials with coefficients in a field K of degree bounded by d in dense form can be done
using O(dlog(d)loglog(d)) operations in K (see [7, Chapters 8 and 9]) and ged or resultant
computations by means of the Extended Euclidean Algorithm (see [7, Chapter 11]) can be
performed within O(dlog?(d)loglog(d)) operations in K. Given an slp of length L encoding a
family of m univariate polynomials of degree at most d, we can obtain their dense form within
O(dL + mdlog?(d)loglog(d)) operations in K (see [7, Corollary 10.12]).

From an slp of length L encoding a polynomial f € K[x1,...,z,], we can compute an slp of
length O(L) encoding f and all its first order partial derivatives (see [2]).

2.2 Geometric resolutions

A way of representing zero-dimensional affine varieties which is widely used in computer algebra
nowadays is a geometric resolution (see, for instance, [8]). The precise definition we are going
to use is the following:

Let K be a field of characteristic 0 and V' = {z1,...,2p} C A% be a zero-dimensional variety
defined by polynomials in K[z1,...,z,]. Given a separating linear form ¢ = ayz1+- -+ a,x, €
Klzy,...,zy,] for V (that is, a linear form ¢ such that £(z;) # {(z;) if i # j), the following
polynomials completely characterize the variety V:

e the minimal polynomial p := [ <;<p(u — £(z;)) € K[u] of £ over the variety V' (where u
is a new variable),

e polynomials vy,...,v, € Klu] with deg(v;) < D for every 1 < j < n satisfying z; =
(v1(€(2i))y - yon(€(zi))) for 1 <i < D,

since they satisfy that
V={(01(8),..., (&) e K" | £ € K, p(¢) =0}

The family of univariate polynomials (p,v1,...,v,) is called a geometric resolution of V' (asso-
ciated with the linear form ¢). Note that if K is a subfield of R, the real roots of p correspond
to the real points of the variety V.

Given geometric resolutions (p1,v11,...,v1,) and (pa,va1,...,v2,) of two zero-dimensional
varieties V7 and V5 in A” consisting of Dy and Ds points respectively, associated with the same
linear form ¢ which separates the points in V4 U V5, we can obtain a geometric resolution of
Vi UV, within complexity O(nD log?(D)loglog(D)), where D = max{D;, Dy}, by means of the
Chinese Remainder Theorem using the Extended Euclidean Algorithm.

2.3 Thom encoding of real algebraic numbers

The Thom encoding of real algebraic numbers provides an algebraic approach to distinguish
the different real roots of a real univariate polynomial. We recall here its definition and main
properties (see [1, Chapter 2]).



Given p € Klu] and a real root ¢ of p, the Thom encoding of £ as a root of p is the
sequence (sign(p/(€)),...,sign(p(deeP)(¢))), where we represent the sign with an element of the
set {—1,0,1}. If the sign of the leading coefficient of p is known, the Thom encoding can be
shortened to (sign(p/(€)),. .., sign(pdeer—1(¢))).

Two different real roots of p have different Thom encodings. In addition, given the Thom
encodings (01,1, ..,01,degp) and (02,1, .. .,02degp) Of two different real roots {; and & of p, it is
possible to decide which is the smallest between &; and &> as follows: Consider the largest value
of k such that oy 3, # o2; then k£ < deg p, since p(degP) is a constant. Also O1k+1 = 02k+1 7 0,
since otherwise £; and & would have the same Thom encoding with respect to the polynomial
p*+1) and therefore & = &. Then,

o if 01 ;41 = 024+1 = 1, we have that {; < & if and only if o1 < o9,

o if O1,k+1 = 02 k+1 = —1, we have that fl < 52 if and only if 01,k > 02,k-

3 The deformation

3.1 Defining the deformation

Here we introduce the deformation we use. We denote:
e g0 :=n+1and ¢t < .-+ < @ the first m prime numbers greater than n 4+ 1. Let

A€ Q(m—&—l)x(n—i-l)’A = (aij)ogign% 0<j<n be the Cauchy matrix defined by Qi = ﬁ
(note that each submatrix of A has maximal rank and a;; > 0 for every 1, j).

e For e € N, T, the Tchebychev polynomial of degree e (see [18, Section 6.1]).

e §(x) = Zlgjgn aojT4(z;) and, for every 1 <i <m, fi(®) = aio + Zlgjgn agj (Td(xj) + 1).

o G(t,z) =tg(x)+ (1 —t)§(x) and, for every 1 <i < m, E;"(t,x) = tfi(z) + (1 —t) fi(z) and

Fi () = tfi(z) — (1 — t) fi(x).
e For every S C {1,...,m} and o € {+, —}",
Vso ={ (t,z,)) € A x A" x P51 | F7i(t,2) = 0 for every i € S,
MVaG(t,z) => NV F i (t,x) }.
€S

We consider the decomposition of VS,U as VS,U = Vét()f

— S(tg is the union of the irreducible components of ‘757(7 included in t = tg for some
tg € C,

— Vg5 is the union of the remaining irreducible components of VS,U.

U Vs,s, where

e For a group of variables y, II, the projection to the coordinates y.

In [17], a similar deformation is defined using powers of the variables instead of Tchebychev
polynomials; however, it is not suitable for the algorithmic purposes of the present work. In
the algorithmic framework, deformations based on Tchebychev polynomials have already been
applied in [16]. The main properties of this deformation on which our algorithms rely are stated
in Lemma 6.



3.2 Geometric properties

Let C be a compact connected component of E™*. For § > 0, we write
o O_s ={z e R"|dist(z,C) = d},
o Ccs ={x e R"|dist(z,C) <6},
o O s ={zeR"|dist(z,C) < d}.

Let p > 0 such that C<, and Epni, \ C do not intersect.

We consider

E={(t,z) eRxR"| F{(t,z) >0,...,F(t,z) >0, F,
Fi(t,z) <0,...,F (t,z) <0}

(t,x) >0,...,Fl(t,x) >0,

m

IN

and, for every 0 <t <1, 3
E, =1, (En ({t} xR")) CR".

Note that Eg =R", B} = E and for 0 <t; <t2 <1, E;, C E},.

Lemma 2 There exists 0 < € < 1 such that for every 1 —e <t < 1, the minimum value that
G(t,-) takes on Ey N C<, is not attained at any point in B, N C—,,.

Proof. The minimum value of ¢g(-) = G(1,-) at E1 N C<, iS gmin, which over this set is only
attained at points in C and, therefore, not in £y N C—,. Assume the claim does not hold. Then
there exists a strictly increasing sequence of positive numbers (¢ )ren converging to 1 such that
the minimum value of G(ty,-) at By, N C<, is attained at a point z, € £y, N C—,,.

The sequence (zi)ren is contained in the compact set C—,; therefore, without loss of gener-
ality, we may assume that it converges to a point z € C—,. On the other hand, the sequence
(tr, 21 )ken is contained in £ and converges to (1, z), then (1,z) € E and z € E.

We will prove that g(z) = gmin. Take 2’ € E; N C<y, then 2’ € By, N C<, for every k € N
and

9(z")=G(1,2) = lim G(t,2') > lim G(ty,2;) = G(1,2) = g(2).
k—o00 k—o0

Then g attains its minimum on E1 N C<, at z, which is gyi,. This leads to a contradiction since
this value is not attained at any point in £y N C—,. 0

The following proposition shows that in order to obtain minimizers for the polynomial func-
tion g on the compact connected component C' it is enough to consider at most as many of the
equations and inequations defining £ as the number of variables. We define the set

S={(S,0)]|Sc{l,...,m} with 0 < |S| <nand o € {+, -} with g; = + for [+1 <i < m}.

Proposition 3 Let C be a compact connected component of E™". There exist z € C and
(S,0) € S such that z € I1,(Vs, N {t = 1}).

We point out that if E (resp. E™in) i5 compact, we can easily prove Proposition 3 adapting
the arguments in the proof of [17, Proposition 7] (resp. [17, Theorem 14]). Now we prove it
under our weaker assumptions.



Proof of Proposition 3. Consider 0 < & < 1 such that

o for every 1 —e <t <1, the minimum value that G(t,-) takes on E; N C<,, is not attained
at any point in E; N C—,,

e for every S C {1,...,m} and o € {4, —}%, Ht(Véfa)) N(1l—eg1)=0,
e forevery 1 —e <t<1,SC{l,...,m} with |S| >n and o € {+, —}7, the set
{x € A" | F7*(t,x) = 0 for every i € S}
is empty.

The existence of such an ¢ follows from Lemma 2, the finitness of Ht(Vétg) for every S and
o, and an adaptation of the arguments in [16, Lemma 21] or [17, Lemma 4].7

Let (tx)ren be an increasing sequence converging to 1 with ¢; > 1 —¢ and let 2, € By, NC<,
be a point such that G(ty,-) attains its minimum value on the set Ey, NC<,, at z;,. Without loss
of generality, we may assume that the sequence (2x)ren is convergent to a point z € Ey N C<y,
and proceeding as in the proof of Lemma 2, we have that z € C.

Now, for every k& € N and every x € R"™, at most one Fi+(tk,x) and F; (t,2) may vanish.
Let

Sp={ie{l,....1} | E"(tx,25) =0 or F; (tg,2x) =0yU{i € {I+1,...,m} | Ef(tg,2) = 0};

then 0 < |Sk| < n. Without loss of generality, we may assume that Sy is the same set S for
every k € N; moreover, we may assume that, for each i € SN {1,... 1}, it is always the same,
Ft(tg, z1) or F; (tg, zx), the one which vanishes, thus defining a function o € {+, -} with
i =+ for I+ 1 <i<m. Then, (S,0) €S.

For k € N, if the set {V F; " (t, 1), € S} is linearly independent, since the function G(ty, -)
attains a local minimum at the point z; when restricted to the set E;, N C.,, by the Lagrange
Multiplier’s Theorem, there exists (\; ;)ics such that

VaGlth, 2) = Y Nk Ve F (trs k).
€S

We take g, = 1 and we have that (¢, zx, (Ao g, (Nik)ies)) € VSJ; but since t; & Ht(VS(tg), we
have that (tx, 2k, (Ao,k, (Nik)ies)) € Vs,o. On the other hand, if >, ¢ Ai Vo F ' (t, 2k) =0 with
(Mik)ies # 0, we take Ao = 0 and, as in the previous case, (tg, 2k, (Aoks (Aik)ies)) € Vso.

Without loss of generality, we may assume that (Ao, (Aik)ies)ken converges to a point
(Mo, (Nio)ies)) € PISL then (1, 2, (Ao, (Min)ies)) € Vs, and, therefore, z € T1,(Vs, N {t = 1}) as
we wanted to prove. O

Proposition 4 For every (S,0) € S, we have that I1,(Vs, N {t = 1}) is a finite set.

The proof of Proposition 4 will follow from arguments in the next section. From Propositions
3 and 4 we deduce the following:



Corollary 5 Under the assumptions of Theorem 1, the set

U Ha:(VS,U N {t = 1})

(S,0)eS
is finite and contains a point in every compact connected component of E™®,

We point out that in this paper we focus on semialgebraic sets over the field of real numbers;
in particular, the proofs of Lemma 2 and Proposition 3 use compactness arguments that do not
hold over arbitrary real closed fields.

4 A geometric resolution

Due to Corollary 5, to solve the problem we are considering, we will now focus on describing
the set I, (Vs , N {t = 1}) for every (S,0) € S.

For simplicity, throughout this section, we consider fixed (S,0) € S and denote V= Vs,o
and V = Vg ,; moreover, we suppose S = {1,...,s} and o = {+}°. For 1 < j < n, let

0 af;
g](x7)\) :)\Oaigi Z )‘Zaf EK['ID '7xn7)‘07 7)‘8]7

T 1<i<s J

_ dg Ofi
A)=X7— — )\’L ceK ) '7717)‘7 7)\87
gj(w,A) 05, 1;35 oz, [21 T, Ao ]

Gj(t,xz,\) =tgj(x,\) + (1 —1t)g;(z,\) € K[t,z1,...,Tn, Aoy ..., As).

These polynomials are homogeneous of degree 1 in the variables \; therefore, by the multi-
homogeneous Bézout theorem (see, for instance, [25, Chapter 4, Section 2.1]), the degree of the
varieties V N {t = to} for ¢y € C is bounded by

Dy = (Z) d*(d —1)"*.

The next lemma shows the key properties of the initial system in the deformation based on
Tchebychev polynomials introduced in Section 3.1 (c.f. [16, Lemma 20]). In addition to what is
stated, its proof shows that the solution set of the initial system can be partitioned into a finite
union of solution sets of square systems in separated variables, which will play a key role in our
algorithms (see the proof of Proposition 8).

Lemma 6 The polynomials fl, . ,fs,gl, .., n define a 0-dimensional variety in A™ x {\g #
0} C A" x P* with Ds distinct points wi,...,wp, satisfying Il (w;) # I (w;) for i # j, and the

Jacobian determinant of fi1,..., fs and the polynomials obtained from g1, ..., G, dehomogenizing
with \g = 1 does not vanish at any of these points.

Proof. Recalling that g(z) = >, ,<, ao;Tu(z;) and fi = aip + > 1<j<n @ij(Ta(x;) + 1), we have
that, for every 1 < j <n,

3@ ) = Tie) (and— 3 ah).

1<i<s



Therefore, the solution set of the system fl, ey fs, Ji,---,0n can be decomposed as
U {Tcll(l'J) =0Vj e B, f}(af) :0,...,fs(x):0} X {a0j>\0— Z CLZ'j)\Z'ZOVj %B}
Bc{1,...,n} 1<i<s

By our assumption on the matrix A, if |B| = n—s, the linear system agjAo — D 1 <;< @ijAi =
0 Vj ¢ B has a unique solution Ag € P*; moreover, this solution lies in {\g # 0}.

For a fixed B C {1,...,n} with |B| = n — s, taking into account that T}, has d — 1 real roots
and Ty takes the value 1 or —1 at each of these roots, we have that

Sp:={T)(z;) =0Vj € B, fi(x) =0,..., fs(z) =0}
decomposes as the union of the sets
SB,e = {To,l(x]) =0, Td(xj) = 6(]) VJ € B, le’e =Y,... >.f§7e = 0}

for all e : B — {1, —1}, where fiB’e € Klz;;j ¢ B] denotes the polynomial obtained from fi by
replacing T;(z;) = e(j) for every j € B.
Without loss of generality, in order to simplify notation, assume B = {s + 1,...,n}. Then,

for e : B — {1, —1}, the system ff’e =0,..., f2° =0 can be written in the form
Ty(x1) +1 a{g’e
Ap : = :
Td(l‘s) +1 asB’e
where Ap := (aij)1<ij<s and aZB’e = —aj0 — D _si1<j<n @ij(€(j) + 1) for 1 < i < s. Since
Ap is invertible, we can solve the underlying linear system for Ty(z1) + 1,...,Ty(zs) + 1. By

applying Cramer’s rule, it can be seen that the coordinates of the solution to this linear system
are rational numbers where the denominators are a multiple of the prime number ¢, whereas
the numerators are relatively prime with ¢4; therefore, no coordinate of a solution is an integer
number. We deduce that the above system is equivalent to a system of the form

Ty(z1) = ¢, ... Ty(as) = cB°

where cf “ £ £1 for every 1 < i < s. It follows that each of the equations has d distict roots,
none of which equals a root of T} (thus, the sets Sp . are mutually disjoint).

Moreover, the Jacobian matrix of fi,..., fs and the polynomials obtained from gi,..., g,
dehomogenizing with Ay = 1 evaluated at any of its solutions is of the form
s A Ci] 0 0
s A * 0 | Co
n—s { x | Cs *

~— =~ =~

S n—s S

It is easy to see that 1, ' and C3 are invertible matrices and so, the Jacobian determinant
does not vanish.

We conclude that Sp consists of (d—1)"*d® distinct points in A" for every B with |B| = n—s.
Hence, the system fl, e fs, g1, - - -, gn has Dy isolated solutions in A™ x IP¥ whose projections to
A™ are all distinct. Since Dy is an upper bound for the degree of the variety the system defines,
it follows that these are all its solutions. O



As a consequence of Lemma, 6, it follows that all the irreducible components of V' intersect
the set {¢ = 0} and have dimension 1. Proposition 4 is immediate from this fact. Moreover, the
following further properties of the induced deformation hold.

Lemma 7 The variety defined in A%(t) X ]P’i<W by Fi,...,Fs,Gq,...,Gy is 0-dimensional and
has D distinct points Wi,...,Wp, in {Ao # 0} such that I, (W;) # I1,(W;) for i # j. More-

over, by means of the map ¢: (A%@)XP%)H{AQ #0} — A%@)XA%, (, (Ao ALy v oy Ag)) =

(z, (%, el ﬁ—;)), these points can be considered as elements in K[[t]]" 5.

Proof: 1f wy,...,wp, are the common zeros of fl, ce fs,gl, ..., 0n, the Jacobian with respect
t0 T1,...,Tn, A1,...,As Of F1,...  Fs and the polynomials obtained from Gy, ..., G, dehomog-
enizing with \g =1 at ¢ =0 and (x, A1,...,As) = ¢(w;) is nonzero, where by abuse of notation
¢ is the map from the statement of the lemma considered over the base field K. Applying the
Newton-Hensel lifting to the dehomogenized system and the initial points ¢(w1), ..., ¢(wp,) (for
example as in [12, Lemma 3]) we obtain Dy distinct points in K[[t]]*** which are solutions of
this system. Finally, W7y,...,Wp, are obtained by applying ¢! to these points. They are all

the common solutions to Fi,..., Fs,G1,...,G, since the multihomogeneous Bézout Theorem
states that the degree of the variety the system defines is bounded by D;. O
Consider now new variables y1,...,y, and define {(z,\,y) = l(z,y) = > 1<, y;z;. For

a1,...,0p € C, let lo(z,A) = la(x) = D01, ;. Let

_ B ' _ 20<h<D, pu(t, y)u" B P(t,u,y)
P(tvuv y) - 1§£[DS (’lL E(Wlay)) - q(t) - q(t) € K(t)[u’ y]a

with P(t,u,y) € K[t,u,y] with no factors in K[t]. Let Q(u,y) = ged(P(1,u,y), P /du(l,u,y)).
Then, for generic a € C", if )

P(1,u,«)

p(u) = Q)

and, for every 1 < j <n,

’U(u) ':—%(1’u’a) %5(1’%0‘)
e Q(u, @) Q(u, )

-1
) mod p(u)a

we have that (p(u),vi(u),...,vn(u)) is the geometric resolution associated to £ of a finite set
P containing II,(V N {t = 1}) (see, for instance, [8, Algorithm 9] or [16, Proposition §]).

The computation of P will be done in Section 5 by means of a Newton-Hensel based ap-
proximation (see Algorithm GeometricResolution). The required precision is obtained from

A~

the degree bound deg, P(¢,u,y) < nDjs, which can be proved as in [16, Lemma 9.

5 The algorithm

In this section we describe our algorithms and prove the main result of the paper. For the sake
of readability, for each algorithm we first present a schematic description containing its main
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steps. A precise description of how computations are performed at each step, the complexity
analysis and proof of correctness are given right after the presentation of the algorithm.
From Corollary 5, we know that the finite set

U Hx(VS,O' N {t = 1})

(S,0)eS

contains a point in every compact connected component of E™®; nevertheless, for a fixed (S, o) €
S, the set I (Vs N {t = 1}) is not necessarily contained in E™® or may even have an empty
intersection with . The idea of our main algorithm is to compute first finite sets Pg , containing
I, (Vs N {t = 1}); then, look for for the points of each Pg, that lie in E and finally, compare
the values that the function g takes at these points.

First, we introduce three auxiliary subroutines we use to construct our main procedure.

Our first subroutine is an algorithm to compute the geometric resolution of the finite set Pg
containing I1,(Vs, N {t = 1}) introduced in the previous section. This algorithm relies on the
global Newton lifting from [8] and it is essentially the procedure underlying [16, Proposition 13];
we include it here for completeness. In order to simplify notation, we assume that S = {1,..., s}
and o = {+}°.

Algorithm GeometricResolution

INPUT: Polynomials fi,..., fs,g € K[z1,...,z,] encoded by an slp of length L, an even integer
d > deg(fi),deg(g), and a linear form ¢, € K[z1,...,zy,)].

OUTPUT: The geometric resolution (p,v1,...,v,) associated to ¢, of a finite set P containing
I, (Vn{t=1}).

1. Compute the geometric resolution associated to Eg (x) =T+ -+ ap®y of the variety
defined in A™"* by the (dehomogenized) system fi, ..., fs, g1, -, dn as follows:

(a) For every B C {1,...,n} and e : B — {—1,1}, compute the geometric resolution
associated to £ (x) of the variety Sp..

(b) Compute the geometric resolution associated to £o(z) of the variety Up . Sp.e-

2. Compute the geometric resolution associated to ~E(x, Y) =121 + - - - + YnTp of the variety
defined by the (dehomogenized) system fi,..., fs,d1,---,dn over K(y), modulo the ideal

(yl — Q1,3 Yn — an)Q'
3. Compute P(t,u,y) mod ((£)*"PsT1 + (y1 — a1,. .., yn — an)H)K][t]][u, y].
4. Compute P(1,u,a) = Zogthsph(laa)“h and ‘g—;(l,u,a) = > 0<h<D, %(1,a)uh as
follows:
(a) Compute py(t, ) and g%?(t, a) (1<j<n,0<h<Dy).
(b) Evaluate t = 1.

11



5. Compute Q(u,a) = ged(P(1,u, @), %(1,%(1)), p(u) = Pllu0) and, for every 1 < j < mn,

| . Q(u,a)
oP 5 —
5, (Lu,a) 9P (1 y.a)
vj(u) = — g(u,a) ) mod p(u).
Proposition 8 Given a generic « € K" and polynomials fi,..., fm € Klz1,...,z,] of degree

bounded by an even integer d and encoded by an slp of length L, Algorithm GeometricResolution
computes the geometric resolution associated to the linear form €y (x) = Z1§j§n a;z; of a finite
set Ps, with at most Dy points, containing I1,(Vs, N {t = 1}), within complexity O(n3(L +
dn +n*~1)D2log?(D;) loglog*(Dy)).

Proof: STEP 1(a). The variety Sp . is defined by a square polynomial system in separated vari-
ables; then, the required computation can be achieved as in [14, Section 5.2.1] within complexity
O(D?g,e log2(DB’e) loglog(Dp.)), where Dp . is the cardinality of Sp_.

STEP 1(b). This step can be done within complexity O(nDslog®(D;)loglog(D;)) following the
procedure in Section 2.2 and the strategy described in [7, Algorithm 10.3].

STEP 2. This step can be done applying [8, Algorithm 1] within complexity O((dn® + n*+1)
Dglog(Ds)loglog(Dy)).

STEP 3. Since Fi,...,Fs,G1,...,G, can be encoded by an slp of length O(L + (d + s)n),
a geometric resolution of the variety they define associated with the linear form ¢(z,y) mod-
ulo the ideal (¢)2"Ps*! 4+ (y; — ay,...,yn — ay)? can be obtained from the previously com-
puted geometric resolution by applying [8, Algorithm 1] within complexity O(n*(L + dn +
n=1) D2log?(Ds) log log? (D).

STEP 4(a). By expanding P(t,u,y) = > o<p<p, p};(é’)y)uh € K][t]][u,y] into powers of wu,

(y1 — @1),- -+, (Yn — ), we have that the coefficients corresponding to u" and u"(y; — a;)
(1 <j5<mn0<h < D) are py(t,a)/q(t) and g%’?(t, a)/q(t) respectively. As the degrees
of the polynomials involved in these fractions are bounded by nDg, they are uniquely deter-
mined by their power series expansions modulo (#)2"Ps*1K[[t]] (see [7, Corollary 5.21]) that
were computed at Step 3. By using [7, Corollary 5.24 and Algorithm 11.4] and converting
all rational fractions to a common denominator, the computation is done within complexity
O(n*D?1og?(Ds) loglog(Ds)).

STEP 5. This step is achieved by means of the Extended Euclidean algorithm and polynomial
divisions with remainder within complexity O(nD;log?(Ds)loglog(Dy)). O

The second subroutine presented here tells us, for a finite set Pg, given by a geometric
resolution, if the set Ps, N E is empty, and, if not, it computes the Thom encoding of all the
real roots of the minimal polynomial ps, corresponding to the points where the minimum value
of g on Ps, N E is attained.

Algorithm MinimumInGeometricResolution

INPUT: A geometric resolution (pse, vs,0,1;---,Us,0n) in K[u] of a finite set Pg, polynomials
fis-ooy fm,g € Klz1,...,2,] encoded by an slp of length L, an integer 0 < ! < m and an integer
d > deg(fi), deg(g).

OUTPUT: A boolean variable “Empty” with the truth value of the statement “The set Pg,NE
is empty” and a list of elements 71,..., 7, € {—1,0,1}9%€Pso~1 with k = 0 if Empty = True,
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representing the Thom encodings of all the real roots of pg, corresponding to the points where
the minimum value of g on Pg, N E is attained.

1. Compute the list of realizable sign conditions for fi(vss(u)), ..., fm(vs,s(u)) over the real
zeros of pg 5 (u).

2. Determine Empty going through the obtained list of realizable sign conditions: Empty =
False if and only the list computed in step 1 contains an element 7 = (91,...,7My,) such
that n; = 0 for every 1 <i <[ and n; € {0,1} for every [ +1 <1i < m.

3. If Empty = False:

(a) Compute h(u) := Resg(ps,s (1), u — g(vs,s())).

(b) Compute the list of realizable sign conditions for fi(vse(u)), ..., fm(vse(u)), P, (u),

Py (), 1 (g(vs,e(w))), ., h9EPS.o~ (g(vg,, (u))) over the real zeros of
pS,U(U)-
(¢) Determine 7y, ..., 7, going through the obtained list of realizable sign conditions.
Proposition 9 Given a geometric resolution (psq,Vsq1;---,VS,0n) 0f a set Ps, with at most

Ds points and the polynomials fi, ..., fm,g € K[z1,...,zy,] encoded by an slp of length L, Algo-
rithm MinimumInGeometricResolution decides whether Ps,NE is empty or not and computes
the Thom encodings of the real roots of ps, corresponding to the points where the minimum
value of g on Ps, N E is attained within complexity O(ndD? + LdDs + (m + Ds)D?1log?®(Dy))).

Proof. STEP 1. First we compute the dense encoding of the polynomials fi(vsq(u)), ..., fm(vs.s(u))

and their remainders in the division by pg ,, within complexity O((nDs+L)dDs+mdDs log?(Ds) log log(Dy)).
Note that the value that a univariate polynomial takes at a root of pg, coincides with the value

that its remainder in the division by pg, takes at the same root. Then we apply to the remain-

ders computed the sign determination algorithm from [1, Section 10.3] and [5], following [23,

Corollary 2], within complexity O(mD?log®(D)).

STEP 2. This step can be done within complexity O(mDs).

STEP 3(a). At this step the algorithm computes the monic polynomial h whose roots are the
values of g at the points in Pg,. First we compute the dense encoding of the polynomial
9(vss(u)), its remainder gg, in the division by ps, and then, the resultant polynomial (us-
ing g5, instead of g(vsq(u))) by multi-point evaluation and interpolation within complexity
O((nDs + L)dDs + D?1og?(D;) loglog(Dy)).

STEP 3(b). We continue the sign determination algorithm adding the polynomials pfi - (1),

..,pg?zgps"’fl)(u), and the remainders of 7'(g(vs,(u))),. .., h38Pso=D (g(vg ;(u))) in the di-
vision by ps, to what we have already computed at Step 1. Note that, for a fixed 1 < 5 <
degps.»—1, by evaluating RO at 95,0 (1) modulo pg », we can obtain the dense encoding of the re-
mainder of h()(g(vg,(u))) in the division by pg,, within complexity O(D?log(D;)loglog(Ds)).
Then, the whole step can be done within complexity O((m + Ds)D?log3(Dy)).

STEP 3(c). The list of sign conditions computed at Step 3(b) enables us to know the Thom
encoding of every real root £ of pg,, and to relate £ with the Thom encoding of g(vgs(§)) as a
root of h. This information is enough to compare the different values of g(vs(£)) (see Section
2.3) and, so, we can give the Thom encoding as roots of ps, of the roots giving the points where
the minimum value of ¢ is attained. This step is done within complexity O((m + Ds)D). O
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Since we know that the minimum value of g on F is also the minimum value of g on

U m(Vsen{t=1})nE,
(S,0)eS

the set of sample minimizing points will be obtained by comparing the minimum values that g
takes on Pg, N E for all (S,0) € S. This task is achieved by the following subroutine.

Algorithm ComparingMinimums

INPUT: Geometric resolutions (ps, o1, V81,01,15- - -5 VUS1,01,n) a0d (D85 00, USs, 00,15 - - - » USs,00.m) OF
finite sets Pg, », and Pg, ,, associated with a linear form ¢,, g € Klz1,...,z,] encoded by
an slp of length L, an integer d > deg(g), and Thom encodings 7 € {—1,0,1}4¢&Ps1.01~1 and
9 € {—1,0,1}9%Ps2.021 of veal roots of pg, », and pg, ., corresponding to points where the
minimum of g on Pg, , N E and Ps, », N E is attained.

OUTPUT: An integer “Sign” from the set {—1,0, 1} representing the sign of the minimum value
that g takes on Pg, 5, N E minus the minimum value that g takes on Pg, 5, N E.

1. Compute a geometric resolution (p, v1,. .., v,) of the union of the sets described by (ps; o, »

US1,01,15 5 USLUl,n) and (p52702’v52,02,1’ s ’1)5'2702,n)'
2. Compute h(u) := Resz(p(@),u — g(v(a))).

P ),
D820 (1), Pl 0 (1), -0, DEEP222 D () W (g((w)), .., h4EP) (g(v())) over the real ze-
ros of p(u).

3. Compute the list of realizable sign conditions for pg, -, (u), p’Sh oy ()5 -

4. Determine Sign going through the obtained list of realizable sign conditions.

Proposition 10 Given geometric resolutions (ps, oy, VS; 01,15 -5 VS1,01,n) Of @ finite set Pg, o,
with at most Dy, points and (Ds,,oe,VSs,00,15--->VSs,00n) Of a finite set Pg, 5, with at most
D,,, and the Thom encodings of a real root of ps, s, and ps, s, corresponding to points where
the minimum of g on Ps, oy N E and Ps, s, N E is attained, Algorithm ComparingMinimums
compares these minimums within complexity O(ndD?2, , + LdDs, s, + D3, . log®(Dy, s,)) where

51,52 1,52

Dy, s, := max{Ds,, Dy, } with sy = |S1] and sy = |54].

Proof. STEP 1. This step is achieved within complexity O(nDsy, s, 10g2(D31782)10g log(Ds, s,))
as explained in Section 2.

STEPS 2, 3 AND 4. Similar to Algorithm MinimumInGeometricResolution Step 3(a), (b) and
(c). The overall complexity of these steps is O(ndD?, . + LdDs, s, + D§1752 log®(Ds, s,)). O

51,52
We give now the main algorithm of the paper.

Algorithm FindingMinimum

INPUT: Polynomials fi,..., fm,9 € K[z1,...,2,] encoded by an slp of length L, an integer
0 <! < m and an even integer d > deg(f;), deg(g).
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OUTPUT: A family {((pi,vivl, .. "Uivn)’n)}iel where 7 is a finite set and for every i € Z,
(PisVid,-- -, Vin) is a geometric resolution in K[u] and 7; € {—1,0, 1}9%Pi is the Thom encoding
of a real root £ of p;.

1. Take a = (ai,...,a,) € K" at random and set £, := a1 + - -+ + QpZy.

2. S={(S,0) | Sc{l,...,m}with0<|S|<nando € {+,—}% with o; = + for [ +1 <
i <m}.

3. Take (S1,01) € § and remove it from S.

4. (pS1,01,US1,00,15- - > VS ,01,n) = GeometricResolution(f;(i € S1),g,01,d,4y).
5. (Empty,7s, 01,15+ -578,,01,k) = MinimumInGeometricResolution(ps, o1, Vs 01,15+ - -+ US1,01.m
fl, ceey fm,g,l,d).

6. While Empty = True:

(a) Discard (S1,01), take a new (S1,01) and remove it from S.

(b) (PS1,005VS1,00,15- - - s VSy,00,n) = GeometricResolution(fi(i € S1),9,01,d,4n).
(c) (Empty, s, o115+ -5TS,01,k) = MinimumInGeometricResolution(ps, o, VS, 01,15 - - 5
VSy,01,n5 f17 ) fmag7 lv d)
7. 1= {((pShUUUSl,O'l,la v 7’051,0'1771)? 7_51,01,1)7 ) ((pS1,alaU51,al,17 v 7’081,0'1,71)7 TSI,Ul,k:) }
8. While S # 0:
(a) Take (S2,02) € S and remove it from S.
(b) (PS3,005VSs,00,15 - - - s USy,00.n) = GeometricResolution(f;(i € S2),9,02,d,{s).
(c) (Empty,Ts,.00,15-- -1 TSs,00,k) = MinimumInGeometricResolution(ps, oy, USs 00,1 - - - » USs,00,ms
fla'-') fmvgalad)'
(d) If Empty = False :
i. Sign = ComparingMinimums(psl’U1 yUS 01,15+ -3 USy 01,1 DSo,00 USa,00,15 - - + » USa,00,m1 G5

7—51701,177_52,0271)‘
ii. If Sign = 0 then

T= IU{ ((p52,02’v5270271> cee 7US2,02,H)> 7-52,02,1)7 ) ((pSQ,Uz? USs,09,15+ 5 U5210'21n)7 7-52702»]“') }
iii. If Sign =1
A T= {((p52,0271}52,02,17 R U52102,n)7 7—32,02,1)7 cee ((p52,02vv5‘2702,17 s 7US2,02,n)7 7_5270271@') }

B. (51,0'1) = (52,0'2).
Now we prove Theorem 1.

Proof of Theorem 1. The correctness of the algorithm follows from the results in Sections 3 and
4. The complexity upper bound is obtained by adding the complexity bounds for the subroutines
GeometricResolution and MinimumInGeometricResolution applied to every element in S, and
ComparingMinimums applied successively to pairs of elements from S. U
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