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On the existence of global saturation
for spectral regularization methods with

optimal qualification

Gisela L. Mazzieri, Ruben D. Spies and Karina G. Temperini

Abstract. A family of real functions ¹g˛º defining a spectral regularization method with
optimal qualification is considered. Sufficient condition on the family and on the optimal
qualification guaranteeing the existence of saturation are established. Appropriate char-
acterizations of both the saturation function and the saturation set are found and some
examples are provided.
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1 Introduction

Let X; Y be infinite dimensional Hilbert spaces and T W X ! Y a bounded linear
operator with non-closed range R.T /. It is well known that under these conditions
T �, the Moore–Penrose generalized inverse of T , is unbounded ([2]) and therefore
the linear operator equation

T x D y (1.1)

is ill-posed. The Moore–Penrose generalized inverse can be used to define the least
squares solutions of (1.1). In fact equation (1.1) has a least squares solution if and
only if y 2 D.T �/

:
D R.T /˚R.T /? and in that case, x� :D T �y is the least

squares solution of minimum norm and the set of all least-squares solutions of
(1.1) is given by x� CN .T /. Since T � is unbounded, it follows that x� does not
depend continuously on the data y. Therefore, if instead of the exact data y, a noisy
observation yı is available, yı D T x C ı� , where the noise � is assumed to be
bounded, k�k � 1, then it is possible that T �yı does not even exist and if it does,
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it will not necessarily be a good approximation of x� ([13, 14]). This instability
becomes evident when trying to approximate x� by traditional numerical methods
and procedures.

Ill-posed problems must be first regularized if one wants to successfully attack
the task of numerically approximating their solutions. Regularizing an ill-posed
problem such as (1.1) essentially means approximating the operator T � by a para-
metric family of bounded operators ¹R˛º, where ˛ is the so-called “regularization
parameter”. If y 2 D.T �/, then the best approximate solution x� of (1.1) can be
written as

x� D

Z kT k2C
0

1

�
dE�T

�y

where ¹E�º is the spectral family associated to the operator T �T (see [2]). This is
mainly why many regularization methods are based on spectral theory and consist
of defining

R˛
:
D

Z kT k2C
0

g˛.�/ dE�T
�

where ¹g˛º is a family of functions appropriately chosen such that

lim
˛!0C

g˛.�/ D
1

�
; 8� 2 .0; kT k2�:

It is well known, however, that it is not possible to get error estimates nor conver-
gence rates on the whole space X ([1, 15, 16, 18]) for approximate solutions of an
inverse ill-posed problem unless some a-priori information about the solution is
available. This information may come, for instance, in terms of a source represen-
tation of the solution ([19]). A special inclusion of available a-priori information
in Tikhonov regularization method was considered by Leonov and Yagola in 1998
(see [8]). All a regularization method can do is to recover the largest possible
amount of information about the solution of the problem, maintaining stability. It
is often said that the art of applying regularization methods consist always in main-
taining an adequate balance between accuracy and stability. Usually accuracy can
be improved with increasing assumptions (or information) on the regularity of the
exact solution. In 1994, however, Neubauer ([11]) showed that certain spectral reg-
ularization methods “saturate”, that is, they become unable to continue extracting
additional information about the exact solution even upon increasing regularity as-
sumptions. Prior to this, in 1984, Groetsch ([3]) had shown some saturation results
for compact operators. The term “saturation” however was introduced for the first
time by Vainikko and Veretennikov in 1986 for general spectral methods and illus-
trated for Tikhonov’s and Lavrentiev’s methods, as well as for different iterative
regularizing algorithms ([17]). Although saturation is strongly related to the best
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Existence of saturation for spectral regularization methods 767

order of convergence that a method can achieve independently of the smoothness
assumptions on the exact solution and on the selection of the parameter choice rule,
it constitutes a rather subtle and complex issue in the study of regularization meth-
ods for inverse ill-posed problems and the concept has, for many years, escaped
rigorous formalization in a general context. In 1997, Neubauer ([12]) showed that
this saturation phenomenon occurs for instance in the classical Tikhonov–Phillips
method. Later on, in 2004, Mathé ([9]) proposed a general definition of the concept
of saturation for spectral regularization methods. However, the concept of satura-
tion defined by Mathé is not applicable to general regularization methods and it is
not fully compatible with the concept of saturation emerging from the early works
of Groetsch ([3]) and Neubauer ([11, 12]). In particular, for instance, the defini-
tion of saturation given in [9] does not imply uniqueness and therefore, neither
a best global order of convergence. More recently, in 2011, Herdman, Spies and
Temperini (see [5]) developed a general theory of global saturation for arbitrary
regularization methods. It is also important to mention that in 2008, A. S. Leonov
(see [7]) introduced a general approach for eliminating the saturation of accuracy
in regularization algorithms by taking into account source conditions of general
form.

Related in a dual way to the concept of saturation is the concept of qualification
of a spectral regularization method. The term “qualification” was introduced for
the first time by Vainikko and Veretennikov in 1986 (see [17]) and later generalized
by Mathé and Pereverzev in 2003 ([10]). This concept is strongly related to the
optimal order of convergence of the regularization error, under certain “a-priori”
assumptions on the exact solution. In 2009 Herdman, Spies and Temperini ([4])
further generalized the concept of qualification and introduced three hierarchical
levels of it: weak, strong and optimal qualification. There, it was shown that the
weak qualification generalizes the definition introduced in [10].

In this work, some light on the existence of saturation for spectral regularization
methods with optimal qualification is shed. In particular, sufficient conditions on
the family of real functions ¹g˛º defining the method and on the optimal qualifica-
tion �, which guarantee the existence of saturation, are established. Moreover, in
those cases, appropriate characterizations of both the saturation function and the
saturation set are provided.

2 Preliminaries

In this section we shall recall some basic concepts on global saturation of regular-
ization methods for inverse ill-posed problems theory (for more details see [5]). In
the sequel, T W X ! Y will be a bounded linear operator with non-closed range
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between two Hilbert spaces X and Y . Without loss of generality we will assume
that the operator T is invertible (in the context of inverse problems it is customary
to work with the Moore–Penrose generalized inverse of T since one seeks least
squares solutions of the problems; therefore the lack of injectivity of T is never a
relevant issue). Also, for simplicity of notation and unless otherwise specified, we
shall assume that all subsets of the Hilbert space X under consideration are not
empty and they do not contain x D 0.

Let M � X . We shall say that a function  W X �R! R belongs to the class
FM if there exists a D a. / > 0 such that  is defined inM � .0; a/, with values
in .0;1/ and it satisfies the following conditions:

(i) limı!0C  .x; ı/ D 0 for all x 2M ,

(ii)  is continuous and non-decreasing as a function of ı in .0; a/ for each fixed
x 2M .

One may think of FM as the collection of all possible ı-“orders of convergence”
on the set M .

Definition 2.1. Let ¹R˛º˛2.0;˛0/ be a family of regularization operators for the
problem T x D y. The “total error of ¹R˛º˛2.0;˛0/ at x 2 X for a noise level ı” is
defined as

E tot
¹R˛º

.x; ı/
:
D inf
˛2.0;˛0/

sup
yı2Bı.T x/

kR˛y
ı
� xk;

where Bı.T x/
:
D ¹y 2 Y W kT x � yk � ıº.

Note that E tot
¹R˛º

is the error in the sense of the largest possible discrepancy that
can be obtained for an observation of y within noise level ı, with an appropriate
choice of the regularization parameter ˛.

Definition 2.2. Let M � X and  ; Q 2 FM . We say that “ precedes Q on M ”,
and we denote it with

 
M
� Q ;

if there exist a constant r > 0 and a function p WM ! .0;1/ such that  .x; ı/ �
p.x/ Q .x; ı/ for all x 2M and for every ı 2 .0; r/.

Definition 2.3. Let ¹R˛º˛2.0;˛0/ be a family of regularization operators for the
problem T x D y, M � X and  2 FM . We say that  is an “upper bound of
convergence for the total error of ¹R˛º˛2.0;˛0/ on M ” if

E tot
¹R˛º

M
�  :
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Existence of saturation for spectral regularization methods 769

With UM .E
tot
¹R˛º

/we shall denote the set of all functions 2 FM that are upper
bounds of convergence for the total error of ¹R˛º˛2.0;˛0/ on M .

The following two definitions formalize certain comparisons of bounds of con-
vergence on different sets ofX , which will be needed later to introduce the concept
of global saturation.

Definition 2.4. Let M; QM � X ,  2 FM and Q 2 F QM .

(i) We say that “ on M precedes Q on QM ”, and we denote it with

 
M; QM
� Q ;

if there exist a constant d > 0 and a function k WM � QM ! .0;1/ such
that  .x; ı/ � k.x; Qx/ Q . Qx; ı/ for every x 2M , Qx 2 QM and ı 2 .0; d/:

(ii) We say that “ on M is equivalent to Q on QM ”, and we denote it with

 
M; QM
� Q ;

if  
M; QM
� Q and Q 

QM;M
�  .

Definition 2.5. Let M � X and  2 FM . We say that “ is invariant over M ” if

 
M;M
�  :

Next we recall the concept of global saturation introduced in [5].

Definition 2.6. LetMS � X and S 2 UMS .E
tot
¹R˛º

/. It is said that S is a “global
saturation function of ¹R˛º over MS” if  S satisfies the following three condi-
tions:

(S1) For every x� 2 X , x� ¤ 0, x 2MS , lim supı!0C
E tot
¹R˛º

.x�;ı/

 S .x;ı/
> 0.

(S2)  S is invariant over MS .

(S3) There is no upper bound of convergence for the total error of ¹R˛º that is a
proper extension of  S (in the variable x) and satisfies (S1) and (S2), that is,
there exist no QM ¥ MS and Q 2 U QM

.E tot
¹R˛º

/ such that Q satisfies (S1) and
(S2) with MS replaced by QM and  S replaced by Q .

The function  S and the set MS are referred to as the saturation function and
the saturation set, respectively.

This conception of global saturation essentially establishes that in no point
x� 2 X , x� ¤ 0, can exist an upper bound of convergence for the total error of
the regularization method that is “strictly better” than the saturation function  S
at any point of the saturation set MS .
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Let ¹E�º�2R be the spectral family associated to the linear selfadjoint opera-
tor T �T and ¹g˛º˛2.0;˛0/ a parametric family of functions g˛ W Œ0; kT k2� ! R,
˛ 2 .0; ˛0/, and consider the following standing hypotheses:

(H1) For every ˛ 2 .0; ˛0/ the function g˛ is piecewise continuous on Œ0; kT k2�.

(H2) There exists a constant C > 0 (independent of ˛) such that j�g˛.�/j � C
for every � 2 Œ0; kT k2�.

(H3) For every � 2 .0; kT k2�, there exists lim˛!0C g˛.�/ D
1
�

.

If ¹g˛º˛2.0;˛0/ satisfies hypotheses (H1)–(H3), then (see [2, Theorem 4.1]) the
collection of operators ¹R˛º˛2.0;˛0/, where

R˛
:
D

Z kT k2C
0

g˛.�/ dE� T
�
D g˛.T

�T /T �;

is a family of regularization operators for T �. In this case we say that ¹R˛º˛2.0;˛0/
is a “family of spectral regularization operators” (FSRO) for T x D y and that
¹g˛º˛2.0;˛0/ is a “spectral regularization method” (SRM).

The following definitions will be needed both to recall the concept of qualifica-
tion as introduced in [4], as well as in the rest of the article.

Denote with O the set of all non-decreasing functions � W RC ! RC such that
lim˛!0C �.˛/ D 0 and with S the set of all continuous functions s W RC0 ! RC0
satisfying s.0/ D 0 and such that s.�/ > 0 for every � > 0. Note that if s 2 S

is non-decreasing, then s is an index function in the sense of Mathé–Pereverzev
([10]).

Definition 2.7. Let �; Q� 2 O. We say that “� precedes Q� at the origin” and we de-
note it with � � Q� if there exist positive constants c and " such that �.˛/ � c Q�.˛/
for every ˛ 2 .0; "/.

Definition 2.8. Let �; Q� 2 O. We say that “� and Q� are equivalent at the origin”
and we denote it with � � Q� if they precede each other at the origin, that is, if
there exist constants " > 0, c1; c2, 0 < c1 < c2 <1, such that c1 �.˛/ � Q�.˛/ �
c2 �.˛/ for every ˛ 2 .0; "/.

Clearly “�” is an equivalence relation and it introduces in O a partial ordering.
Analogous definitions and notation will be used for s; Qs 2 S .

Definition 2.9. Let ¹g˛º˛2.0;˛0/ be an SRM, r˛.�/
:
D 1 � �g˛.�/, � 2 O, s 2 S .

(i) We say that .s; �/ is a “weak source-order pair for ¹g˛º” if it satisfies

s.�/ jr˛.�/j

�.˛/
D O.1/ for ˛ ! 0C; 8� > 0: (2.1)
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Existence of saturation for spectral regularization methods 771

(ii) We say that .s; �/ is a “strong source-order pair for ¹g˛º” if it is a weak
source-order pair and there is no � > 0 for which “O.1/” in (2.1) can be
replaced by “o.1/”, that is, if .s; �/ is a weak source-order pair for ¹g˛º and

lim sup
˛!0C

s.�/ jr˛.�/j

�.˛/
> 0 8� > 0: (2.2)

(iii) We say that .�; s/ is an “order-source pair for ¹g˛º” if there exist a constant
 > 0 and a function h W .0; ˛0/! RC with lim˛!0C h.˛/ D 0 such that

s.�/ jr˛.�/j

�.˛/
�  8� 2 Œh.˛/;C1/: (2.3)

In the context of the previous definitions we refer to the function � as the “order
of convergence” and to s as the “source function”.

We are now ready to define the concept of qualification in its three different
levels as it was introduced in [4].

Definition 2.10. Let ¹g˛º be an SRM.

(i) We say that � is “weak qualification of ¹g˛º” if there exists a function s such
that .s; �/ is a weak source-order pair for ¹g˛º.

(ii) We say that � is “strong qualification of ¹g˛º” if there exists a function s
such that .s; �/ is a strong source-order pair for ¹g˛º.

(iii) We say that � is “optimal qualification of ¹g˛º” if there exists a function s
such that .s; �/ is a strong source-order pair for ¹g˛º and .�; s/ is an order-
source pair for ¹g˛º.

Note that since condition (2.3) implies condition (2.2), in the definition of opti-
mal qualification above the requirement that .s; �/ be strong source-order pair can
be replaced by the one that .s; �/ be a weak source-order pair.

Now given the SRM ¹g˛º and � 2 O, we define

s�.�/
:
D lim inf

˛!0C

�.˛/

jr˛.�/j
for � � 0: (2.4)

Note that s�.0/ D 0 and if s� is continuous, s� 2 S :

The next theorem provides necessary and sufficient condition, in terms of s�,
for an order of convergence � 2 O to be optimal qualification.

Theorem 2.11 ([4]). Let ¹g˛º be an SRM and � 2 O such that s� 2 S . Then � is
optimal qualification of ¹g˛º if and only if s� verifies (2.3) and

0 < s�.�/ < C1 for every � > 0: (2.5)
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The next theorem shows the uniqueness of the source function.

Theorem 2.12 ([4]). If � is optimal qualification of ¹g˛º, then there exists only
one function s (in the sense of the equivalence classes induced by Definition 2.8)
such that .s; �/ is a strong source-order pair and .�; s/ is an order-source pair for
¹g˛º. Moreover if s� 2 S , then s� is such a unique function.

The following converse result, where regularity properties of the exact solution
are derived in terms of the rate of convergence of the regularization error, will be
needed later. This result states that if the regularization error has order of conver-
gence �.˛/ and .�; s/ is an order-source pair, then the exact solution belongs to
the source set given by the range of the operator s.T �T /.

Theorem 2.13 ([4]). Let ¹g˛º be an SRM and R˛ D g˛.T �T /T �. If

k.R˛ � T
�/yk D O.�.˛// for ˛ ! 0C

and .�; s/ is an order-source pair for ¹g˛º, then T �y 2 R.s.T �T //.

3 Saturation of spectral regularization methods with
optimal qualification

The purpose of this section is to shed some light on the saturation of SRM with
optimal qualification. More precisely, we will establish sufficient conditions on
the family of functions ¹g˛º and on the optimal qualification � guaranteeing the
existence of saturation. Moreover, for those methods we will provide appropriate
characterizations of both the saturation function and the saturation set. Then, let
¹g˛º˛2.0;˛0/ be an SRM and consider the following hypothesis:

(H4) There exists k > 0 such that G˛
:
D kg˛. � /k1 �

kp
˛
8˛ 2 .0; ˛0/.

Lemma 3.1. Let ¹g˛º˛2.0;˛0/ be an SRM satisfying hypothesis (H4). Further let
R˛ D g˛.T

�T /T � and let .s; �/ be a weak source-order pair for ¹g˛º˛2.0;˛0/
where � is continuous. DefineXs :D R.s.T �T // n ¹0º,‚.t/ :D

p
t �.t/ for t > 0,

 .x; ı/
:
D � ı‚�1.ı/ for x 2 Xs and ı 2 .0;‚.˛0//. Then  2 FXs and, more-

over, is an upper bound of convergence for the total error of ¹R˛º˛2.0;˛0/ onXs ,
that is,  2 UXs .E

tot
¹R˛º

/.

Proof. Since � is continuous and non-decreasing and �.0C/ D 0, it follows that
‚.t/ is continuous and strictly increasing on .0;C1/ with ‚.0C/ D 0. There-
fore ‚�1 exists and has the same properties. It then follows that  is continuous
and non-decreasing as a function of ı in .0;‚.˛0// for each fixed x 2 Xs , and
 .x; 0C/ D 0 for all x 2 Xs . Hence  2 FXs .
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Existence of saturation for spectral regularization methods 773

On the other hand, since .s; �/ is a weak source-order pair for ¹g˛º˛2.0;˛0/,
there exist positive constants c and Ǫ such that s.�/ jr˛.�/j � c�.˛/ for every
˛ 2 .0; Ǫ /, � 2 .0; kT k2�. Moreover, from hypothesis (H2) and the fact that �
is non-decreasing it follows that the previous inequality holds (perhaps with a
different positive constant c) for every ˛ 2 .0; ˛0/, that is,

s.�/ jr˛.�/j � c�.˛/ 8˛ 2 .0; ˛0/; 8� 2 .0; kT k
2�: (3.1)

Now, for every p � 0 we define the source sets

Xs;p
:
D ¹x 2 X W x D s.T �T /�; k�k � pº:

Then for each x 2 Xs there exists px > 1 such that x 2 Xs;px . On the other
hand, since‚ is continuous and strictly increasing in .0; ˛0/, there exists a unique
Q̨x 2 .0; ˛0/ such that x 2 Xs;px and ‚. Q̨x/ D ı

px
. Therefore,

E tot
¹R˛º

.x; ı/ D inf
˛2.0;˛0/

sup
yı2Bı.T x/

kR˛ y
ı
� xk (3.2)

� sup
yı2Bı.T x/

kR Q̨x y
ı
� xk: (3.3)

Now, since yı D T x C ı�, k�k � 1 and x D s.T �T /� with k�k � px , it follows
immediately that

kR Q̨x y
ı
� xk � k.g Q̨x .T

�T /T �T � I /s.T �T /�k C ıkg Q̨x .T
�T /T ��k

� px sup
�2.0;kT k2�

¹s.�/
ˇ̌
r Q̨x .�/

ˇ̌
º C ı sup

�2.0;kT k2�

¹
p
�
ˇ̌
g Q̨x .�/

ˇ̌
º;

(3.4)

where the last inequality follows from properties of functions of a selfadjoint
operator (more precisely, for any piecewise continuous function f there holds
kf .T �T /k � sup� jf .�/j and kf .T �T /T �k � sup�¹

p
� jf .�/jº, see [2, p. 45]).

Using (3.1) and hypothesis (H4) in (3.4) it follows that

kR Q̨x y
ı
� xk � px c �. Q̨x/C ı

k
p
Q̨x
kT k: (3.5)

Since‚. Q̨x/ D
p
Q̨x �. Q̨x/ D

ı
px

, it follows that ıp
Q̨x
D px �. Q̨x/. Hence by vir-

tue of (3.5) one has that

kR Q̨x y
ı
� xk � px.c C kkT k/�. Q̨x/

D px.c C kkT k/�

�
‚�1

�
ı

p x

��
� px.c C kkT k/�.‚

�1.ı//; (3.6)
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774 G. L. Mazzieri, R. D. Spies and K. G. Temperini

where the last inequality follows from the fact that px > 1 and both � and ‚�1

are non-decreasing functions. From inequalities (3.3) and (3.6) it follows that for
every ı 2 .0;‚.˛0//,

E tot
¹R˛º

.x; ı/ � px.c C kkT k/�.‚
�1.ı// D px.c C kkT k/  .x; ı/:

This proves that  2 UXs .E
tot
¹R˛º

/.

Definition 3.2 ([6]). Let k be a positive constant and � W .0; k�! .0;C1/ a con-
tinuous non-decreasing function such that limt!0C �.t/ D 0. We say that � is
of “local upper type ˇ” (ˇ � 0) if there exists a positive constant d such that
�.t/ � ds�ˇ�.s t/ for every s 2 .0; 1�, t 2 .0; k�.

Theorem 3.3 (Saturation for FSRO with optimal qualification). Let ¹g˛º˛2.0;˛0/
be an SRM satisfying hypothesis (H4) and having optimal qualification �. Further
let r˛.�/ D 1 � �g˛.�/, R˛ D g˛.T

�T /T � and suppose that s� 2 S (where s�
is as defined in (2.4)). Assume further that the following hypotheses hold:

(a) The function � is of local upper type ˇ, for some ˇ � 0.

(b) There exist positive constants 1; 2; ��; c1, with �� � kT k2 and c1 > 1 such
that

(i) 0 � r˛.�/ � 1, for ˛ > 0, 0 � � � ��,

(ii) r˛.�/ � 1, for 0 � � < h.˛/ � ��, ˛ 2 .0; ˛0/ where h is as in (2.3)
(note that by virtue of Theorem 2.12 and the fact that s� 2 S , there exists
only one function s 2 S satisfying (2.3), that is, s D s�),

(iii) jr˛.�/j is non-decreasing with respect to ˛ for each � 2 .0; kT k2�,

(iv) g˛.c1˛/ �
2
˛

, for 0 < c1˛ � ��,

(v) g˛.�/ � g˛. Q�/, for 0 < ˛ � � � Q� � ��.

(c) There exist ¹�nº1nD1 � �.T T
�/ and c � 1 such that �n # 0 and �n

�nC1
� c for

every n 2 N.

Let ‚.t/ :D
p
t �.t/ for t > 0 and Xs� :

D R.s�.T
�T // n ¹0º. Then

 .x; ı/
:
D � ı‚�1.ı/ for x 2 Xs� and ı 2 .0;‚.˛0//

is saturation function of ¹R˛º˛2.0;˛0/ on Xs� .

To prove this theorem, we will need three previous lemmas. The first one is a
somewhat technical result, the second one deals with the existence of an a priori
parameter choice rule leading to a worst total error having an appropriate order of
convergence, while the third one is a converse result.
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Existence of saturation for spectral regularization methods 775

Lemma 3.4. Let ¹g˛º˛2.0;˛0/ be an SRM, .�; s/ an order-source pair for ¹g˛º
and suppose hypothesis (b.ii) of Theorem 3.3 holds. Then for every ˛ 2 .0; ˛0/ the
operator r˛.T �T / is invertible.

Proof. Let ¹E�º be the spectral family of T �T . It suffices to show that for every
˛ 2 .0; ˛0/, x 2 X , the function r�2˛ .�/ is integrable with respect to the measure
dkE�xk

2. Let ˛ 2 .0; ˛0/ fixed. Since .�; s/ is an order-source pair for ¹g˛º, there
exist a constant  > 0 and a function h W .0; ˛0/! RC with lim˛!0C h.˛/ D 0

such that
s.�/ jr˛.�/j

�.˛/
�  8� 2 Œh.˛/;C1/:

ThereforeZ kT k2C
h.˛/

1

r2˛.�/
dkE�xk

2
�

1

2�2.˛/

Z kT k2C
h.˛/

s2.�/ dkE�xk
2

�
ks.T �T /xk2

2�2.˛/
< C1: (3.7)

Now, since ˛ 2 .0; ˛0/, it follows from hypothesis (b.ii) of Theorem 3.3 that
r˛.�/ � 1 > 0 for every � 2 Œ0; h.˛//. ThenZ h.˛/

0

1

r2˛.�/
dkE�xk

2
�
kxk2

21
< C1: (3.8)

From (3.7) and (3.8) it follows that
R kT k2C
0 r�2˛ .�/ dkE�xk

2 < C1. Hence
r˛.T

�T / is invertible.

Lemma 3.5. Let ¹g˛º be an SRM, R˛ D g˛.T �T /T �, .�; s/ an order-source pair
for ¹g˛º and assume that hypotheses (b.ii) and (b.iii) of Theorem 3.3 hold. Let
' W .0;C1/! RC be a continuous, non-decreasing function with the property
that limı!0C '.ı/ D 0 and x� 2 X , x� ¤ 0.

(I) If E tot
¹R˛º

.x�; ı/ D o.'.ı// for ı ! 0C, then there exists an a-priori param-
eter choice rule Q̨ .ı/ such that

sup
yı2Bı.T x�/

kR Q̨.ı/y
ı
� x�k D o.'.ı// for ı ! 0C:

(II) Part (I) remains true with o.'.ı// replaced by O.'.ı//, that is, if

E tot
¹R˛º

.x�; ı/ D O.'.ı// for ı ! 0C;

then there exists an a priori parameter choice rule Q̨ .ı/ such that

sup
yı2Bı.T x�/

kR Q̨.ı/y
ı
� x�k D O.'.ı// for ı ! 0C:
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Proof. Let ' and x� 2 X be as in the hypotheses and suppose that

E tot
¹R˛º

.x�; ı/ D o.'.ı// for ı ! 0C:

Then by the definition of E tot
¹R˛º

;

lim
ı!0C

inf˛2.0;˛0/ sup
yı2Bı.T x�/

kR˛y
ı � x�k

'.ı/

D lim
ı!0C

inf
˛2.0;˛0/

sup
yı2Bı.T x�/

kR˛y
ı � x�k

'.ı/
D 0: (3.9)

For the sake of simplicity we define

f .˛; ı/
:
D

sup
yı2Bı.T x�/

kR˛y
ı � x�k

'.ı/
and q.ı/

:
D inf
˛2.0;˛0/

f .˛; ı/;

so that with this notation (3.9) can be written simply as limı!0C q.ı/ D 0 and the
objective is to prove the existence of an a priori parameter choice rule Q̨ .ı/ such
that limı!0C f . Q̨ .ı/; ı/ D 0. It can be easily proved that if for certain ı0 > 0,
E tot
¹R˛º

.x�; ı0/ D 0, then T � D 0. Hence q.ı/ > 0 for every ı 2 .0;C1/. Also,
q.ı/ is continuous for ı 2 .0;C1/ since both E tot

¹R˛º
.x�; ı/ and '.ı/ are continu-

ous. Next, for n 2 N we define

ın
:
D sup

²
d > 0 W q.ı/ �

1

n
8 ı 2 .0; d/

³
:

Clearly, ın # 0 and since q is continuous for every n 2 N and every ı 2 .0; ın�,
q.ı/ D inf˛2.0;˛0/ f .˛; ı/ �

1
n

. Then, there exists an ˛n D ˛n.ın/ 2 .0; ˛0/ such
that for all n 2 N

f .˛n; ı/ �
2

n
8 ı 2 .0; ın�: (3.10)

Since ¹˛nº � .0; ˛0/ is a bounded sequence, there exist ˛� 2 Œ0; ˛0� and a subse-
quence ¹˛nkº � ¹˛nº such that limk!C1 ˛nk D ˛

�. We now define Q̨ .ı/ :D ˛nk
for ı 2 .ınkC1 ; ınk �, k D 1; 2; : : : , and Q̨ .ı/ D Q̨ .ın1/ for ı > ın1 . Then

lim
ı!0C

Q̨ .ı/ D ˛� (3.11)

and

0 � lim sup
ı!0C

f . Q̨ .ı/; ı/ � lim sup
k!C1

h
sup

ı2.0;ınk �

f .˛nk ; ı/
i
� lim sup
k!C1

2

nk
D 0;

where the last inequality follows from (3.10).
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Existence of saturation for spectral regularization methods 777

Hence,
lim
ı!0C

f . Q̨ .ı/; ı/ D 0: (3.12)

It remains to be shown that Q̨ .ı/ is an admissible parameter choice rule, for
which it suffices to prove that limı!0C Q̨ .ı/ D 0, i.e. that ˛� D 0. If ˛� > 0, it
follows from (3.11) that there exists ı0 > 0 such that Q̨ .ı/ > ˛�

2
for all ı 2 .0; ı0/.

Hypothesis (b.iii) of Theorem 3.3 then implies that for every ı 2 .0; ı0/,

jr Q̨.ı/.�/j � jr˛�
2

.�/j for all � 2 .0; kT k2�:

Therefore for every ı 2 .0; ı0/,

kr Q̨.ı/.T
�T /x�k2 D

Z kT k2C
0

r2
Q̨.ı/.�/ dkE�x

�
k
2

�

Z kT k2C
0

r2˛�
2

.�/ dkE�x
�
k
2

D kr˛�
2

.T �T /x�k2: (3.13)

Now, for all ı 2 .0; ı0/,

sup
yı2Bı.T x�/

kR Q̨.ı/y
ı
� x�k � kR Q̨.ı/T x

�
� x�k

D k
�
I � g Q̨.ı/.T

�T /T �T
�
x�k

D kr Q̨.ı/.T
�T /x�k � kr˛�

2

.T �T /x�k;

where the last inequality follows from (3.13). Dividing through by '.ı/, taking
limit for ı ! 0C, and using the definition of f .˛; ı/ and (3.12) we conclude that

kr˛�
2

.T �T /x�k D 0:

Now since ˛�

2
< ˛0, .�; s/ is an order-source pair for ¹g˛º and hypothesis (b.ii)

of Theorem 3.3 holds, it follows from Lemma 3.4 that r˛�
2

.T �T / is invertible.
Therefore x� D 0, contradicting the hypothesis that x� ¤ 0. Hence, ˛� must be
equal to zero, as wanted.

We proceed now to prove the second part of the lemma. Suppose that there exists
x� 2 X , x� ¤ 0 such that E tot

¹R˛º
.x�; ı/ D O.'.ı// as ı ! 0C. Then there exist

positive constants k and d such that inf˛2.0;˛0/ f .˛; ı/ � k for every ı 2 .0; d/,
where f .˛; ı/ is as previously defined. Let ¹ınºn2N � .0; d/ be such that ın # 0
and ˛n D ˛n.ın/ 2 .0; ˛0/ such that

f .˛n; ı/ � k C ın; 8 ı 2 .0; d/; 8n 2 N:

Without loss of generality we assume that the sequence ¹˛nº converges (since
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778 G. L. Mazzieri, R. D. Spies and K. G. Temperini

if that is not the case, we can take a subsequence which does). Now, like in
the previously case, by defining Q̨ .ı/ D ˛n for ı 2 .ınC1; ın�, n D 1; 2; : : : , and
Q̨ .ı/ D ˛.ı1/ for ı > ı1, since ın # 0 it follows that f . Q̨ .ı/; ı/ � k C ı1 for ev-
ery ı 2 .0; d/ and therefore

sup
yı2Bı.T x�/

kR Q̨.ı/y
ı
� x�k D O.'.ı// as ı ! 0C:

Following the same steps as in the proof of part (I) we obtain that

lim
ı!0C

Q̨ .ı/ D 0;

i.e. Q̨ .ı/ is an admissible parameter choice rule. This concludes the proof of the
lemma.

Lemma 3.6. Let ¹g˛º˛2.0;˛0/ be an SRM, r˛.�/
:
D 1��g˛.�/,R˛ D g˛.T �T /T �,

.�; s/ an order-source pair for ¹g˛º, ‚.t/
:
D
p
t �.t/ for t > 0, and suppose that:

(a) The function � is of local upper type ˇ, for some ˇ � 0.

(b) There exist positive constants 1; 2; ��; c1, with �� � kT k2 and c1 > 1 such
that

(i) 0 � r˛.�/ � 1, for ˛ > 0, 0 � � � ��,

(ii) r˛.�/ � 1, for 0 � � < h.˛/ � ��, ˛ 2 .0; ˛0/ where h is as in (2.3),

(iii) jr˛.�/j is non-decreasing with respect to ˛ for each � 2 .0; kT k2�,

(iv) g˛.c1˛/ �
2
˛

for 0 < c1˛ � ��,

(v) g˛.�/ � g˛. Q�/, for 0 < ˛ � � � Q� � ��.

(c) There exist ¹�nº1nD1 � �.T T
�/ and c � 1 such that �n # 0 and �n

�nC1
� c for

every n 2 N.

If for some x 2 X we have that

sup
yı2Bı.T x/

inf
˛2.0;˛0/

kR˛y
ı
� xk D O.�.‚�1.ı/// when ı ! 0C; (3.14)

then x 2R.s.T �T //. In particular, if � is optimal qualification of ¹g˛º and s� 2 S,
then x 2 R.s�.T

�T //.

Proof. Without loss of generality we may assume that ˛0 � ��

c1
and x ¤ 0 (this

is so because hypotheses (a) and (c) are independent of ˛0 and if (b) holds for
˛ 2 .0; ˛0/, then it holds for ˛ 2 .0; Ǫ0/ for every Ǫ0 < ˛0 with the same con-
stants, while if x D 0, the result of the lemma is trivial).

Bereitgestellt von | De Gruyter / TCS
Angemeldet | 212.87.45.97

Heruntergeladen am | 04.01.13 14:37



Existence of saturation for spectral regularization methods 779

Let N̨ 2 �.T T �/ be such that 0 < c1 N̨ � ˛0 (hypothesis (c) guarantees the ex-
istence of such N̨ ), and define

Nı D Nı. N̨ /
:
D
N̨1=2

2
kR N̨T x � xk D

N̨1=2

2
kr N̨ .T

�T /xk:

Then, clearly the equation

kR˛T x � xk
2
D
.2 Nı/

2

˛
(3.15)

in the unknown ˛ has ˛ D N̨ as a solution. Moreover, since

kR˛T x � xk
2
D

Z kT k2C
0

r2˛.�/ dkE�xk
2

and x ¤ 0, hypotheses (b.ii), (b.iii) imply that the function�.˛/ :D ˛kR˛T x�xk2

is strictly increasing for ˛ in .0; ˛0/. Hence, ˛ D N̨ :D �. Nı/ (where �.ı/D ��1.ı/)
is the unique solution of (3.15). Note that if N̨ ! 0C, then Nı ! 0C. Moreover, by
hypothesis (b.iii) and Lemma 3.4, it follows immediately by Fatou’s lemma that
Nı ! 0C only if N̨ ! 0C.

Now, for ı > 0 define
Ny ı

:
D T x � ıG N̨ z; (3.16)

where G N̨
:
D Fc1 N̨ � F N̨ with ¹F�º being the spectral family associated to T T �

and

z
:
D

´
kG N̨T xk

�1T x; if G N̨T x ¤ 0,
arbitrary with kG N̨ zk D 1; in other case.

Note that since N̨ 2 �.T T �/ and c1 > 1 it follows that G N̨ is not the null operator
and therefore the definition makes sense. Note also that k Nyı � T xk D ı, which
implies that Nyı 2 Bı.T x/.

Now, by using (3.16) and the fact that g˛.T �T /T � D T �g˛.T T �/ it follows
that for every ˛ 2 .0; ˛0/ and ı > 0,˝
R˛T x � x;R˛. Ny

ı
� T x/

˛
D
˝
g˛.T

�T /T �T x � x;�g˛.T
�T /T � ıG N̨ z

˛
D ı

˝
g˛.T

�T /T �T x � x;�T �g˛.T T
�/G N̨ z

˛
D ı

˝
Tg˛.T

�T /T �T x � T x;�g˛.T T
�/G N̨ z

˛
D ı

˝
.T T �g˛.T T

�/ � I /T x;�g˛.T T
�/G N̨ z

˛
D ı

˝
�r˛.T T

�/T x;�g˛.T T
�/G N̨ z

˛
D ı

Z kT k2C
0

r˛.�/g˛.�/ d hF�T x;G N̨ zi : (3.17)
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780 G. L. Mazzieri, R. D. Spies and K. G. Temperini

Now by hypothesis (b.i) and since c1 N̨ � �� one has that both g˛.�/ and r˛.�/
are nonnegative for all � 2 Œ0; c1 N̨ �. Also, from the definitions of G N̨ and z it fol-
lows immediately that the function m.�/ :D hF�T x;G N̨ zi for � 2 Œ0; c1 N̨ � is real
and non-decreasing and thereforeZ c1 N̨

0

r˛.�/g˛.�/ d hF�T x;G N̨ zi � 0: (3.18)

On the other hand, since m.�/ D hT x; F�G N̨ zi, F�G N̨ D G N̨ for every � � c1 N̨ ,
it follows that m.�/ is constant for � � c1 N̨ and thereforeZ kT k2C

c1 N̨

r˛.�/g˛.�/ d hF�T x;G N̨ zi D 0: (3.19)

From (3.18) and (3.19) we conclude thatZ kT k2C
0

r˛.�/g˛.�/ d hF�T x;G N̨ zi � 0;

which, by virtue of (3.17), implies that

hR˛T x � x;R˛. Ny
ı
� T x/i � 0: (3.20)

Hence, for every ˛ 2 .0; ˛0/, ı > 0 and N̨ 2 �.T T �/ such that c1 N̨ � �� we
obtain the following estimate:

kR˛ Ny
ı
� xk2 D kR˛T x � xk

2
C kR˛. Ny

ı
� T x/k2

C 2hR˛T x � x;R˛. Ny
ı
� T x/i

D kR˛T x � xk
2
C ı2kg˛.T

�T /T �G N̨ zk
2

C 2hR˛T x � x;R˛. Ny
ı
� T x/i (by (3.16))

� kR˛T x � xk
2
C ı2kT �g˛.T T

�/G N̨ zk
2 (by (3.20))

D kR˛T x � xk
2
C ı2k.T T �/

1
2g˛.T T

�/G N̨ zk
2

D kR˛T x � xk
2
C ı2

Z kT k2C
0

�g2˛.�/ dkF�G N̨ zk
2

� kR˛T x � xk
2
C ı2

Z c1 N̨

N̨

�g2˛.�/ dkF�G N̨ zk
2: (3.21)

We now consider two different cases for ˛ 2 .0; ˛0/.
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Case I: ˛ � N̨ . Since c1 N̨ � �� and c1 > 1, it follows from hypothesis (b.v) that

g˛.�/ � g˛.c1 N̨ / � g˛.�
�/ for every � 2 Œ N̨ ; c1 N̨ �: (3.22)

On the other hand, from hypothesis (b.i) it follows that r˛.��/ � 1, which implies
that �� g˛.��/ � 0 and therefore g˛.��/ � 0. It then follows from (3.22) that
g2˛.�/ � g

2
˛.c1 N̨ / for every � 2 Œ N̨ ; c1 N̨ �. Then,Z c1 N̨

N̨

�g2˛.�/ dkF�G N̨ zk
2
� N̨ g2˛.c1 N̨ /

Z c1 N̨

N̨

dkF�G N̨ zk
2

D N̨ g2˛.c1 N̨ /
�
kFc1 N̨G N̨ zk

2
� kF N̨G N̨ zk

2
�

D N̨ g2˛.c1 N̨ /kG N̨ zk
2

D N̨ g2˛.c1 N̨ /; (3.23)

where the second to last equality follows from the definition ofG N̨ and the spectral
property F�F� D Fmin¹�;�º:

At the same time, the hypotheses (b.i) and (b.iii) imply that g˛.�/ is non-in-
creasing as a function of ˛ for each fixed � 2 Œ0; ���. Since ˛ � N̨ and c1 N̨ � ��,
we then have that

g˛.c1 N̨ / � g N̨ .c1 N̨ /; (3.24)

and from hypothesis (b.iv) we also have that

g N̨ .c1 N̨ / �
2

N̨
> 0: (3.25)

From (3.24) and (3.25) we conclude that

g2˛.c1 N̨ / �

�
2

N̨

�2
: (3.26)

Substituting (3.26) into (3.23), we obtainZ c1 N̨

N̨

�g2˛.�/ dkF�G N̨ zk
2
�
22
N̨
;

which, by virtue of (3.21) implies that if ˛ � N̨ , then kR˛ Ny ı � xk2 �
.2 ı/

2

N̨
.

Case II: ˛ > N̨ . In this case, it follows from hypothesis (b.iii) that r2˛.�/ � r
2
N̨
.�/

for every � 2 .0; kT k2�. Then,

kR˛T x � xk
2
D

Z kT k2C
0

r2˛.�/ dkE�xk
2

�

Z kT k2C
0

r2N̨ .�/ dkE�xk
2
D kR N̨T x � xk

2;

which, together with (3.21) imply that kR˛ Ny ı � xk2 � kR N̨T x � xk2.
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Summarizing the results of cases I and II, we obtain that for every ˛ 2 .0; ˛0/,
ı > 0, N̨ 2 �.T T �/ with c1 N̨ � ˛0 and Nyı as in (3.16), there holds

kR˛ Ny
ı
� xk2 �

´
.2 ı/

2

N̨
; if 0 < ˛ � N̨ ,

kR N̨T x � xk
2; if N̨ < ˛ < ˛0

� min
²
kR N̨T x � xk

2;
.2 ı/

2

N̨

³
: (3.27)

Then

min
²
kR N̨T x � xk;

2 ı
p
N̨

³
D

�
min

²
kR N̨T x � xk

2;
.2 ı/

2

N̨

³�1=2
� inf
˛2.0;˛0/

kR˛ Ny
ı
� xk (by (3.27))

� sup
yı2Bı.T x/

inf
˛2.0;˛0/

kR˛y
ı
� xk (as Nyı 2 Bı.T x/)

D O.�.‚�1.ı/// for ı ! 0C (by hypothesis),

and since N̨ D �. Nı/ solves equation (3.15), the previous inequality implies that

kR
�. Nı/

T x � xk D
2 Nı
p
N̨
D O.�.‚�1. Nı/// for Nı ! 0C; (3.28)

and therefore
Nı

�.‚�1. Nı//
D O

�q
�. Nı/

�
for Nı ! 0C: (3.29)

Now, since for every ı > 0 one has ı D ‚.‚�1.ı//, it follows from the definition
of ‚ that ı D

p
‚�1.ı/ �.‚�1.ı//. Then, from (3.29) we obtain thatq

‚�1. Nı/ D O
�q

�. Nı/
�

for Nı ! 0C:

From this and (3.28) we then deduce that

kR
�. Nı/

T x � xk D O.�.�. Nı/// for Nı ! 0C; (3.30)

where
Nı D �. N̨ /; N̨ 2 �.T T �/; c1 N̨ � ˛0:

Now let L :
D max¹�j W �j � ˛0

c1
º. Then, since �n # 0, for any ˛ 2 .0; L� there

exists a unique n D n.˛/ 2 N such that �nC1 < ˛ � �n (note that n.˛/ ! 1 if
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Existence of saturation for spectral regularization methods 783

and only if ˛ ! 0C). Then for ˛ 2 .0; L� and n D n.˛/ so defined we have that

kR˛T x � xk
2
D

Z kT k2C
0

r2˛.�/ dkE�xk
2

�

Z kT k2C
0

r2�n.�/ dkE�xk
2 (by hypothesis (b.iii))

D kR�nT x � xk
2

D O.�2.�n// (by virtue of (3.30), with Nı D �.�n/). (3.31)

Also, from hypothesis (c) we have that �n � c �nC1 for all n 2 N, and since � is
non-decreasing and positive (since � 2 O), it follows that

�2.�n/ � �
2.c �nC1/ for all n 2 N: (3.32)

Now since c � 1 and by hypothesis (a) � is of local upper type ˇ, there exists a
positive constant d such that

�.c �nC1/ � d c
ˇ�

�
1

c
c �nC1

�
D d cˇ�.�nC1/ for all n 2 N: (3.33)

Hence

�.�n.˛// � �.c�n.˛/C1/ (by (3.32))

� dcˇ�.�n.˛/C1/ (by (3.33))

� dcˇ�.˛/ (since �n.˛/C1 < ˛ and � 2 O): (3.34)

From (3.31) and (3.34) it follows that kR˛T x � xk D O.�.˛// for ˛ ! 0C.
Since T �T is the projection on N .T /? D X (since T is invertible), we have that
x D T �T x D T �y. Then k.R˛ � T �/yk D O.�.˛// for ˛ ! 0C. Finally, The-
orem 2.13 implies that T �y D x 2 R.s.T �T //. This concludes the proof of the
lemma.

Remark 3.7. Note that since

sup
yı2Bı.T x/

inf
˛2.0;˛0/

kR˛y
ı
� xk � E tot

¹R˛º
.x; ı/;

hypothesis (3.14) of the preceding lemma holds if E tot
¹R˛º

.x; ı/ D O.�.‚�1.ı///

for ı ! 0C.

Having stated and proved the previous three lemmas, we are now ready to prove
Theorem 3.3.
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784 G. L. Mazzieri, R. D. Spies and K. G. Temperini

Proof of Theorem 3.3. As in Lemma 3.6, without loss of generality we may as-
sume that ˛0 � ��

c1
. We will show that  .x; ı/ :D � ı‚�1.ı/ for x 2 Xs� and

ı 2 .0;‚.˛0// is saturation function of ¹R˛º˛2.0;˛0/ on Xs� (see Definition 2.6).
First we note that since ¹g˛º satisfies (H4) and � is continuous (� being of local

upper type), by virtue of Lemma 3.1 one has that  2 UXs� .E
tot
¹R˛º

/. Next we will
show that  satisfies the (S1) condition for saturation on Xs� . Suppose that it is
not true, i.e. that there exist x� 2 X , x� ¤ 0 and x 2 Xs� such that

lim sup
ı!0C

E tot
¹R˛º

.x�; ı/

 .x; ı/
D 0:

Then E tot
¹R˛º

.x�; ı/ D o. .x; ı// as ı ! 0C and from Lemma 3.5 (I) it follows
that there exists an a priori parameter choice rule Ǫ .ı/ such that

sup
yı2Bı.T x�/

kR Ǫ .ı/y
ı
� x�k D o. .x; ı// for ı ! 0C: (3.35)

On the other hand, from hypothesis (c) it follows that there exists N̨ 2 �.T T �/
such that 0 < c1 N̨ � ˛0 and h. N̨ / < kT k2. Now define

Nı D Nı. N̨ /
:
D
N̨1=2

2
kR N̨T x

�
� x�k D

N̨1=2

2
kr N̨ .T

�T /x�k

and for ı > 0,
Nyı

:
D T x� � ı G N̨ z; (3.36)

as in (3.16). Following the same steps as in the proof of Lemma 3.6 we obtain
as in (3.27) that for every ˛ 2 .0; ˛0/, ı > 0, N̨ 2 �.T T �/ with c1 N̨ � ˛0 and
h. N̨ / < kT k2, and Nyı as in (3.36), there holds

kR˛ Ny
ı
� x�k2 � min

²
kR N̨T x

�
� x�k2;

.2 ı/
2

N̨

³
: (3.37)

Then for ı > 0 such that Ǫ .ı/ 2 .0; ˛0/;

min
²
kR N̨T x

�
� x�k;

2 ı
p
N̨

³
D

�
min

²
kR N̨T x

�
� x�k2;

.2 ı/
2

N̨

³�1=2
� inf
˛2.0;˛0/

kR˛ Ny
ı
� x�k (by (3.37))

� kR Ǫ .ı/ Ny
ı
� x�k (as Ǫ .ı/ 2 .0; ˛0/)

� sup
yı2Bı.T x�/

kR Ǫ .ı/y
ı
� x�k (as Ny ı 2 Bı.T x�/)

D o.�.‚�1.ı/// for ı ! 0C (by (3.35)),
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Existence of saturation for spectral regularization methods 785

and since N̨ D �. Nı/ solves equation (3.15) with x D x�, the previous inequality
implies that

kR
�. Nı/

T x� � x�k D
2 Nı
p
N̨
D o.�.‚�1. Nı/// for Nı ! 0C:

Following analogous steps as in the proof of Lemma 3.6, we obtain, as in (3.30),
that

kR
�. Nı/

T x� � x�k D o.�.�. Nı/// for Nı ! 0C; (3.38)

where
Nı D �. N̨ /; N̨ 2 �.T T �/; c1 N̨ � ˛0; h. N̨ / < kT k2:

Now,

kR N̨T x
�
� x�k2 D

Z kT k2C
0

r2N̨ .�/ dkE�x
�
k
2

�

Z kT k2C
h. N̨ /

r2N̨ .�/ dkE�x
�
k
2 (since 0 < h. N̨ / < kT k2 )

� 2�2. N̨ /

Z kT k2C
h. N̨ /

s�2� .�/ dkE�x
�
k
2; (3.39)

where the last inequality follows from the fact that .�; s�/ is an order-source pair
for ¹g˛º (with  the constant in (2.3)). Since �. Nı/ D N̨ and Nı ! 0C if and only if
N̨ ! 0C, (3.38) and (3.39) imply thatZ kT k2C

h. N̨ /

s�2� .�/ dkE�x
�
k
2
D o.1/ for N̨ ! 0C

and therefore we get ks�1� .T �T /x�k D 0. Then x� D 0, contradicting the fact
that x� ¤ 0. Hence,  .x; ı/ D �.‚�1.ı// satisfies condition (S1) on Xs� :

Also, since  is trivially invariant over Xs� ,  does not depend on x. Thus, it
satisfies condition (S2).

It only remains to be proved that  satisfies (S3) onXs� . Suppose that is not the
case. Then there must exist a set M , Xs� ¤ M � X n ¹0º and Q 2 UM .E

tot
¹R˛º

/

such that Q jXs� D  and Q satisfies (S1) and (S2) on M . Let x� 2M nXs� . As
Q 2 UM .E

tot
¹R˛º

/, we have that

E tot
¹R˛º

¹x�º
� Q : (3.40)

Also, since Q is invariant over M we have that

Q 
¹x�º;Xs�

� Q ;
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786 G. L. Mazzieri, R. D. Spies and K. G. Temperini

and since Q coincides with  on Xs� , it follows that

Q 
¹x�º;Xs�

�  :

This, together with (3.40) implies that

E tot
¹R˛º

¹x�º;Xs�

�  

and therefore for every x 2 Xs� , E tot
¹R˛º

.x�; ı/ D O. .x; ı// as ı ! 0C, that is,

E tot
¹R˛º

.x�; ı/ D O.�.‚�1.ı/// as ı ! 0C:

Lemma 3.5 then implies that there exists an admissible a priori parameter choice
rule Q̨ .ı/ such that

sup
yı2Bı.T x�/

kR Q̨.ı/y
ı
� x�k D O.�.‚�1.ı/// as ı ! 0C

and therefore

sup
yı2Bı.T x�/

inf
˛2.0;˛0/

kR˛y
ı
� x�k D O.�.‚�1.ı/// as ı ! 0C:

Hence, by virtue of Lemma 3.6, x� 2 R.s�.T
�T // and since x� ¤ 0, we have

that x� 2 R.s�.T
�T // n ¹0º D Xs� which contradicts our original assumption.

This concludes the proof of Theorem 3.3.

4 Examples

Although the main results of this article are very theoretical in nature, we pro-
vide below two examples of regularization methods with optimal qualification
which do possess saturation. In both cases the saturation function and saturation
set are found. Example 4.1, for the Tikhonov–Phillips case, is introduced mainly
to present a classical method possessing saturation, according to the theory devel-
oped in the previous sections, which is consistent with already well-known results.
On the other hand Example 4.2, although somewhat artificial, is presented with the
objective of showing that Theorem 3.3 is not vacuous, in the sense that there exist
non trivial regularization methods satisfying the hypothesis of the theorem.

Example 4.1. Consider R˛ D g˛.T �T /T � with g˛.�/ D 1
�C˛

. The family of
Tikhonov–Phillips regularization operators ¹R˛º˛2.0;˛0/ has optimal qualifica-
tion �.˛/ D ˛ (see [4]). It can be easily checked that � is of local upper type 1,
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Existence of saturation for spectral regularization methods 787

s�.�/ D � 2 S and ¹g˛º˛2.0;˛0/ satisfies all hypotheses of Theorem 3.3. There-
fore, the function

 .x; ı/ D �.‚�1.ı// D ı
2
3

defined for x 2 Xs� :
D R.T �T / n ¹0º and ı 2 .0; ˛

3
2

0 / is saturation function of
¹R˛º˛2.0;˛0/ on Xs� .

Example 4.2. Given k 2 RC, for ˛ > 0 let

uk˛.�/
:
D

8̂̂̂̂
<̂
ˆ̂̂:
e
� �p

˛

�
; for 0 < � < ˛;

e�
p
�
˛

�
; for ˛ � � < 3˛;

e�
p
�
˛

�
C

˛k

�kC1
; for � � 3˛;

and

gk˛.�/
:
D

´
1
�
� ˛k
p
� � uk˛.�/; for � > 0;

lim�!0C g
k
˛.�/ D

1p
˛
; for � D 0:

The family ¹g˛º˛2.0;˛0/ is an SRM ([5]).
Now, defining

vk˛.�/
:
D

8̂̂̂<̂
ˆ̂:
e
� �p

˛ ; for 0 � � < ˛;

e
�

q
�
˛ ; for ˛ � � < 3˛;

e
�

q
�
˛ C

�
˛
�

�k
; for � � 3˛;

we get rk˛ .�/ D 1 � �g
k
˛.�/ D ˛

k�
3
2 C vk˛.�/. If �.˛/ D ˛k , then s�.�/ D �k ,

then s� 2 S and s� satisfies (2.5). Also, it can be shown that � and s� verify (2.3)
with  D 1 and h.˛/ D 3˛. From Theorem 2.11 it then follows that �.˛/ D ˛k is
optimal qualification of ¹g˛º.

On the other hand, for k � 1 and ˛ > 0, the function gk˛.�/ is non-increasing.
Thus, hypothesis (b.v) of Theorem 3.3 holds and

Gk˛
:
D kgk˛. � /k1 D g

k
˛.0/ D

1
p
˛
;

which implies immediately that also hypothesis (H4) is verified. From now on we
shall assume k � 1.

It can be easily checked that � is of local upper type k and ¹g˛º˛2.0;˛0/ satisfies
all hypotheses of Theorem 3.3. Therefore, the function

 .x; ı/ D �.‚�1.ı// D ı
2k
2kC1

defined for x 2 Xs� :
D R..T �T /k/ n ¹0º and ı 2 .0; ˛

kC 1
2

0 / is saturation function
of ¹R˛º˛2.0;˛0/ on Xs� .
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788 G. L. Mazzieri, R. D. Spies and K. G. Temperini

5 Conclusions

In this article families of real functions ¹g˛º defining a spectral regularization
methods with optimal qualification were considered. Sufficient conditions on the
family and on the optimal qualification guaranteeing the existence of saturation
were found. Appropriate characterizations of both the saturation function and the
saturation set were given and two examples were provided.
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