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ABSTRACT. Inspired by an old construction due to R. Cignoli that relates
Heyting algebras and centered Nelson algebras, in this paper we prove that
there exists an equivalence between the category of semi-Heyting algebras and
the category of centered semi-Nelson algebras.

1. INTRODUCTION

Inspired by results from [17] due to J. Kalman relating to lattices, R. Cignoli
proved in [11, Theorem 2.4] that there exists an equivalence between the category
of bounded distributive lattices and a particular full subcategory of centered Kleene
algebras. Moreover, he also proved that there exists an equivalence between the
category of Heyting algebras and the category of centered Nelson algebras [11,
Theorem 3.14] (see also [10, 16]). In this paper we extend the previous result in
order to show that there is an equivalence between the category of semi-Heyting
algebras [20] and the category of semi-Nelson algebras [12] which have a center.

In the process of our research on the topic of the present paper, we have found
useful to place our problems in the following general context.

We assume the reader is familiar with bounded distributive lattices and Heyt-
ing algebras [5]. A De Morgan algebra is an algebra (H,A,V,~,0,1) of type
(2,2,1,0,0,0) such that (H, A, V,0,1) is a bounded distributive lattice and ~ fulfills
the equations ~~z = z and ~(x V y) = ~x A ~y. An operation ~ which satisfies
the previous two equations is called involution. A Kleene algebra is a De Morgan
algebra in which the inequality o A ~x < y V ~y holds. We say that an alge-
bra (H,A,V,~,c,0,1) of type (2,2,1,0,0) is a centered Kleene algebra if (H,A,V,
~,0,1) is a Kleene algebra and c is such that ¢ = ~c (this element is called center).
It is immediate to see that c is necessarily unique. We write BDL for the category of
bounded distributive lattices and KA. for the category of centered Kleene algebras.
In both cases the morphisms are the corresponding algebra homomorphisms. It is
interesting to note that if 7" and U are centered Kleene algebras and f : T — U is a
morphism of Kleene algebras, then f preserves necessarily the center, i.e., f(c) = c.

For an object H € BDL we define

K(H) :={(a,b) € Hx H:aNb=0}.

This set could be endowed with the operations and the distinguished elements
defined by:

(a,b)V (d,e) := (aVd,bAe)
(a,b) A(d,e) = (aNnd,bVe)
~(a,b) = (bya)
0 = (0,1)
1 = (1,0)
¢ (0,0)



In particular, (K(H),A,V,~,c,0,1) € KA.. For a morphism f : H — G € BDL,
the map K(f) : K(H) — K(G), defined by K(f)(a,b) = (f(a), f(b)), is a morphism
in KA.. Moreover, K is a functor from BDL to KA..

Let (T, A,V,~,c,0,1) € KA.. The set

C(T)={xeT:x>c}

is the universe of a subalgebra of (T, A, V,c,1) and (C(T), A, V,c,1) € BDL. For a
morphism g : T — U € KA., the map C(g) : C(T) — C(U), given by C(g)(z) =
g(x), is a morphism in BDL. Moreover, C is a functor from KA. to BDL.

Let H € BDL. The map ay : H — C(K(H)) given by ag(a) = (a,0) is
an isomorphism in BDL. If T € KA., the map Br : T — K(C(T)) given by
Br(xz) = (x V c,~z V) is injective and it is a morphism in KA., but it is not
necessarily surjective (see [16]).

Let T' € KA. Consider the following algebraic condition:

(CK) Ve,y>eo)(zAhy=c — (Fz)(zVe=z & ~zVc=y)).

This condition characterizes the surjectivity of Sr, that is, for every T € KA. we
have that T satisfies (CK) if and only if 81 is a surjective map. The condition
(CK) is not necessarily verified in every centered Kleene algebra, see for instance
[10, Figure 1].

We write KASK for the full subcategory of KA. whose objects satisfy (CK). The
functor K can then be seen as a functor from BDL to KASK.

The following result is [10, Theorem 2.7] (see also [11, Theorem 2.4]).

Theorem 1. The functors K and C establish a categorical equivalence between BDL
and KASK with natural isomorphisms o and .

Let H € BDL and a, b € H. If the relative pseudocomplement of a with respect
to b exists, then we denote it by a —pa b. Recall that a Nelson algebra [11, 23] is
a Kleene algebra such that for each pair z, y there exists the binary operation =
given by = y := x —na (~ 2 Vy) and for every x,y, z it holds that (x Ay) = z =
2 = (y = z). The binary operation = so defined is called the weak implication.
Nelson algebras can be seen as algebras (H,A,V,=,~,0,1) of type (2,2,2,1,0,0).
The class of Nelson algebras is a variety [6, 7, 18].

We say that an algebra (T, A, V,=-,~,¢,0,1) is a centered Nelson algebra if the
reduct (T, A,V,=,~,0,1) is a Nelson algebra and c satisfies ~c = c. It is a known
fact that centered Nelson algebras satisfy the condition (CK) (see [10]). M. Fidel
[14] and D. Vakarelov [22] proved independently that if (H, A, V,—,0,1) is a Heyting
algebra then (K(H),A,V,=,~,c,0,1) is a centered Nelson algebra, where = is
defined as follows, for pairs (a,b) and (d,e) in K(H):

(1) (a,b) = (d,e) := (a > d,a Ae).

Let HA be the category of Heyting algebras and NA. the category of centered
Nelson algebras. The following result is a reformulation of [11, Theorem 3.14] (see
also [9]).

Theorem 2. The functors K and C establish a categorical equivalence between HA
and NA; with natural isomorphisms o and 3.

In what follows we recall the definition of a semi-Heyting algebra, which were
introduced by H.P. Sankappanavar in [20] as an abstraction of Heyting algebras.
Semi-Heyting algebras share with Heyting algebras the following properties: they
are pseudocomplemented, distributive lattices and their congruences are determined
by the lattice filters. The relationship between the variety of semi-Heyting algebras
and the varieties of Heyting algebras (and its expansions) have been studied lately
in [1, 2,3, 4, 19].

2



Definition 3. An algebra (H,A,V,—,0,1) of type (2,2,2,0,0) is a semi-Heyting
algebra if the following conditions hold for every a,b,d in H:

(SH1) (H,A,V,0,1) is a bounded lattice,
(SH2) aA(a—Db)=aAb,

(SH3) an(b—d) =aA[(aAb) = (a ANd)],
(SH4) a 5 a=1.

We write SH for the category of semi-Heyting algebras. The underlying lattice
of a semi-Heyting lattice is necessarily distributive, as it is shown in [20].
In what follows we recall some definition given in [12] we shall use later.

Definition 4. An algebra (T, A, V,—, ~, 1) of type (2,2,2,1,0) is a pre-semi-Nelson
algebra if for every x,y, 2z € H the following conditions are satisfied:

(
(SN2)
( ) ~~ =
(SN4) ~ (z Ay) =~aV ~y,

(SN5) zA ~x = (xA ~ ) A (yV ~y),

(SN6) z A (xz =N y)=aA(~xVY),

( )z =N (y—=n2)=(xAy) =N 2,

(SN8) (z =N y) =~ [(y =nv 2) =N [(T = 2) =N (Y — 2)]]
(SN9) (z =N y) =n [(y =~ ) =N [(2 = 2) =N (2 2 y)]]

L
L

where  —x y stands for the term z — (x A y).

We write PSN for the category of pre-semi-Nelson algebras. Notice that a pre-
semi-Nelson algebra is, in particular, a Kleene algebra.

Definition 5. A pre-semi-Nelson algebra (T, A, V, —, ~, 1) is a semi-Nelson algebra
if it also verifies the following conditions for every x,y € H:

(SN10) (~ (z = y)) =n (#A ~y) =1,
(SN11) (zA ~y) = (~ (2 —=y)) = 1.

Semi-Nelson algebras were introduced by J.M. Cornejo and I. Viglizzo in [12] as
a generalization of Nelson algebras. We write SN for the category of semi-Nelson
algebras and SN, for the category of centered semi-Nelson algebras whose objects
are algebras (T, A, V, —,~,¢c,0,1) of type (2,2,2,1,0,0,0), where (T, A,V, —=,~,1)
is a semi-Nelson algebra, 0 =~ 1 and c satisfies that ¢ =~ ¢. The morphisms of
SN, are the algebra homomorphisms.

The fact that Kalman’s construction can be extended consistently to Heyting
algebras led us to believe that some of the picture could be lifted to the varieties
SH and SN.. More precisely, it arises the natural question if it is possible to prove
that there exists an equivalence between SH and SN, making the following diagram
commute:

K
SH - SN
L]

HA NA.
C
where i1 is the inclusion functor from HA to SH and i5 is the inclusion functor from
NA. to SN.

We give a table with the categories we consider in this paper:
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Category Objects
BDL Bounded distributive lattices
KA. Centered Kleene algebras
HA Heyting algebras
NA Nelson algebras
NA. Centered Nelson algebras
NL. Centered Nelson lattices
SH Semi-Heyting algebras
PSN Pre-semi-Nelson algebras
SN Semi-Nelson algebras
SN, Centered semi-Nelson algebras
KSH Centered Kleene algebras endowed with a particular binary operation

The results studied in the present paper are motivated by ideas coming from
different varieties of algebras, as Heyting algebras and Nelson algebras, and by the
categorical equivalence between the category of Heyting algebras and the category
of centered Nelson algebras (see Theorem 2). Our main goal is to extend the above
mentioned equivalence by considering the category of semi-Heyting algebras and the
category of centered semi-Nelson algebras. We think that the properties studied
here can be of interest for future work about the understanding of the categories of
semi-Heyting algebras and centered semi-Nelson algebras respectively.

The paper is organized as follows. In Section 2 we study some properties con-
cerning centered semi-Nelson algebras. In Section 3 we generalize the equivalence
between the categories HA and NA, (see Theorem 2) in the framework of SH and
SN,. Finally, in Section 4 we study the relationship between SN, and the category
KSH (see Definition 22) introduced in [16], which is also equivalent to the category
SH.

2. BASIC RESULTS

In this section we give some basic about (centered) semi-Nelson algebras we shall
use in the next section in order to show that there exists an equivalence between
SH and SN.. Since the results given here are very technical, we recommend to the
reader don’t read the proofs of them in a first lecture of the present paper.

Lemma 6. [12] Let T € PSN and x,y,z € T. Then

)
) ifex <ythenzx —>nyy=1,

d) z<yifand only ifc »>yy=1and ~y > y~z =1,
) Ife 5>yy=y—oNnz=1thenz >y z=1,

(¢) ife >nvy=1landy >y z2=1thenx >y 2= 1.

Lemma 7. [13] Let T € SN and x,y,z € T. Then

(a) (an ~z) >Ny y =1,

(b) (z =N y) =~ (z =N 2) =N (22N (YA2))) =1,
(€) (=N 2) =N ((y =N 2) =n (BVY) 2N 2) =1,
(d) z—=yy=2—>n (zAY).

We will use the previous lemmas in order to show the following result.
Lemma 8. Let T € SN and x,y,z € T. Then
(a) Ifr >nyy=1landz =Ny z=1thenz >y (yNz)=1.
(b) Ifr >y z=1andy >y z2=1then (x Vy) >y z = 1.
(¢) Ifx »>nyy=1then (zVz) =N (yVz) =1
4



Proof. (a) By (b) of Lemma 7 we have that
(x =Ny) =N (=N 2) =N (=N (YAZ)) =1,

Hence, by (a) of Lemma 6 we obtain that z —x (y A z) = 1.
(b) It follows from (c) of Lemma 7 that

(=N 2z) =N (Y =N 2) 2N (VY =N 2) =1

Thus, by (a) of Lemma 6 we deduce the equality (z Vy) =y z = 1.

(¢) By hypothesis we have that x —y y = 1. It follows from (c¢) of Lemma 6
the equality ¥y —x (y V 2) = 1. Then, using (g) of Lemma 6 we obtain that
x —n (yV z) =1. Observe that z —n (y V z) = 1, which follows again from
(c) of Lemma 6. In view of (c¢) of Lemma 7 it holds that

(=N (yV2) =28 (228 (YV2) 2N (BV2) =N (YV2))) =1,

Therefore, by (a) of Lemma 6 we conclude that (x V z) =y (yV 2) = 1.
O

The following lemma presents some useful properties of centered semi-Nelson
algebras.

Lemma 9. Let T € SN¢ and x,y,z € T. Then

)(I‘/\C)*}N’y:l}

) (~(@—=y)Ve) =N ((zVe)A(~yVe)) =1,

) ((@Ve)A(~yve)) =N (~(x—y)Ve) =1,

) [~ ((@Ve)A(~yVe)] =N [~ (~(z—=y) Vel =1,
) [~ (~(@—=y)ve) =n [~ ((zVe)A(~y Vo) =1,
) ~(zx—=y)Ve=(xVec)A(~yVe),

) [~ ((z—=y)Ve) =N [~ ((xVe) > (yVe)) =1,

) [~ ((@Ve) = (yve)l =n [~ ((z—y)ve) =1,

) (@—=y) =N ((zVe) = (yVe) =1,

) (@Ve)=(yVe) =N (@ —y) =1,

D) (xVve)— (yVe)=(x—y)Ve.

Proof. Let z,y € T.

(a) Note that ¢ -y = (cAc) =y © = (cA ~ ¢) =n @ = 1, which follows from
(a) of Lemma 7.

(b) By item (a) we have that ¢ x5 y =1 and it follows from (f) of Lemma 6 that
(x Ac) =y ¢ = 1. Thus, it follows from (g) of Lemma 6 that (x Ac) =y y = 1.

(c¢) The fact that ~ (x — y) =n (zA ~ y) = 1 follows from (SN10). By (f) of
Lemma 6 we obtain that (zA ~y) =y @ = 1. Then, applying (e) of Lemma 6
we obtain that ~ (x — y) —n & = 1. Thus, taking into account (c) of Lemma
8 we have that

(2) (~(x—y)Ve) =y (xVe) =1.
Similarly we can show that
(3) (~~(x—=y)Ve) =N (~yVe) =1,
By (2), (3) and (a) of Lemma 8 it is possible to verify that
(~(x—=y)Ve) =N ((xVe)A(~yVe)).

(d) By (SN11) we have that (zA ~ y) —n (~ (x — y)) = 1. Thus, by (c) of
Lemma 8 we deduce the equality

(@A ~y)Ve) =N ((~ (@ —y)Ve) =1



Consequently,
((xVe)A(~yVe)) =N (~(x = y)Ve)= (A ~y)Ve) =y (~ (x = y)Ve) = 1.
(e) Let us notice that (f) of Lemma 6 implies the equality

(4) (~axhN~c) =y (~c)=1.
Hence, using (a) we have that

(5) c—=n(~e)=1
and

(6) c—on(z—y =1

Hence, (5), (6) and (a) of Lemma 8 can be used to verify that
c—=n ((ve)A(z—y)) =1

Since ¢ =~ ¢ then

(7) (~e) =2n (Vo)A (=) =1,
It follows from (4), (7) and (g) of Lemma 6 that
®) (v 3~ ) o (v Q) A (T ) = 1.

Similarly we can show the equality

(9) (YA ~c)=n (V) Az —y)) =1
By (b) of Lemma 8 combined with (8) and (9) we deduce that
(10) (~vaA~e) V(A ~c)) =n (Vo) Az —y)) =1
In consequence, it follows from (10) that
[~ (V) A~y Ve))] =n [~ (~(z = y) Vo)
([~ @Vl VI~ (~y Vo)l 2w [~ (~(z = y) Vo)
~~ YA~ c)) 2w [~ (v (2 = y) Vo)
YA~ ) =N [~ (~ (2 = y) Vo)
yA~c)) =N [(~v~ (2 = y) A~ )]
—N [

((z = y)A(~c))]

o~~~

(11) (= y)Ae) =n [~ ((EVe) A~y Ve))l =1,
Hence, it follows from (11) that

[~ (~ (@ =y Vo)l = [~ (@Ve)Al~yV

(v~ (=2 y)) A~ )] = [~ (2 Ve) A(

%
[((z = y)) A~ e)] = [~
[((z =) Ae] =n [~ (2

)l
~yVec))]
((xVe)A(~yVe))
Ve)A(~y Vo))l

1.

(g) Using items (c), (d), (e), (f) and (d) of Lemma 6, the desired identity holds.
(h) It is consequence from (b) as follows:

[~ (& = y) V)] =n [~ ((zVe) = (y Vo))
= [~ (@ —=y) A~ )] N [~ ((zVe) = (y Vo))l
= @@=y rd o~ ((w Ve) = (yVe))l

1.
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(i) By (SN10) we obtain that
(12) [~ ((@Ve) = (yve))] =n[(@Ve)A(~ (yVe)] =1
Taking into account (b) we have that

[(zVe)A(~(yVe)] =n [~ (& —=y) Vo)

= [@ve)n(~y) A~ )] =n [~ (z = y) Vo)
= g(wVC)A(Ny)AC]—w[N((w—hy)VC)]
Then,
(13) [(Vve)A(~(yVe) =N [~ (z—=y) Vo) =1

To finish off the proof of this item we can apply (g) of Lemma 6 to equations
(12) and (13).

(j) Using item (a) and (b) of Lemma 6 we can verify that ¢ =5 = = 1 and
x —n x = 1 respectively. By (b) of Lemma 8 we obtain that

(14) (xVe)—=nz=1.
Also, it follows from (c) of Lemma 6 that

(15) x—y (zVe)=1
Similarly we can show that

(16) (yve)—=yy=1 and y—-n(yVe) =L
Then,

(= y) = ((zVe) =y)

L=n[(z=y) = ((zVe) =)

by (a) of Lemma 6

(zVe) =y z) =N (@ —=y) = ((2Ve) =)l by (14)
1oy (V) = 2) = [(2 > ) = (2V'6) = )]

by (a) of Lemma 6

(z > (2Ve) = (V) 5y 2) v [(z = 9) = (wVe) 5 )]l by (15)

1 by (SN8).

Then,
(17) (xt—=y) = (zVe)—y =1.
On the other hand,
(ve) =y) = ((xVe) = (y Vo))
1 =N [((zVe) =y) = ((zVe) = (y Vo))
by (a) of Lemma 6
(yve) =ny) =n [((mVe) =y) = ((zVe) = (yVe)) by (16)

L=y [((yVe) =ny) =n [((2Ve) 2 y) = (2Ve) = (y Vo)l
by (a) of Lemma 6

(y—=n (V) =n[((yVe) =ny) 2 [((@Ve) = y) = (@ Ve) = (y V)l by (16)
1 by (SN9).

Thus, we have the equality
(18) ((zve)—=y)—= (zVe)—= (yVe)) =1.

Finally, taking into account (g) of Lemma 6 in conditions (17) and (18) we
conclude that (z — y) = ((xVe) = (yVe)) =1
(k) The proof of this item is similar to the one used in (j).
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() It follows from item (j) that (x — y) =y ((zxVc) = (yVe)) = 1. Also,
¢c—n ((zVe) = (yVve)) =1 follows from (a). Hence, by (b) of Lemma 8 we
deduce that

(19) ((x—=>y)Ve) =y ((zVe)—=(yVe)) =1.

Besides, from item (k) we know that ((zVc) = (yVe)) =n (z — y) = 1. Also,
by (c) of Lemma 6 we have that (z — y) —=n ((z — y) V¢). Thus, by (e) of
Lemma 6 the equality

(20) ((xve)—= (yve) =n ((z—=y)Ve) =1
is satisfied. Therefore, applying (d) of Lemma 6 in (19),(20), (h) and (i) we
can verify that (xVe¢) = (yVe)=(z —y) Ve

O

In what follows we will use previous results in order to prove the following lemma.
Lemma 10. Let T € SN. and z,y € T. Thenc <z — (yVc).
Proof. By (b) of Lemma 9 we have that

(#A~(yVe)) =N (~e) = (A (~y)
N
= 1.
Hence, (zA ~ (yVc¢)) =n (~ ¢) = 1. Besides, it follows from (SN10) that
[~ (zx— (yVe))] =~ (A~ (yVe)) =1. Then, using (g) of Lemma 6 we obtain
that

A(~¢)) =n (~o)
A

2
P

o

(21) [~ (= (V) =N (ve) =1

Notice that

(22) con(z—(yve) =1

in view of (a) of Lemma 9. Therefore, taking into account (21), (22) and using (d)
of Lemma 6 we conclude that ¢ <z — (y V ¢). O

3. CATEGORICAL EQUIVALENCE BETWEEN SH AND SN,

In this section we will prove that there is a categorical equivalence between SH
and SN.. We will use the same notation and constructions given in Section 1 about
the functors K : HA — NA;, C : NA. — HA and the isomorphisms ay (for H € HA)
and Br (for T' € NA).

We start with some preliminary definitions and properties.

Let H € SH. In [12, Theorem 4.1] it was proved that (K(H),A,V,=,1) € SN.
Thus, if H € SH then K(H) € SN¢. It is immediate that if f is a morphism in SH,
then K(f) is a morphism in SN.. Hence, we obtain the following result.

Proposition 11. There exists a functor K from SH to SNc.

Let T' € SN (or T € SN). The binary relation = on T given by
r=yifandonlyifr »y=1landy -2z =1
is an equivalence relation on T compatible with the operations A, V and —, as it is
shown in [12, Lemma 3.1]. If x € T we write [z] for the equivalence class associated
to =. As usual, we write T'/= for the set of equivalence classes.
We denote by sH(T') the algebra (T'/=,N,U,~>,[0],[1]), where the operations
are defined by:



o [z]N[y] = %ﬂwyﬂ, o [z] ~ [y] = [z — y].
. yl = :

It follows from [12, Theorem 3.4] that sH(T) € SH.
Proposition 12. Let T € SN.. Then C(T) € SH.

Proof. Let T € SN.. It follows from Lemma 10 that x — y € C(T') whenever
xz,y € C(T).

Consider the map h : T'— K(sH(T')) given by h(x) = ([z], [~ =]). We will write
— for the implication of T'and = for the implication in K(sH(T)). The function h is
an injective morphism in SN, see [12, Corollary 5.2]. Straightforward computations
show that h preserves the bottom and the center, so T' = h(T') in SN.. Thus, by
definition of C and SH we have that C(7T") € SH if and only if C(h(T")) € SH. Notice
that h(z) € C(h(T)) if and only if [c] < [z] and [~ =] < [c].

In what follows we will prove that C(h(T)) € SH. We will use the fact that
sH(T) € SH. Let z,y, z € T such that h(x), h(y), h(z) € C(h(T)). Then [c] < [z],
(] < ), [€] < [ T~ 2] < [cl, [~ o] < [e] and [~ 2] < [c]

Taking into account that [~ y] < [c¢] < [z] and [z A (z — y)] = [z A y], the
condition (SH2) in sH(T'), we obtain that

W) () = hw) = (ol [~ =) 0 ([ [~ a]) = (o], [~ o)
[z], [~ 2]) N ([z = o], [«] N [~ y])
[], N ([x = y], [~ yD)
[z A (2 = y)], [~ 2V ~y])
[z Ayl [~ 2V ~yl)
[z] N [y], [~ 2] U [~ o))
h(z) N h(y).
Then C(h(T)) satisfies (SH2).
In order to prove (SH3), first note that since [~ z] < [c] < [y] then

(
(
(
(
(
(

h(z) N (h(y) = h(z)) = ([=], [~ =]) 0 ([v], [~ 9]) = ([=], [~ =]))
= ([z].[~zDN(ly = 2], [yl N [~ 2])
= ([z], [~ 2D N (ly = 2], [~ 2])
= ([xAn(y—=2)] [~av~z]).
Then
(23) h(z) N (h(y) = h(z)) = ([z A (y = 2)], [~ 2V ~ 2]).

Besides, straightforward computations based in the distributivity of the under-
lying lattice of T shows that

(24) h@)N (b)) = (h@) (=) = ([A(@AY) = @A), [ 2V ~ 2]).
Using (SH3) in sH(T) we have that [z A (y — 2)] = [z A ((z Ay) — (x A 2))].
Thus, it follows from (23) and (24) that

W) 0 (h(y) = h(z)) = h(z) 0 ((A(x) N h(y)) = (h(z) O A(2)),
which is the condition (SH3) in C(h(T)).
Finally,

h(z) = h(x) ([x = «], [xA ~ z])

([1, [oD),



i.e., the condition (SH4) is also satisfied in C(h(T")). Therefore, C(T') € SH. O

It is immediate that if f is a morphism in SH, then C(f) is a morphism in SN,.
Therefore, we conclude the following result.

Proposition 13. There exists a functor C from SN, to SH.

It follows from (SH3) and (SH4) that for every H € SH, a < b — (a A b) holds
for every a,b € H. Thus, the next lemma follows from Proposition 12.

Lemma 14. Let T € SNc and z,y € T. ThenazVc< (yVe) = (zVe)A(yVe).

Remark 15. Let T' € SN¢ and =,y € T. Throughout the rest of this section we will
use the equalities ~ (z — y)Ve = (zVe)A(~ yVe) and (x — y)Ve = (xVe) — (yVe),
which appears in items (g) and (1) of Lemma 9, respectively.

The following lemma will be used latter.
Lemma 16. Let T € SN.. Then T satisfies (CK).

Proof. In this proof we will use Lemma 14 and Remark 15.
Let 2,y € T such that z > ¢,y >cand Ay =c. Let z = (y >~ y) Az. In
particular, ~ x < c and ~ y < c¢. We will prove that t =2V cand y =~ 2z Vec.
The equality z V ¢ = = can be proved as follows:

zVe = ((y—=~y) Az)V(cAzx)

zA((y =~1y)Ve)
zA((yve) = (~yVe)
(zVe)A((yVe) = (zAy))
(zVe)A((yVe) = ((zVe)A(yVe)))
xVece

Finally we have that

zAc = ((y—=~y)Ac)Ax
(~(~(y—=~y)Ve) Az
(~(yVe)Aw
~yNcAx
= ~yAc
= ~Y
so~zVce=uy. O

Let T € SN.. We will see that S is an isomorphism in SN..
Proposition 17. Let T € SN.. Then Br is an isomorphism in SNc.

Proof. We know that S is an injective morphism in KA.. The fact that S pre-
serves the implication is a direct consequence of Remark 15. Thus, S is an injective
morphism in SN.. Finally, since the condition (CK) is equivalent to the surjectivity
of Br, then it follows from Lemma 16 that S is a surjective map. Therefore, B is
an isomorphism in SN. (|

Taking into account the previous results of this section, the fact that if H € SH
then ag is an isomorphism in SH, and the categorical equivalence between KA.
and BDL, we obtain the main theorem of this paper.

Theorem 18. The functors K and C establish a categorical equivalence between
SH and SN¢ with natural isomorphisms o and 3.
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4. CONNECTION WITH EXISTING LITERATURE

In [16] it was proved that there exists a categorical equivalence between SH and
an algebraic category denoted by KSH (see Definition 22). The original motiva-
tion to consider this algebraic category comes from a different definition of the
binary operation given in (1) of Section 1 on (K(H), A,V,~,¢c,0,1), where H € SH.
Combining the categorical equivalence between SH and KSH with Theorem 18, we
obtain that there exists a categorical equivalence between SN, and KSH. In this
section we do a more detailed study about the connection between the categories
SN. and KSH.

We assume the reader is familiar with commutative residuated lattices [15]. An
involutive residuated lattice is a bounded, integral and commutative residuated
lattice (T, A,V,*,—,0,1) such that for every x € T it holds that -—z = x, where
-z := 2 — 0 and 0 is the first element of T" [8]. In an involutive residuated lattice
it holds that z xy = =(x — —y) and z — y = —(z * —y). A Nelson lattice [8]
is an involutive residuated lattice (T, A, V,*, —,0,1) which satisfies the additional
inequality (22 — y) A ((—y)? — =) < 2 — y, where 22 := x % 2. See also [22].

Remark 19. a) Let (T,A,V,=,~,0,1) be a Nelson algebra. We define on T the
binary operations * and — by

xxy = n~(x = ~y)V~(y = ~x),
x—=y:=(x=y) A (~y = ~x).
Then, [8, Theorem 3.1] says that (T, A, V,—,*,0,1) is a Nelson lattice. More-
over, ~r = x =2 — 0.
b) Let (T, A,V,*,—,0,1) be a Nelson lattice. We define on 7" a binary operation
= and a unary operation ~ by

{E:>yZ:{E2—>y,

~T =

where 2% := z * x. In particular, z = y = (~ (z —~ z)) — y. Then, [8,
Theorem] says that the algebra (T, A,V,=,~,0,1) is a Nelson algebra.

¢) Notice that in [8, Theorem 3.11] it was also proved that the category of Nelson
algebras and the category of Nelson lattices are isomorphic. Taking into account
the construction of this isomorphism (see [8]), we obtain that the variety of
Nelson algebras and the variety of Nelson lattices are term equivalent, and the

term equivalence is given by the operations we have defined in items a) and b).

The results from [8] about the connections between Nelson algebras and Nelson
lattices mentioned in Remark 19 are based on results from Spinks and Veroff [21].
More precisely, the term equivalence of the varieties of Nelson algebras and Nelson
lattices was discovered by Spinks and Veroff in [21].

A centered Nelson lattice is an algebra (T,V,A,*,—,¢,0,1), where the reduct
(T,V, N, *,—,0,1) is a Nelson lattice and ¢ is an element of T such that —-c = c. It
follows from Remark 19 that the variety of centered Nelson algebras and the variety
of centered Nelson lattices are term equivalent. We write NL. for the category of
centered Nelson lattices.

Remark 20. Let (H,A,V,—,0,1) € HA. We know that (K(H),A,V,=,~,¢c,0,1) €
NA., where = is the operation given in (1). Hence, it follows from Remark 19 that
(K(H),A,V,*,—,¢,0,1) € NL., where for (a,b) and (d,e) in K(H) the operations
x and — take the form

(25) (a,b) x (d,e) = (aNd,(a —e)A(d—Db)),

(26) (a,b) = (d,e) = ((a = d) A (e = b),a Ne).



We write — both for the implication in H as for the implication in K(H) as Nelson
lattice.

It was proved in [16] that K defines a functor from HA to NL., where K is defined
using the same construction given in Section 1 but changing the binary operation
given in (1) of Section 1 by the binary operation given in (26) of Remark 20. Also
it was proved in [16] that C is a functor from KSH to SH, where C is defined as in
Section 1. Moreover, we have that the maps oy for H € SH and 1 for T' € KSH
are isomorphisms. The following result is [16, Proposition 7].

Proposition 21. The functors K and C establish a categorical equivalence between
HA and NL. with natural isomorphisms o and (3.

In what follows we recall the definition of the category KSH given in [16].

Definition 22. We write KSH for the algebraic category whose objects are alge-
bras (T, A,V,—,~,c,0,1) of type (2,2,2,1,0,0,0) such that (T, A,V,~,c,0,1) is
a centered Kleene algebra and — is a binary operation on T which satisfies the
following conditions for every x,y € T

(1) c<z—(yVe),

(2) x =5 x =1,

3) (x—=y)Ae=(~znc)V(yAc),

(4) (x = ~y)Ve=((zVe)= (~yVe) AllyVe) = (~ V),

(5) A ((zVe) = (yVe))=zA(yVe),

(6) cA((yve) = (zvVe)=zA(((zVc)A(yVe)) = ((xVe)A(zV))).

By considering the objects of KSH as algebras (T, A, V, —, %, ~, ¢, 0, 1), where x* is
defined as in (25) of Remark 20, we have that NL. is a full subcategory of KSH [10,
Proposition 4.4]. The construction from Proposition 21 can be extended to prove
a categorical equivalence between SH and KSH, as it is shown in [16, Theorem 51].

Theorem 23. The functors K and C establish a categorical equivalence between
SH and KSH with natural isomorphisms o and (3.

The following result follows from theorems 18 and 23.
Theorem 24. There exists a categorical equivalence between SN. and KSH.

Notice we are using the same notation K to refer us to a functor from SH to SN,
and also for a functor from SH to KSH (similarly with the notation C). We believe
it is clear which is the corresponding functor considered in each case.

4.1. The varieties SN, and KSH are not term equivalent. We know that the
varieties NA. and NL. are term equivalent. We will prove that the varieties SN
and KSH are not term equivalent by using the construction given in Remark 19.
Consider an algebra (T, A,V,—,~,¢,0,1) € SN. and define a binary operation
—rksH by
T oksHyY = (x = y) A~y =~ x).

Remark 25. Let H € SH and — the implication of H. Let a,b,d,e € H such that
(a,b),(d,e) € K(H). Then

(a,b) =ksn (d,e) = ((a,b) = (d,e))N((e,d) = (b,a))
= (a—=dyane)N((e = b),aNe)
= ((a—=d)A(e—=b),aNe).
Therefore, the implication of the algebra K(H) € KSH (see Remark 20) is exactly
the binary operation —ksy defined in K(H).
12



In the following proposition we will see that if we consider an algebra in SN
then we can define an algebra in KSH.

Proposition 26. Let (T,A,V,—,~,¢,0,1) € SN.. Then, (T, N\, —ksH,~,¢,0,1) €
KSH.

Proof. We will write KSNe for the functor K from SH to SN, and KXH for the
functor K from SH to KSH. In this proof we will use theorems 18 and 23.

Let (T,A,V,—,~,c,0,1) € SN.. Hence, (T,A,V,—,~,c,0,1) = KN<(C(T)),
where the isomorphism from (T, A, V, —, ~,c,0,1) to KSNe(C(T)) is given by Br.
Since —ksy can be written in terms of —, A and ~, then S preserves the operation
—KsH, i.e., for every z,y € T it holds that BT(IE —KSH y) = ﬂT(Z‘) —KSH ﬂT(y)
Thus, it follows from Remark 25 that (T, A,V, —ksH,~,c,0,1) = KKSH(C(T)).
However KXSH(C(T)) € KSH, so (T, A, —ksH,~,¢,0,1) € KSH because KSH is a
variety. (I

Let (T, A,V,—,~,¢,0,1) € KSH. Define a binary operation = by
x5y = (~ (x =2~ 1x)) = y.

The definition of = is motivated by item b) of Remark 19. Then, it naturally arises
the following question: does it hold that (T, A, =, ~,c,0,1) € SN.? The answer is
negative, as we show in what follows.

Let (H,A,V,—,0,1) € SH and also write — for the implication in K(H) € KSH.
Let (a,b), (d,e) € K(H). Then

~
~

(a7b);>(d7 e) = ( ((a7b) —n (a7b))) - (d> e)
= (~(a—bya)) = (de)
(a,a — b) — (d,e)
((a—=d)N(e— (a—b)),aNe).

Note that (a,b)=>(d,e) = (a — d,a Ae) if and only if a - d < e — (a — b).
In Heyting algebras the condition a — d < e — (a — b) is true whenever a A b =
d N e = 0. However, in semi-Heyting algebras this condition is not necessarily true.
For instance, consider the semi-Heyting algebra given by

witha =d=0and b=e=1. In thiscase aAb=dANe=0,a —d =1 and
e (a—b)=0s0a—d£e— (a— b). Hence, we have that there exists
(T,A\,V,—,~,¢,0,1) € KSH such that the algebra (T, A,V,=,~,¢,0,1) ¢ SNc.
Therefore, the varieties SN, and KSH are not term equivalent by using the con-
struction given in Remark 19.

4.2. Congruences. Finally we study the connection between the congruences of
SN¢ and KSH. For Tsy, = (T, A, V,—, ~,¢,0,1) € SN, consider the algebra Tksy =
(T, A\,V,—>ksH,~,¢,0,1) € KSH (see Proposition 26).

We start with the following preliminary lemma.

Lemma 27. If Tsy, € SN then C(Tsn,) = C(Tksh)-

Proof. Let z,y > ¢. We will prove that x — y = ¢ —ksy y. Since x —ksy y =
(r = y) A(~y —~ x), it is enough to prove that ~ y —~ x = 1. In order to show
it we use Remark 15 as follows:

13



(vy—s~2x)Ve = (~yVe) = (~aVe)
= c—c
= 1
= 1Vec

and
(vy—=~a)he = ~(~(~y—=~a) V)
— ~((~yVo)AlzVe)
= (i/\c.

Hence, taking into account the distributivity of the underlying lattice of Tsn, we
deduce the equality ~ y —~ x = 1, which was our aim. O

If T is an algebra we write Con(T) for the lattice of congruences of T'.
Proposition 28. Let Tsy, € SNc. Then Con(Tsy,) = Con(Tksh)

Proof. It follows from Proposition 26 that Con(Tsy,) € Con(TksH)-
Conversely, let § € Con(Tksn) and z,y, z,w € T such that (z,y) € 0 and (z,w) €
0. First note that it follows from Remark 15 that

(27) (xVe)—= (zVe)=(x— 2) Ve,

(28) (yve)—= (wVe)=(y = w)Ve.
Besides (z Vc,yVe) €8 and (zVe,wVe) € so
((zVe) =ksh (2Ve),(yVe) —ksH (wVe)) €6.

It follows from Lemma 27 that (x V ¢) —ksn (2 Vc) = (zVe) = (2 Ve) and
(yVe) —=ksh (wVe)=(yVe) = (wVc). Hence, it follows from (27) and (28) that

(29) ((x = 2)Ve,(y—w)Ve) €6.
On the other hand, it follows from Remark 15 that

(30) (r—=2z)ANc=(~xzANc)V(zAc),
(31) (y—>w)Ac=(~yAc)V(wAc).

Besides, since (z,y) € 6 and (z,w) € 6 then (~ zAc,~ yAc) € 0 and (zAc, wAc) € 0,
so ((~xzAc)V(zAc),(~yAc)V (wAc)) € 8. Thus, taking into account (30) and
(31) we conclude that

(32) ((x = 2)Ace,(y = w)Ac) €6.

Hence, it follows from (29), (32) and the distributivity of the underlying lattice
of of Tsy, that (x — z,y — w) € 0, so § € Con(Tsn,). Then, Con(Tsyn,) =
COH(TKSH). O

Let L be a distributive lattice. Recall that a non empty subset F' of L is said to
be a filter the following two conditions are satisfied, for a,b € L:
lifa<band a € F thenb € F,

2) a Ab € F whenever a,b € F.
We write Fil(L) by the set of filters of L.

Corollary 29. Let Tsn, € SN.. Then Con(Tsy,) =2 Fil(C(Tsn,))-
14



Proof. Tt follows from Proposition 28 that Con(Tsn.) = Con(Tksn). Besides, it
follows from [16, Proposition 61] that Con(Tksn) = Con(C(Tksn)). Also note that
Con(C(Tksn)) = Fil(C(Tksn)) because C(Tksn) € SH. Finally, taking into account
Lemma 27 we have that Fil(C(Tksn)) = Fil(C(Tsn,)). Therefore, Con(Tsy,) =
Fil(C(Tsx, ). 0

In what follows we will use the notation of the proof of Proposition 26. Straight-
forward computations based in Lemma 27 proves that if H € SH then

Con(KKSH(H)) = Con(KNe(H)).
Proposition 30. Let T € KSH. Then Con(T) = Con(K5Ne(C(T))).
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