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Abstract:

Learning can be considered a fundamental evolutionary advance to those living systems

that  acquired  this  capacity  during  the  early  evolution  of  life.  Perception  of  an

environment that has past and present, permitted primitive animals to acquire a more

complete  vision  of  the  surrounding world.  The cognitive  use of  information  that  is

permanently available to the living system is now recognized as “learning”. Although

many years  have passed,  and many researchers  are  deeply  involved in  the study of

learning and memory, still its intricate nature is not completely understood. A review of

1

mailto:edgardo1144@yahoo.com.ar
mailto:ealvarez@fcm.uncu.edu.ar


common  terms  used  in  memory  research  such  as,  memory,  learning,  and  trial  are

discussed  and redefined  in  a  more  restricted  form with  the  intention  of  reaching  a

common consensus. The most accepted model of learning is presented in a diagram of a

“learning unit”, and a unifying concept of a “vector memory engram unit” for learning

and  storing  of  memory  is  also  discussed.  Finally,  implications  of  the  model  are

considered in the context of diseases that produce memory deficits in order to compare

the predictions of the model with the behavioural evidence from patients with lesions in

restricted brain zones. 

1. Introduction:

One of the most fascinating problems in biology is the mechanisms and processes that

living systems have developed in order to adapt to a changing and hostile environment

enduring to achieve reproduction, and thus persisting in time as a species. The faculty to

retain information about aspects of the environment turned out to be a very successful

strategy as those systems having this  capacity  acquired a significant  advantage with

respect to any other simple living system that does not. Learning is the property that

confers on the organisms the capacity to adapt to a changing environment by responding

with  appropriate  behaviours  based  on  previous  experience.  With  this  acquisition,

complex organisms could access events that depend on time and, consequently, perceive

the world with knowledge of the “past” and the “present”. This achievement was made

possible by the development of analyzing neuronal units which coherently integrated

environmental information on a time scale. Learning is a very complex process, and in

spite of all the efforts that have been expended by many workers during the past years,

its intrinsic mechanism is still not completely understood. Part of the difficulty lies on

the molecular  and cellular  mechanisms whereby neuron codifies information  remain
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unknown.  Furthermore,  the  biochemical,  behavioural  and  physiological  approaches

performed  by independent  researchers  seldom interact  to  produce  a  complementary

merged view. The purpose of the present  review is  to examine and revise concepts

about learning, with the hope of reaching some consensus, to propose an alternative

unifying idea of memory, and to speculate how encoded information may last in the

neural circuits of neurons. 

2. Concepts of learning and memory.

2.1 Memory. 

In neuroscience,  “memory” is  a rather  imprecise term.  This  is  because this  word is

amply familiar  and used in  many different  ways.  This is  not  really  very surprising,

considering that even in scientific domains  memory has been defined in a somewhat

confusing  manner,  implying  different  notions,  some  of  them  contradictory.  Many

workers consider that  memory is a process (Pontecorvo et al., 1996, Shen et al., 1994,

Brunelli  et  al.,  1997),  many others  view  memory as  information  stored in the brain

(Murray  and  Gaffan,  1994,  McGaugh  et  al.,  1993,  Eichenbaum  and  Otto,  1992,

Izquierdo et al., 1999, Holdstock et al., 2002, Squire and Bayley, 2007, Alvarez and

Banzan, 1999, Alvarez and Ruarte, 2002), sometimes the term is applied at the same

time with both connotations  (Shen et  al.,  1994, ),  and frequently researchers do not

define  what  memory  is,  assuming  that  the  concept  is  clear  enough  and  that  its

understanding may be taken for  granted (Sutherland and McDonald, 1990, Schmajuk

and DiCarlo, 1992, Volpe et al., 1992, Squire, 1992, Horel,1994, Ridley et al., 1996,

Izquierdo  et  al.,  1999,  Squire  and Bayley,  2007,  Eisenstein,  1997,  Chun and Turk-

Browne, 2007, Jager et al., 2007, Diehl et al., 2007, Hartley et al., 2007). As one might

expect, conclusions from possible projections of the experimental work appear confused

or subject to a long-sustained debate. Thus, in this review some basic concepts implicit
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in memory research are revised, presenting and clarifying the author’s points of view

and proposing a consensus for the many terms frequently used in memory and learning

literature.

From a general point of view, the brain of complex living systems is mainly concerned

with information, changes or steady state situations analysis of the environment. The

well known fact that in man the relationship of afferent to efferent nervous fibers is

about 20:1 (Livingston, 1991), conspicuously suggests that the brain is more interested

in analyzing input data than generating effector actions on the environment. It can be

speculated  that  the  capacity  to  retain  fragments  of  the  environmental  reality  was  a

considerable and important evolutionary gain to animals. Thus, memory can be regarded

as environmental information stored codified somewhere in the central nervous system.

It then follows that having a permanent register or long-term memory of environmental

data would be of benefit to an organism. It would be very difficult to visualize a living

system recognizing a mate if memory of its congeners is not a constant register in its

brain. Similar natural situations in daily environment-organism interactions would be

disastrous  if  food,  shelter,  geographical  regions,  predators,  threatening  situations  or

sexual  partners,  to  mention  just  a  few,  are  not  distinguished  appropriately  by  the

individual.  This  is  evidently  the  main  biological  sense  for  possessing  a  long-term

memory (Glenberg, 1997, Brunelli et al., 1997). In addition, this characteristic of long

persistence of information in time has been the rationale for defining this memory as

long-term  memory  (Cherkin,  1997,  McGaugh,  1966,  1968,  Funahashi  and  Kubota,

1994). Most of the time, the formation of a permanent register (memory) in the brain

circuits is not a simple or straightforward process. Several steps appear necessary in

order  to  generate  a  memory.  The biological  reason for  this  investment  in  time  and

energy is not clear, but from a practical point of view not all the possible information
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available from the environment needs to be stored as memory. Some critical mechanism

filtering useful information from all the irrelevant data should be necessary, and this

“filtering” action might require some time.

The process or processes occurring in brain neuronal circuits that permit environmental

information to be stored as memory, and later used to cope the environment challenges,

is  defined  as  learning (Brunelli  et  al.,  1997).  Then,  learning can  be  viewed  as  a

proprerty of living systems that is sustained by a set of neuronal processes. According

to this definition,  learning is possible when one or many neural circuits are activated

changing or generating inter- and intracellular changes during the processing of input

signal information that eventually ends in a memory register (Woolf, 1998, Martinez

and Derrick, 1996, Eichenbaum, 2003 ).

2.2 Learning as the result of different interacting processes. 

Evidence has accumulated showing that learning occurs in three phases: acquisition,

consolidation and evocation (Shen et al., 1994). During acquisition it is thought that the

neural  circuits  establish  a  “trace”  memory.  Notwithstanding  that  after  this  stage  a

“memory” record is produced, it has been observed that this trace is not permanent. It is

necessary that a consolidation of the labile trace memory must occur (Shen et al., 1994,

Ridley  et  al.,  1996,  Steckler  and  Muir,  1996).  This  process  for  some experimental

stimuli appears to last 2-3 hours after training or completion of acquisition (McGaugh,

1966,  Izquierdo  et  al.,  1999).  Although  some  debate  exists  regarding  whether

acquisition and consolidation need to be sequential in order to a memory be generated,

experimental  data  show  that  acquisition  is  a  prerequisite  for  consolidation,  and  a

memory is established only after the latter process is completed, (Gold and McGaugh,

1975, Alvarez and Banzan, 1996, Eichenbaum, 2003). A useful way to look at  how

memory can be generated in the brain is to define a learning loop such as is shown in
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Figure 1.This loop is based on an analogy between computer digital software programs

and the intrinsic biological function of learning in a living brain. The basic and key

concept in this loop is the task. Task is all the instructions, steps or sensorial information

from the environment that the system must follow in order to generate a memory. In

general  physiology  the  task  represents  a  stimulus,  and  can  be  very  simple  or  very

complex. For example, to learn that the sign “♀” means “feminine” or “woman” can be

considered a simple task. Meanwhile, to associate a particular sound with an imminent

danger or with some particular threatening situation, or to look for an escape from a

labyrinth guided by external  clues are more complex tasks.  Of course,  tasks can be

highly  complex,  and we may assert  in  general  that  while  the  more  relationships  or

associations that must be made in the brain in order to acquire a given task, the more

complex is the learning of that task. Tasks always imply some target or some objective

to be accomplished. The task is the basic experimental instrument of researchers in the

study of  learning  and memory.  It  has  been used  in  a  great  variety  of  experimental

models  giving  much  useful  information  about  learning  processes  (McGaugh  et  al.,

1993, Dere et al., 2007, Alvarez and Banzan, 1996, 1999, Alvarez et al., 2001, Squire,

1992, Izquierdo et al., 1999, Meneses, 2007, Wood et al., 1999, Davis, 1992, Maxwell

et al., 2003, Tavares and Tomaz, 2002, Barnes 1988). It is very instructive to view a

“task” as being composed of discrete units of information that can be identified as steps

or “items”. In many cases, the steps or items are very easy to identify, as in the case of

some passive conditioned avoidance responses (McGaugh et al., 1993, Izquierdo et al.,

1999); however in some other cases distinguishing items can be more difficult (Barnes,

1988, Davis, 1992). Nevertheless, the artificial division of the task into steps has been

very fruitful in understanding many characteristics of the learning process. Interestingly,
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tasks are always associated with some particular behavioural response in subjects which

usually indicate to the observer that a memory has been stored.

It would appear that the concept of “task” is meaningful only in the field of scientific

research. However, it can be extended easily to daily activities in our own lives. To sit

down and learn how to use a computer program, to read and understand some topic in a

chapter from a textbook, and to learn how to drive a car, can all be divided into a series

of steps or items composing the “task” to be learned. Many times after the task has been

learned,  it  can be explained in detail,  specifying each of the items from which it  is

composed. At other times,  it  can be executed in an automatic  form, without a clear

conscious notion of the individual items. Whether we consciously can explain the task

or  not,  the  information  is recorded  in  a  coded  form as  memory  in  the  brain,  thus

permitting us to execute it correctly as many times as necessary, i.e. there is a memory

register.

2.3 The concept of Trial.

The opportunity that a living system has to perform a task in order to retain it as a

memory is called a trial. It is very useful to define the trial in terms of time and space,

since the concept is valid not only in experimental work, where an investigator sets the

conditions by which the animal can learn the task, but is also valid in everyday life

where the environment and social life impose the need to learn information. Thus, when

we are given a telephone number to remember or when we sit in front of a computer

trying to learn to use some particular software, the number of times we actually perform

the task are trials. The generality of this definition is that it can be applied to humans

and also to animals, implying a similarity in the cognitive processes between species.

In some experimental models, many trials are necessary in order for some specific task

to be retained (Barnes, 1988, Tavares and Tomaz, 2002, Wood et al., 1999, Alvarez and
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Banzan, 1996). In others just only one single trial is enough (Izquierdo et al.,  1999,

Dere et al., 2007, McGaugh, 1966). When motivation or emotionality are present in the

subject during acquisition, memory consolidation is facilitated (McGaugh et al., 1993),

and the number of trials tends to diminish. However, if in an emotional situation the

task is complex, such as the association of many clues to learn an avoidance response,

trials  do  not  necessarily  tend  to  a  minimum (Alvarez  and Banzan,  1996,  1999).  It

appears  then that  the “quality”  or complexity of the task demands reinforcement  or

repetitions  in  order  for  the  neural  circuit  to  consolidate  it  as  memory (Tavares  and

Tomaz, 2002, Squire, 1992, Wood et al, 1999, Alvarez and Banzan, 1996, 1999).

Sometimes, the meaning of trials may be ambiguous, such as when a subject is learning

some particular new task, and the trials can then be viewed as training opportunities for

acquisition of the task. However, when the training period is over and sufficient time

has elapsed to allow the consolidation phase to be completed, repetition of the trials

now represents the  testing of the recently consolidated memory. Thus, trials can have

different connotations at the same time (Alvarez et al., 2001, Dere et al., 2007, Wolfman

et al.,  1994). From the experimental point of view, there is always a  delay between

acquisition and testing. It is this delay that is used to measure “memory efficiency” in

many  experimental  models  (Tavares  and  Tomaz,  2002,  Squire,  1992,  Eichenbaum,

2003). 

2.4 The Learning Loop.

In  the  learning  loop (Fig  1),  the  acquisition,  consolidation  and  memory  retrieval

processes are  assumed to be executed  by separate  functional  modules  (I-IV, Fig 1).

Selective interference with these processes or lesions restricted to specific brain areas

suggest  that  they  are  under  separate  control  (Alvarez  &  Banzan,  1995,  1996a,b,

McGaugh, 1966, Scoville and Milner, 1957, Milner 1966). However, it is not clear if
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these modules need to a single anatomical unit, or whether they can be in separate but

connected  brain  regions.  It  is  assumed that  this  functional  unit  works  following an

operational cycle. When a subject faces a task for the first time, a brain circuit evaluates

whether the incoming task is “known” or not. Thus, an internal comparison is made by

the relevant brain circuits. It is not known how this process is performed, but one of the

simplest  solution  would  be  a  logic  comparison  (is  Sinput =  Sstored?).  Input  coded

information (Sinput) is compared with stored coded information (Sstored). This logic process

is  possible  if  a  “search”  is  executed  in  the  memory  registers.  If  a  match  is  found,

recognition is produced. If not, the stimulus (Sinput) is internally classified as unknown or

new. If a second trial occurs, or if some environmental constrictions are present (a very

high emotional situation, for example), task information pass into the acquisition phase

(module II), and a labile or short term memory is generated. This memory endures for

some finite short time (Fig. 1). Sometimes it is necessary to perform internal operational

procedures which facilitate task acquisition due to the particular task characteristics, and

in order to generate a memory. Some authors think that these processes are different

from and useful to the task to be memorized. Since these procedural steps also need to

be remembered, they have been called  working memory (Atkinson and Shiffrin, 1968,

Baddeley and Hitch, 1974). Although some researchers see the working memory as one

particular “type” of memory, the procedural steps the neural circuits generate in order to

learn the task can be viewed as learning of an operational algorithm, composed of many

sequential  steps, similar to the strategy followed by some animals to cope a specific

problem. Under this view, working memory should be stable and persistent in order to

be available when the primary stimulus is presented once more to the animal. This is the

reason  why  some  researchers  think  that  working  memory is  a  long-term  memory

(Ericsson & Kintsch, 1995). However, other authors believe that working memory is the
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opposite, i.e. of short duration (Atkinson & Shiffrin, 1968, Funahashi & Kubota, 1994,

Pontecorvo  et  al.,  1996,  Wagar  &  Dixon,  2005).  Furthermore,  some  authors  view

working memory as a sophisticated function with intrinsic operational sub-modules of

high complexity (Baddeley & Hitch, 1974, Baddeley, 2000, Zimmer, 2008). Thinking in

the  parallelism  between  the  natural  biological  phenomena  and  the  operation  of  a

computer, working memory is like the transitory memory in the buffer of the computer

performing intrinsic operations during the running of a program. Once the operations

are over, the transitory memory disappears. However, if some strategic operations are

necessary in order to operate a given program, it is necessary that the algorithm have the

potential to be memorized. In this case, the working procedure is stored as a permanent

part of the program. Part of these conflicting interpretations regarding working memory

arises from the ambiguity of the description and the belief that memories are of different

kinds. As will be discussed later, this conflict would not be apparent if it is accepted that

the  molecular  and  cell  mechanisms  storing  a  memory  are  the  same  for  all  tasks,

independent of the content or the “text” of the task to be memorized. Working memory

is just a useful descriptive term, such as visual memory, somato-sensory memory and so

on, but  this  is  not meant  to  be a particular  kind of  memory.  From this perspective,

generation  of  a  working  memory is  possible  at  the  level  of  the  acquisition  of  the

information (module II), because once the strategy comprising the working memory has

been acquired, retrieval rescues an already present functional paradigm to be executed

like  any other  memory  stored  in  the  system.  After  acquisition  is  over  the  data  are

consolidated, and when this happens a memory has been generated and stored in the

brain. 

Some generalizations  can  be  made with  the  Learning  Loop concept.  The following

situations can generate failure to learn or amnesia: 
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1) Impairment in the task acquisition, the subject does not learn.

2) Impairment in the task consolidation, the subject forgets or presents amnesia.

3) Impairment in the task evocation, the subject presents amnesia.

3. The complexity of memory.

After the pioneering studies on patient H.M., who was amnesic after a bilateral surgical

removal of the temporal lobe (Scoville and Milner, 1957, Milner 1966), two important

features of learning and memory were established in neuroscience: the central role of

hippocampus in cognitive processes, and the apparent multifactorial feature of memory

(Squire, 1992, Shen et al., 1994, Zola Morgan and Squire, 1993). Subsequent research

over the last 17 years has strongly confirmed the role of the hippocampus in memory

mechanisms (Sutherland and McDonald, 1990, Volpe et al., 1992, Squire, 1992, Shen et

al., 1994, Horel, 1994, Ridley et al., 1996, Dusek and Eichenbaum, 1997, Henke et al.,

1997, Holdstock et al., 2002, Squire et al., 2007, Alvarez and Banzan, 1996, 1999); with

regards  to  the second feature,  interesting  proposals  were advanced generating  much

attention  in  the  scientific  community  due  to  their  scientific  and  philosophical

implications.  The  studies  performed  on  H.M.  and  several  other  human  subjects

(Scoville and Milner, 1957, Milner, 1966, Cohen, 1984, Squire, 1982, Zola-Morgan et

al., 1986, Hanley et al., 2001, Holdstock et al., 2002, Squire and Bayley, 2007, Maxwell

et  al.,  2003) suggested  that two “types” of memories might be possible:  contextual

memory that can be declared (declarative memory), and contextual memory that is not

declarative (procedural or non-declarative memory, Squire, 1992, Eichenbaum, 2003).

Although  the  choice  of  the  term  declarative was  not  precisely  fortunate,  since  its

definition is based on the capacity of humans to consciously narrate the context of the

coded information, thus excluding the general characteristics of this form of memory in

animals (Squire, 1992), this type of learning was severely affected in the famous patient
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H.M. (Scoville  and Milner,  1957, Milner, 1966, Eichenbaum, 2003). The supporting

evidence for these ideas was the observation that H.M. was able to learn motor skills at

a normal rate, for example drawing the outlines of a star while looking at his hand and

the star in a mirror (Blakemore, 1977). In addition, good learning in amnesic patients on

tasks not requiring motor skills, such as those where the acquisition trials were enriched

with provided partial information (priming) was also found (Squire, 1992, Warrington

and Weiskrantz, 1968, 1970, 1974, 1978). Furthermore, several types of procedural or

non-declarative learning were selectively impaired after brain lesions affecting different

brain  regions  (Squire,  1992).  These  observations  were  interpreted  as  that  learning

processes can generate  several  “different  memory types” that  do not have the same

anatomical  localization  (Squire,  1992);  thus,  semantic,  episodic,  and  recognition

memory were proposed as distinct entities (Squire, 1992, Squire et al., 2007, Squire and

Bayley, 2007, Patterson et al., 2007). It is interesting to note that the main argument in

favor of distinct memories is the different brain regions which appear to be involved in

their processing (Patterson et al., 2007, Hanley et al., 2001, Squire and Bayley, 2007,

Squire et al., 2007, Squire 1992). Although this is an interesting argument, it is hardly

conclusive  support  for  distinctive  memory  types.  For  example,  the  complex  brain

processing of vision is known to occur in the retina, the lateral geniculate nuclei, and the

occipital  striate  cortex,  at  the  least  (Horton,  1992).  However,  it  is  not  said that  we

possess three “types” of vision in the same sense that multiple types of memories are

proposed. A similar argument may be made for auditory processes. Another conflicting

aspect  is  the  ambiguity  of  definition  and  functional  superposition  of  the  different

memory  types.  For  example,  let’s  consider  the  difference  between  semantic and

episodic memory. Semantic memory has been defined as “the aspect of human memory

that corresponds to general knowledge of objects, word meanings, facts and people,
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without connection to any particular time or place...” (Patterson et al., 2007, Tulving,

1972).  Meanwhile,  episodic  memory  “...has  been  used  to  refer  to  memories  for

personally experienced episodes or events...” (Tulving, 1972, Holdstock et al., 2002). In

the following situation the difference between semantic and  episodic memory is not a

straightforward matter but a rather ambiguous and unclear concept. Consider a subject

“A”, living in London and never traveling abroad. He may have learned from a book

that in Black Island, a small coastal town in the central region of Chile, a country in

South  America,  there  are  many  restaurants  offering  seafood;  that  the  average

temperature during the day in summer is around 20ºC, and that there are many forests

and rocky beaches.  It  can be said that  displaying this  knowledge is  a  retrieval  of a

“semantic” or a conceptual memory (Anderson et al., 2007). Let’s represent this body of

knowledge as {S}. However, if subject “A” during summer actually visits Black Island,

he will very likely find that his “conceptual knowledge” will be supported by his vivid

personal  experience  directly  acquired  in  his  visit.  Let’s  represent  this  “other”  but

familiar body of knowledge as {E}. It is easily to verify that {S} = {E}. Thus, the same

data previously stored as “semantic” information now represents “episodic memory”.

Does it mean that the semantically coded information has transformed into episodically

coded information? Or that wherever the semantic data was stored initially in the brain

it has now “moved” into another part of the brain only because this is now “episodic

memory”? It is apparent that the principal difference between  semantic and  episodic

knowledge is based on psychological descriptions emphasizing the source of the input

data to the brain. It appears that discerning whether knowledge has been acquired by

direct  personal  experience  or  by  indirect  reading  from books  depends  more  on  the

conscious analyzing capacity of the brain than on a recall of some “specific memories”.

It is clear that in order to analyze some problem in particular,  the neural processing
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needs to recall stored information. Memories can be conceived then as working pieces

within a larger comparative and integrative process. 

An additional aspect of the cognitive mechanisms that need to be considered is how the

brain apparently incorporates the different aspects of some task to be learned into a

permanent register of memory. Tasks appear to be divided into “core” or “target” items

to be remembered (T), and into complementary or “surrounding” items present at the

same time during the task (S). For example, if one is reading a particular book about

animal behaviour in a country house, the “target” task is represented by the content of

the book; and the “surrounding” task is represented by many additional details, such as

the temperature, characteristics of the day, the sound of birds, details of the house, etc.

Thus,  memory is  a complex of {T +  S}. Often the  S component  is  not consciously

perceived  by  the  subject  except  in  retrieval,  when  some  item  of  the  S component

induces the recall of the complete {T + S} memory. For example, a particular scent can

evoke the recall of the complete stored memory composed of the many items that were

present when the main “target” was acquired. 

Learning,  like other complex and higher brain functions,  appears to be an emergent

process  very  likely  compromising  many  brain  structures  simultaneously  to  store

information as memory. Thus, in the present point of view information is visualized as

stored by a unique basic mechanism independent of the contextual modality of the input

data. The terms working,  episodic, and semantic memory are highly descriptive of the

nature of the material  to be memorized but are simply describing the  context of the

information constituting the memory, and not an inherently different type of memory. 

The learning loop is not necessarily located in one specific neural circuit (for example,

exclusively the hippocampus). Evidence of learning from H.M. and many other patients

suffering memory loss strongly suggests that there are other brain regions capable of
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supporting learning (Scoville and Milner, 1957, Milner, 1966, Blakemore, 1977, Squire,

1992,  Warrington  and  Weiskrantz,  1968,  1970,  1974,  1978).  It  is  conceivable  that

different  brain  regions  each  have  their  own  learning  loop  units,  processing  the

appropriate input information. This could explain why sometimes it is still possible to

learn some  tasks  despite  trauma  to  or  extirpation  of  the  hippocampus  and  related

regions  rendering them non-functional.  Memory as codified information,  even in its

simplest form, is a highly complex entity. Experience reiteratively shows that a simple

recall of limited information such as, for example, number “4”, implies many superior

brain functions  at  the same time.  If  one “evokes” this  number,  what  happens is  an

internal visualization of the sign (which itself is a curved line), perhaps drawn on paper,

just as if one is looking at it on a surface. The sign is  interpreted as a symbol and is

recognized  by  its  name  “four”.  Apparently,  in  order  to  form  a  “memory”,  visual,

auditive, and somatic sensory input information is codified at the same time according

to the nature of the stimulus. Thus, in this sense memory is associative by definition.

Although the term “associative” could be ambiguous in the context of those acquisition

processes known as  non-associative, such as  habituation and  sensitization (Kandel et

al., 2000, Eisenstein, 1997, Byrne et al., 1991), the associative property in this context is

considered to be an internal mechanism of the brain. Although in this type of process no

constant  relationship  exists  between the environmental  stimulus  and the behavioural

response  after  repeated  presentation  of  the  stimulus,  this  non-relatedness  is  more

apparent  than  real  because  the  association  is  more  subtle.  In  a  typical  example  of

habituation,  such as the startle  response for the first  time to a horn announcing the

ending of a work shift in a factory, and its gradual fading after repeated presentation of

this  stimulus  (“learning”),  there  is  an  association linking  the  input  stimulus  to  the

corresponding inhibition of the spontaneous alarm response. After the abrupt stimulus

15



(the horn) is found to not be harmful, the initial startle response is changed to a neutral

response. An association between the stimulus and the  corrected behaviour has been

established. In terms of the present model, the task (identification of the meaning of the

horn  sound) ends with  habituation  which  is  expressed  by displaying  an  appropriate

alternate neutral behaviour. The associative property of learning is conserved.

4. The vector memory engram unit.

Considering  the  basic  idea  that  all  the  sensory  modalities  contribute  to  the  input

information when the brain is acquiring knowledge to be stored eventually as memory,

it  is  reasonable  to  speculate  that  information  is  incorporated  into  a  vector  memory

engram (Figure 2). This engram is defined by the relative contribution of the different

modalities  activated  by  the  input  stimulus  (shown in  Figure  2  as  separate  columns

according  to  modality),  the  intensity  of  the  activation  of  each  modality  (height  of

columns), and the necessary functional union of all modalities into one emergent data

unit. The vector memory engram is how the task is coded when it is acquired, and also

how the memory data are recalled during evocation. However, the engram unit is not

stored as such. It is assumed that the vector engram is decomposed into its component

modalities  and separately  stored in  the  appropriate  neural  processing  circuits  in  the

brain.  This  is  not  unreasonable  because  the  brain  process  the  different  sensory

modalities  separately.  Most  likely,  the  visual  content  of  the  task  is  stored  in  the

secondary visual circuits of the brain, the auditory content of the task in the auditory

association  areas  of  the  brain,  and so on  (Kandel  et  al.,  2000).  Several  predictable

consequences  arise  from this  general  model.  While  acquiring  some  particular  task,

many brain circuits are activated according to the modalities of the sensorial input. This

has been observed when human subjects are exposed to a simple auditory instructed

word memory task while being monitored by functional magnetic resonance imaging
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(Kato et  al.,  1998);  to  a  face memory recognition  task (Courtney et  al.,  1997),  and

“semantic”  or  “episodic”  memory  tasks  (Anderson  et  al.,  2007).  When  trauma  or

ischemic events produce localized damage to specific neural circuits, it is possible that

the  vector  memory  engram  cannot  be  reconstructed  completely,  generating  partial

memory recall. Thus, the subject experiences specific memory deficits as in cases of

associative or apperceptive agnosia (Farah, 1990, Devinsky et al., 2008). Patients that

have  lesions  in  the posterior  parietal  cortex  cannot  name objects  although they can

identify them (associative visual agnosia). If lesions are present in the occipital lobes

and their nearby regions, patients are unable to draw objects but they can name them if

relevant clues are available to them (apperceptive visual agnosia, Farah, 1990, Devinsky

et al., 2008). It is not unreasonable then to think that this is the result of an imperfect

reconstruction of the memory engram, due to part of the coded information is not being

available. In some cases, when destruction or lesions affect the medial temporal lobes,

with  significant  damage  to  the  neocortex,  including  the  frontal,  lateral  temporal  or

occipital  lobes  (Squire  &  Bayley,  2007),  dramatic  impairment  of  autobiographic

memory recall specific to time and space were observed. It might be that in those cases

reconstruction of the memory engram would be impossible. Some common experiences

can also be explained by the concept of the vector memory engram and, at the same

time expose some of the intricacy and complexity that this functional unit might posses.

Traveler might register in a hotel and being informed that their room is for example

742. After a delay of several hours they return to the hotel and ask for the key to the

room  724.  Numbers  composing  the  identification  are  correct,  but  the  sequence of

numbers  is  incorrect.  This  is  possible  if,  in  the  reconstruction  of  the  engram,  an

interference or error is produced. This also suggests that the number “742” is not stored

as a single engram and recovered as such, but  is “reconstructed” into the final (i.e.
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original) form. Another aspect of memory retrieval that attracts the attention of many

psychologists is the typical behaviour of “the feeling of knowing” (Koriat, 1993, 2000,

Koriat & Levy-Sadot, 2001) which can also be explained by the vector memory engram.

This behaviour refers to the common incapacity of a subject to recall a specific piece of

information, while having the conviction that it is known. Consequently, the situation is

familiar but they consciously understand that something is missing in order to complete

the recalled memory. 

Although  the  concept  of  a  memory  vector  engram  appears  to  be  as  a  reasonable

mechanism whereby memories are stored in the brain, its reductionist simplicity raises

some  functional  questions.  For  example,  if  the  engram  is  decomposed  into  its

constituents  modules;  who  perform  this  activity?  During  the  recall  of  stored

information; who recompose the separate modules into the original engram? It appears

necessary to postulate another neural circuit that performs this process (Figure 3). One

important question about this hypothetical neuronal unit is whether there really is some

such structure in the brain. An additional question is where this neural unit could be

located. These points have not been resolved as yet but it is interesting to note that some

regional localization (the anterior temporal lobe) has been postulated to function as a

“hub” in the brain in the representation of “semantic” knowledge in humans (Patterson

et al., 2007). Although authors see the distributed plus-hub from a different perspective

than the vector  memory engram proposed here (Patterson et  al.,  2007),  the anterior

temporal  lobe  appears  highly  attractive  as  a  neural  circuit  to  organize  the  memory

modes as explained in the present review. Degeneration of this brain region, as has been

observed in cases of semantic dementia and also in Alzheimer’s disease, are correctly

associated  with  severe  cognitive  dysfunctions,  as  predicted  by  impairment  of  a

hypothetical vector memory engram organizing circuit (Figure 3).
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5. How small the “learning unit” can be?: The meaning of “size”.

When a complex brain function such as for example learning and memory is analyzed,

researchers frequently consider to what extent they can deconstruct the physiological

unit  and  still  maintain  functionality.  This  research  view  is  classic  and  has  been

successfully applied to the study of muscle, endocrine organs and nervous tissue in the

past.  This  approach  has  no  direct  equivalent  in  the  neurobiology  of  memory  as  it

depends on what we consider to be “learning”. If it is understood to mean the capacity

to store information, then it is possible to visualize lower “learning units” made up of

parts  of  the  nervous  tissue,  organs  or  more  simple  preparations  (Eisenstein,  1997).

However,  if  it  is  understood  that  learning  involves  not  only  the  fact  of  storing

information, but also the capacity to link these memories, recreate situations, associate

data and to generate some definite behavioural response to external stimuli,  then the

“lower”  physiological  unit  can  be  not  less  complex  than  the  interconnected  neural

circuits  subserving  each  function.  This  is  because  memories  are  made  up of  many

different  aspects  that  take  into  account  the  physical  characteristics,  texture,  colors,

forms, sound and other  relevant  data  of the task to be stored.  It  is  very difficult  to

conceive how such a tremendous amount of information can be retained in one single

neuron of the brain. One single neuron of the nervous tissue can be viewed as one tiny

information  unit,  quite similar  to a pixel  in  a computer  screen that  is  displaying an

image. The complete sense of what an observer is looking at in the monitor screen is the

result of hundreds of pixels activated or not at the moment the subject is observing. The

physiological meaning of recalling a memory and the subsequent behavioural response

after this process is performed is equivalent to the meaningful “image” that a subject

sees in the computer monitor screen. It follows that many neural circuits in the brain are

responsible for the recreation of former data previously stored as memory. In spite of
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the  evidence  that  memory  is  associated  with  the  synthesis  of  biologically  active

compounds in cells (Cambon et al., 2004, Bekinschtein et al., 2008, Cammarota et al.,

2008, Lee et al., 2004) there is still uncertainty about how this intracellular process can

store  information  as  “memory”.  From  a  physiological  point  of  view,  whatever  the

necessary  intracellular  mechanisms  might  be,  the  neuron  should  generate  several

permanent  states  that  correlate  with determined aspects  of the memory information.

Thus, cooperative interaction of neurons in a determined neural network could sustain

many complex memories, contributing to the memory capacity of the brain (Alvarez,

2009).

Memory research has expanded significantly in these past 15 years. Perhaps what has

most attracted the attention of the scientific community has been research on “episodic”

and “semantic” memory (Dere et al., 2005, 2006, 2008, Hanley et al., 2001, Squire &

Bayley, 2007). It is possible to understand such an interest considering that most of the

tasks in the everyday activity of man are associated with instant-to-instant experience

during daily living. Sickness or specific brain damage can strikingly impair the over-all

memory efficiency of subjects, which usually results in social problems, illustrating the

practical  need  to  understand  the  biological  basis  of  these  processes.  Although

considerable knowledge has been gained about some neurotransmitters, neural circuits

in  specific  brain  regions,  and  intracellular  molecular  processes,  still  much  research

remains to be done in order to fully understand the intricacy of learning and memory in

complex  living  systems.  Some  interesting  questions  still  need  to  be  answered.  For

example, little is known about the time dependency of memories. Most of the models of

learning and memory visualize the “data” as fixed “pictures” stored in neural circuits,

even though the brain recalls vivid situations in movement. How the stored data can be

recalled as animated memories is actually unknown. A related issue is how the brain
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organizes memories to recreate the normal and abnormal engram reconstitutions that

generate  dreams.  There  is  no  doubt  that  learning  and  memory  are  highly  complex

functions and that once its intrinsic mechanisms are elucidated we will have taken a

great step forward in understanding the mind.   
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