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#### Abstract

This paper describes a dynamic formulation of a straight beam finite element in the setting of the special Euclidean group $S E(3)$. First, the static and dynamic equilibrium equations are derived in this framework from variational principles. Then, a non-linear interpolation formula using the exponential map is introduced. It is shown that this framework leads to a natural coupling in the interpolation of the position and rotation variables. Next, the discretized internal and inertia forces are developed. The semi-discrete equations of motion take the form of a second-order ordinary differential equation on a Lie group, which is solved using a Lie group time integration scheme. It is remarkable that no parameterization of the nodal variables needs to be introduced and that the proposed Lie group framework leads to a compact and easy-to-implement formulation. Some important numerical and theoretical aspects leading to a computationally efficient strategy are highlighted and discussed. For instance, the formulation leads to invariant tangent stiffness and mass matrices under rigid body motions and a locking free element. The proposed formulation is successfully tested in several numerical static and dynamic examples.
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## 1. Introduction

Modelling techniques in structural mechanics are usually based on position variables with respect to an inertial frame and their derivatives. For instance the potential energy in a gravitational field depends on the position, the kinetic energy depends on the time derivative of the position, that is the velocity, and the strain energy depends on the spatial derivatives of the position, namely the deformation gradient. The description of rigid bodies, beams or shells rely on kinematic assumptions on the position of their material points [1-4]. This can be made either by introducing rotation variables which account for some orientations [1,2] or without introducing any rotation field [5]. A comparison of the two approaches is available in [6]. The first approach, with rotation variables, is considered here. The development of the equations of mechanics under the kinematic assumptions leads in general to coupled equilibrium equations that govern both the rotation and the position variables. The rotations belong to a non-linear space, $S O(3)$, so that their general treatment is not trivial. Several methods have been explored to represent rotation variables such as the parametrization of rotation [1], the director vector method [7] or the Lie group methods [3,8-10]. In this paper, a Lie group method is studied, which is based on the differential geometry of the non-linear configuration space. The Lie group $\mathbb{R}^{3} \times S O(3)$, which assumes that the compositions of the translations and the rotations are uncoupled, has been widely used for rigid body or beam formulations [1-3,11,12]. This choice of uncoupled composition rule implies that the finite element interpolation of the rotation and translation field of a beam are uncoupled.

[^0]In contrast, the helicoidal approximation proposed in [13] and the strain-based approach in [14] lead to a coupled representation of the translation and rotation fields. Here, we consider the Lie group $S E(3)=\mathbb{R}^{3} \rtimes S O(3)$, called the special Euclidean group, for which the compositions of translations and rotations are inherently coupled. The so-called screw-theory consists essentially in the study of this group and its algebra, and has been applied by several researchers in robotics and mechanism theory [15-18].

In this paper, a straight beam finite element formulation is developed. First, the continuous equilibrium equations in the $S E(3)$ framework are derived from a variational principle. Then, a spatial discretization of the beam is introduced by a nonlinear interpolation method of nodal values and the discrete problem is formulated. The representation of the rotations by interpolation of the nodal rotation variables is a non-trivial issue due to the non-linearity of the configuration space. For example, $[3,11]$ defined an interpolation method based on the increments of the rotations and [12] proposed to interpolate the relative rotation matrix. In these references, the positions and the rotations are interpolated separately since they are considered to be fundamentally independent. In contrast, the $S E(3)$ Lie group framework used in this paper introduces a natural coupling of the position and the rotation variables thanks to an exponential interpolation method and exhibits important theoretical and numerical advantages. The equations of motion of the discrete mechanical system take the form of second-order ordinary differential equations on the Lie group. The equations are then solved using the generalized- $\alpha$ Lie group time integration scheme proposed in [8,10], which is closely related to the Lie group integrators developed in [1921]. Let us mention that interpolation methods in the $S E(3)$ framework have been addressed in [22,23] for motion interpolation of rigid bodies. Using the $S E(3)$ framework, [24] proposed a method for beam finite element based on the manifold structure, that is using the same composition rule as the group $\mathbb{R}^{3} \times S O(3)$, and [25] developed a linear beam formulation according to the screw theory.

The proposed approach relies on a rigorous mathematical framework based on the Lie group theory. Since a Lie group solver is used, it is remarkable that the equilibrium equation is formulated in a parameterization-free way and that no parameterization of the nodal variables needs to be introduced. The theory naturally leads to a frame-invariant, compact and elegant formulation of the beam finite element. Thanks to the simplicity of the formulation, the internal forces and the tangent stiffness matrix can be integrated exactly over the length of the element. Difficulties related to the parameterization of rotations or to locking problems are also automatically avoided.

The paper is structured as follows. In Section 2, some fundamentals about matrix Lie groups are given in order to introduce $S E(3)$ and the notations. In Section 3, the beam kinematics in the $S E(3)$ context is worked out. Then, the static and dynamic equilibrium equations are developed in Section 4 and Section 5. The original finite element interpolation formula based on the exponential map of the Lie group is introduced in Section 6 and the discretized strain and velocity fields are also given. The resulting discretized static and dynamic equilibrium equations are developed in Section 7 and Section 8, where a few numerical examples are presented to assess the formulation and enhance some specific features. Finally, some conclusions and perspectives are presented in Section 9.

## 2. Lie group framework

### 2.1. Fundamentals about matrix Lie groups

The necessary concepts required for our developments are now introduced. The theoretical concepts are first introduced in a general setting and will then be particularized to the groups $S O(3)$ and $S E(3)$. Explicit expressions useful for computational purposes are given in Appendix A. For a more detailed introduction to Lie groups see, e.g., [16,26,27].

A group $G$ is a set of elements with a composition rule, that associates an element of the group to two elements of the group: if $q_{1}, q_{2} \in G$, then $q_{1} \circ q_{2}=q_{3} \in G$. In the present case, we consider matrix groups and the composition rule is the matrix product written as $q_{1} q_{2}=q_{3}$. This composition rule needs to satisfy several properties, e.g. the existence of a neutral element $e(q e=e q=q)$, which is simply the identity matrix, and the existence of an inverse $\left(\forall q \in G, \exists!q^{-1}: q q^{-1}=q^{-1} q=e\right)$. It follows that the elements of such a matrix group are square and invertible matrices. A matrix Lie group is a continuous matrix group for which the composition rule and the inverse are smooth. Therefore, a matrix Lie group is, geometrically speaking, a differentiable manifold, and differential geometry can be used to perform operations on the group.

The tangent space at $q \in G$ is denoted $T_{q} G$. In particular, the tangent space at the identity of a Lie group is called the Lie algebra $\mathfrak{g}$ and it is isomorphic to $\mathbb{R}^{k}$ through the invertible linear map

$$
\widetilde{(\bullet)}: \mathbb{R}^{k} \rightarrow \mathfrak{g}, \quad \mathbf{x} \mapsto \widetilde{\mathbf{x}}
$$

The composition rule of the Lie group allows the introduction of a left invariant vector field as

$$
\begin{equation*}
\delta q=q \widetilde{\delta \mathbf{q}} \tag{1}
\end{equation*}
$$

where $\delta(\bullet)$ means an arbitrary infinitesimal variation of the argument, and $\delta q$ is thus an arbitrary element belonging to $T_{q} G$. Notice the difference in the two following notations: $\widetilde{\delta q}$ and $\delta(\widetilde{\mathbf{q}})$. The former indicates an infinitesimal increment belonging to the Lie algebra, while the latter means the variation of an element $\tilde{\mathbf{q}}$ of the Lie algebra. Similarly, $\delta \mathbf{q}$ and $\delta(\mathbf{q})$ stand for the associated expressions in $\mathbb{R}^{k}$ of respectively the former and the latter notation.

The adjoint representation of a Lie algebra element $\widetilde{\delta \mathbf{q}}$ is defined as

$$
\begin{equation*}
\operatorname{Ad}_{q}(\widetilde{\delta \mathbf{q}})=q \widetilde{\delta \mathbf{q}} q^{-1} \tag{2}
\end{equation*}
$$

where $\operatorname{Ad}_{q}: \mathfrak{g} \rightarrow \mathfrak{g}$ is a linear map. In this paper, with a slight abuse of notations, $\mathrm{Ad}_{q}$ is also used for the adjoint representation as a linear map acting on $\mathbb{R}^{k}$ isomorphic elements of the Lie algebra, that is $\mathrm{Ad}_{q}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$.

The derivative of $q$ with respect to any parameter $s \in \mathbb{R}$ is written as

$$
\begin{equation*}
\frac{d q}{d s}=q \tilde{\mathbf{u}} \tag{3}
\end{equation*}
$$

where $\widetilde{\mathbf{u}}$ is an element of the Lie algebra. In general, derivatives do not commute and derivatives are related by the compatibility equation

$$
\begin{equation*}
\delta(\widetilde{\mathbf{u}})=\frac{d(\widetilde{\delta \mathbf{q}})}{d s}+[\widetilde{\mathbf{u}}, \widetilde{\delta \mathbf{q}}] \tag{4}
\end{equation*}
$$

where $[\widetilde{\mathbf{a}}, \widetilde{\mathbf{b}}]=\widetilde{\mathbf{a}} \widetilde{\mathbf{b}}-\widetilde{\mathbf{b}} \widetilde{\mathbf{a}}=-[\widetilde{\mathbf{b}}, \widetilde{\mathbf{a}}]$ defines the Lie bracket operator $[\bullet, \bullet]$. Eq. (4) can be written in terms of vectors in $\mathbb{R}^{k}$ as

$$
\begin{equation*}
\delta(\mathbf{u})=\frac{d(\delta \mathbf{q})}{d s}+\widehat{\mathbf{u}} \delta \mathbf{q} \tag{5}
\end{equation*}
$$

where $\hat{\bullet}$ is a linear operator which maps a vector in $\mathbb{R}^{k}$ into a $k \times k$ matrix. In the literature, the $\hat{\bullet}$ operator is often defined as an adjoint representation and denoted $\operatorname{ad}_{\mathbf{a}}(\mathbf{b})=\widehat{\mathbf{a}} \mathbf{b}$.

For a given vector field $\widetilde{\mathbf{u}}$, Eq. (3) can be seen as a differential equation on the Lie group. If $\widetilde{\mathbf{u}}$ does not depend on $s$, the solution is

$$
q(s)=q_{0} \exp (\widetilde{\mathbf{u}} s)
$$

where $q_{0}=q(0)$ and exp is the exponential operator, which maps an element of the Lie algebra to an element of the Lie group

$$
\exp : \mathfrak{g} \rightarrow G, \quad \widetilde{\mathbf{x}} \mapsto \exp (\widetilde{\mathbf{x}})
$$

Since the Lie algebra is isomorphic to $\mathbb{R}^{k}$, the exponential map introduces a local parameterization of the Lie group around any $q_{0} \in G$. Indeed, any $q \in G$ may be represented as a function of $\widetilde{\mathbf{x}} \in \mathfrak{g}$ using the exponential operator and the composition with $q_{0}$ according to

$$
\begin{equation*}
q=q_{0} \exp (\widetilde{\mathbf{x}}) \tag{6}
\end{equation*}
$$

By extension, the notation $\exp (\mathbf{x})$ with $\mathbf{x} \in \mathbb{R}^{k}$ shall be used equivalently since the Lie algebra is isomorphic to $\mathbb{R}^{k}$. Considering the derivatives, a relationship exists between $\widetilde{\mathbf{u}}$ involved in Eq. (3) and the derivative of $\widetilde{\mathbf{x}}$ defined by the exponential map representation in Eq. (6). It can be expressed as a linear relationship from $\mathbb{R}^{k}$ to $\mathbb{R}^{k}$

$$
\begin{equation*}
\mathbf{u}=\mathbf{T}(\mathbf{x}) \frac{d \mathbf{x}}{d s} \tag{7}
\end{equation*}
$$

where $\mathbf{T}(\mathbf{x})$ is the tangent application of the exponential map. Likewise, we can write $\delta \mathbf{q}=\mathbf{T}(\mathbf{x}) \delta \mathbf{x}$. The inverse map of the exponential map is called the logarithmic map such that

$$
\begin{equation*}
\log : G \rightarrow \mathfrak{g}, \quad q \mapsto \log (q) \tag{8}
\end{equation*}
$$

It is thus a mapping from the Lie group to the Lie algebra, i.e. $\log (q)=\widetilde{\mathbf{x}}$. By extension, the notation $\log (q)=\mathbf{x}$ with $\mathbf{x} \in \mathbb{R}^{k}$ shall be used equivalently since the Lie algebra is isomorphic to $\mathbb{R}^{k}$.

Next, two Lie groups of interest are introduced. The group and algebra structures are presented. Explicit formulas for numerical computations can be found in Appendix A.

### 2.2. The special orthogonal group, $\mathrm{SO}(3)$

The special orthogonal group, $S O(3)$, is a matrix Lie group that can be represented by $3 \times 3$ proper orthogonal matrices $\mathbf{R}$. In particular, rotation matrices are orthogonal matrices. The neutral element is the $3 \times 3$ identity matrix, denoted $\mathbf{I}_{3 \times 3}$, and the inverse of an element $\mathbf{R} \in S O(3)$ is $\mathbf{R}^{T} \in S O(3)$, where $\bullet^{T}$ is the matrix transpose. The composition rule is the matrix product of


$$
\boldsymbol{\Omega}=\left[\begin{array}{l}
\Omega_{1}  \tag{9}\\
\Omega_{2} \\
\Omega_{3}
\end{array}\right] \in \mathbb{R}^{3} \text { and } \widetilde{\boldsymbol{\Omega}}=\left[\begin{array}{ccc}
0 & -\Omega_{3} & \Omega_{2} \\
\Omega_{3} & 0 & -\Omega_{1} \\
-\Omega_{2} & \Omega_{1} & 0
\end{array}\right] \in \mathfrak{s o ( 3 )}
$$

In particular, Eq. (1) reads

$$
\begin{equation*}
\delta \mathbf{R}=\mathbf{R} \widetilde{\delta \boldsymbol{\Omega}} \tag{10}
\end{equation*}
$$

The $\boldsymbol{\bullet}$ operator defined at Eq. (5) is equivalent to $\widetilde{\bullet}$.

### 2.3. The special Euclidean group, $\operatorname{SE}(3)$

The matrix Lie group $S E(3)$ is the group of Euclidean transformations $\mathbf{H}=\mathcal{H}(\mathbf{R}, \mathbf{x})$ combining a rotation $\mathbf{R} \in S O(3)$ and a vector $\mathbf{x} \in \mathbb{R}^{3}$. It can be represented by $4 \times 4$ matrices

$$
\mathbf{H}=\left[\begin{array}{cc}
\mathbf{R} & \mathbf{x}  \tag{11}\\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]
$$

The neutral element is $\mathbf{I}_{4 \times 4}$ and the inverse of $\mathbf{H} \in S E(3)$ is $\mathbf{H}^{-1} \in S E(3)$ given by $\mathbf{H}^{-1}=\mathcal{H}\left(\mathbf{R}^{T},-\mathbf{R}^{T} \mathbf{x}\right)$, i.e.

$$
\mathbf{H}^{-1}=\left[\begin{array}{cc}
\mathbf{R}^{T} & -\mathbf{R}^{T} \mathbf{x}  \tag{12}\\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]
$$

The composition rule is the matrix product of $4 \times 4$ matrices. The Lie algebra, denoted $\mathfrak{s e}(3)$, is the space of $4 \times 4$ matrices $\widetilde{\mathbf{h}}$ as in Eq. (13) and is isomorphic to $\mathbb{R}^{6}$

$$
\mathbf{h}=\left[\begin{array}{l}
\mathbf{h}_{U}  \tag{13}\\
\mathbf{h}_{\Omega}
\end{array}\right] \in \mathbb{R}^{6} \text { and } \widetilde{\mathbf{h}}=\left[\begin{array}{cc}
\widetilde{\mathbf{h}}_{\Omega} & \mathbf{h}_{U} \\
\mathbf{0}_{1 \times 3} & 0
\end{array}\right] \in \mathfrak{s e ( 3 )}
$$

 Eq. (1) reads

$$
\delta \mathbf{H}=\mathbf{H} \widetilde{\delta \mathbf{h}} \Longleftrightarrow\left[\begin{array}{cc}
\delta \mathbf{R} & \delta \mathbf{x}  \tag{14}\\
\mathbf{0}_{1 \times 3} & 0
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{R} & \mathbf{x} \\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]\left[\begin{array}{cc}
{\widetilde{\delta \mathbf{h}_{\Omega}}} \delta \mathbf{h}_{U} \\
\mathbf{0}_{1 \times 3} & 0
\end{array}\right]
$$

in which $\widetilde{\delta h}_{\Omega}=\mathbf{R}^{T} \delta \mathbf{R}$ and $\delta \mathbf{h}_{U}=\mathbf{R}^{T} \delta \mathbf{x}$. Accordingly, one has $\delta \mathbf{h}=\left[\begin{array}{ll}\delta \mathbf{h}_{U}^{T} & \delta \mathbf{h}_{\Omega}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$. The $\hat{\bullet}$ operator defined at Eq. (5) is

$$
\widehat{\mathbf{h}}=\left[\begin{array}{cc}
\widetilde{\mathbf{h}}_{\Omega} & \widetilde{\mathbf{h}}_{U}  \tag{15}\\
\mathbf{0}_{3 \times 3} & \widetilde{\mathbf{h}}_{\Omega}
\end{array}\right]
$$

Notice that $\widehat{\mathbf{h}}_{1} \mathbf{h}_{2}=-\widehat{\mathbf{h}}_{2} \mathbf{h}_{1}$. Let us also define the check operator $\bullet$ as $\widehat{\mathbf{h}}_{1}^{T} \mathbf{h}_{2}=\breve{\mathbf{h}}_{2}^{T} \mathbf{h}_{1}$, that is

$$
\check{\mathbf{h}}=\left[\begin{array}{cc}
\mathbf{0}_{3 \times 3} & \widetilde{\mathbf{h}}_{U}  \tag{16}\\
\widetilde{\mathbf{h}}_{U} & \widetilde{\mathbf{h}}_{\Omega}
\end{array}\right]
$$

Based on the Lie group formalism of this section, the rest of the paper addresses the formulation of a beam finite element on $S E(3)$ relying on an original non-linear interpolation method.

## 3. Beam kinematics

Let us define $s \in[0, L]$ as the spatial parameter along the neutral axis of a beam of length $L$. $\mathbf{x}^{0}(s)$ is the position vector of a point of the neutral axis in the reference configuration. Thus, the position of any point $p$ of the beam in the reference configuration can be written as

$$
\begin{equation*}
\mathbf{x}_{p}^{0}(s, t, u)=\mathbf{x}^{0}(s)+t \mathbf{i}_{t}+u \mathbf{i}_{u} \tag{17}
\end{equation*}
$$

where $\mathbf{i}_{t}$ and $\mathbf{i}_{u}$ are the unit vectors of principal axes of the cross-sections in the reference configuration, and $t$ and $u$ are the coordinates along these axes. We assume that the principal axes are constant along the neutral axis. For a beam which is initially straight, $\mathbf{x}^{0}(s)=s \mathbf{i}_{s}$, where $\mathbf{i}_{s}$ is the unit vector along the neutral axis. Then, we introduce the following notation

$$
\begin{equation*}
\mathbf{x}_{p}^{0}(s, t, u)=\mathbf{x}^{0}(s)+\mathbf{O}_{0} \mathbf{y}(t, u) \tag{18}
\end{equation*}
$$

in which $\mathbf{y}(t, u)=\left[\begin{array}{lll}0 & t & u\end{array}\right]^{T}$ and $\mathbf{O}_{0}=\left[\begin{array}{lll}\mathbf{i}_{s} & \mathbf{i}_{t} & \mathbf{i}_{u}\end{array}\right]$. $\mathbf{O}_{0}$ is a constant rotation matrix that accounts for the orientation of the beam in the reference configuration with respect to the inertial frame. We assume that the cross-sections remain undeformed, which means that $\mathbf{y}(t, u)$ is defined from the reference configuration. By extension, the position of a point $p$ in the current configuration can be written as

$$
\begin{equation*}
\mathbf{x}_{p}(s, t, u)=\mathbf{x}(s)+\mathbf{R}(s) \mathbf{O}_{0} \mathbf{y}(t, u) \tag{19}
\end{equation*}
$$

where $\mathbf{x}(s)$ is the position vector of the neutral axis and $\mathbf{R}(s)$ characterizes the rotation of the cross-section. The description is illustrated in Fig. 1.

In the $S E(3)$ formalism, a material frame is attached to any material point. The material frame at any point on the neutral axis of the beam is described by a mapping $\mathbb{R} \rightarrow S E(3): S \mapsto \mathbf{H}(s)$ and is therefore represented by $\mathbf{H}(s)=\mathcal{H}\left(\mathbf{I}_{3 \times 3}, \mathbf{x}^{0}(s)\right)$ in the


Fig. 1. Description of the beam kinematics.
reference configuration and $\mathbf{H}(s)=\mathcal{H}(\mathbf{R}(s), \mathbf{x}(s))$ in the current configuration. By construction, this material frame in the reference frame is aligned with the inertial frame and not with the cross-section axes $\mathbf{i}_{s}, \mathbf{i}_{t}, \mathbf{i}_{u}$. Based on Eq. (19), the material frame at any beam point $p$ of coordinates $(s, t, u)$ is related to the material frame attached to the neutral axis by the frame transformation

$$
\mathbf{H}_{p}(s, t, u)=\mathbf{H}(s)\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & \mathbf{O}_{0} \mathbf{y}(t, u)  \tag{20}\\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]=\mathbf{H}(s) \mathbf{H}_{\mathbf{y}}(t, u)
$$

where $\mathbf{H}_{p}(s, t, u)=\mathcal{H}\left(\mathbf{R}_{p}(s), \mathbf{x}_{p}(s, t, u)\right)$. According to the assumption that the cross-sections remain straight, $\mathbf{H}_{\mathbf{y}}(t, u)$ is defined from the reference configuration and $\mathbf{R}_{p}(s)=\mathbf{R}(s)$.

## 4. Static formulation

### 4.1. Deformation field

The deformations of the neutral axis are introduced from the deformation gradient of the material frame on the neutral axis. Owing to the Lie group derivative in Eq. (3), the deformation gradient is a Lie algebra element denoted as $\tilde{\mathbf{f}} \in \mathfrak{s e}(3)$ and is defined from

$$
\begin{equation*}
\frac{d \mathbf{H}(s)}{d s}=\mathbf{H}(s) \widetilde{\mathbf{f}} \tag{21}
\end{equation*}
$$

where $\mathbf{f}=\left[\mathbf{f}_{U}^{T} \mathbf{f}_{\Omega}^{T}\right]^{T}$. The deformation gradient can be split into

$$
\begin{equation*}
\mathbf{f}=\mathbf{f}^{0}+\boldsymbol{\epsilon} \tag{22}
\end{equation*}
$$

where $\mathbf{f}^{0}$ refers to the values in the reference configuration and $\boldsymbol{\epsilon}$ accounts for the deformations of the current configuration with respect to the reference configuration. For an initially straight beam, $\mathbf{f}^{0 T}=\left[\mathbf{i}_{s}^{T} \mathbf{0}_{3 \times 1}^{T}\right]^{T}$. In order to match classical notations for the position part and the rotation part of the deformations, the following notation is introduced

$$
\epsilon=\left[\begin{array}{l}
\boldsymbol{\gamma}  \tag{23}\\
\boldsymbol{\kappa}
\end{array}\right]
$$

Notice that, considering Eq. (23), the deformation measure at the position level reads $\gamma=\mathbf{R}^{T}(s) \frac{d \mathbf{x}(s)}{d s}-\mathbf{f}_{U}^{0}$, which is equivalent to classical deformation measures of the neutral axis in beam element formulation [1]. According to the introduction of $\mathbf{O}_{0}$ in Eq. (18), the deformation of the neutral axis in the cross-section axes is measured by $\mathbf{0}_{0}^{T} \gamma$. In particular, $\mathbf{i}_{s}^{T} \gamma$ represents the strain along the neutral axis whereas $\mathbf{i}_{t}^{T} \gamma$ and $\mathbf{i}_{u}^{T} \gamma$ represent the shear strains along the cross-section axes $\mathbf{i}_{u}$ and $\mathbf{i}_{t}$ respectively.

The deformations at any point of the cross-sections are obtained from the derivative of the material frame in (20) with respect to $s$, which leads to

$$
\begin{equation*}
\frac{\partial \mathbf{H}_{p}(s, t, u)}{\partial s}=\mathbf{H}_{p}(s, t, u) \widetilde{\mathbf{f}}_{p} \tag{24}
\end{equation*}
$$

in which $\widetilde{\mathbf{f}}_{p}=\mathbf{H}_{\mathbf{y}}^{-1} \widetilde{\mathbf{f}} \mathbf{H}_{\mathbf{y}}=\operatorname{Ad}_{\mathbf{H}_{y}^{-1}}(\widetilde{\mathbf{f}})$. Similarly to Eqs. (22) and (23), the deformation gradient can be split into $\mathbf{f}_{p}=\mathbf{f}_{p}^{0}+\boldsymbol{\epsilon}_{p}$ where

$$
\mathbf{f}_{p}=\left[\begin{array}{c}
\mathbf{f}_{p u}  \tag{25}\\
\mathbf{f}_{\Omega}
\end{array}\right] ; \boldsymbol{\epsilon}_{p}=\left[\begin{array}{c}
\gamma_{p} \\
\boldsymbol{\kappa}
\end{array}\right]
$$

in which $\mathbf{f}_{p u}=\mathbf{f}_{U}-\widetilde{\mathbf{O}_{0}} \mathbf{y} \mathbf{f}_{\Omega}$ and

$$
\begin{equation*}
\boldsymbol{\gamma}_{p}=\mathbf{f}_{p U}-\mathbf{f}_{p U}^{0}=\boldsymbol{\gamma}-\widetilde{\mathbf{0}_{0} \mathbf{y} \boldsymbol{\kappa}} \tag{26}
\end{equation*}
$$

Therefore, $\boldsymbol{\kappa}$ is interpreted as a vector of curvatures. They can be interpreted in the cross-section axes by considering $\mathbf{O}_{0}^{T} \boldsymbol{\kappa}$. In particular, $\mathbf{i}_{s}^{T} \boldsymbol{\kappa}$ represents the torsion about the neutral axis whereas $\mathbf{i}_{t}^{T} \boldsymbol{\kappa}$ and $\mathbf{i}_{u}^{T} \boldsymbol{\kappa}$ represent the bending curvatures about the cross-section axes $\mathbf{i}_{u}$ and $\mathbf{i}_{t}$ respectively.

Let us now consider the metric tensors to build the deformation tensor. $\mathbf{g}$, the metric tensor in the deformed configuration, is defined as

$$
\begin{equation*}
\mathbf{g}_{i j}=\left(\frac{\partial \mathbf{x}_{p}(s, t, u)}{\partial x_{i}}\right)^{T} \frac{\partial \mathbf{x}_{p}(s, t, u)}{\partial x_{j}} \tag{27}
\end{equation*}
$$

with $x_{i}, x_{j}=\{s, t, u\}$. Using Eqs. (19) and (25), the partial derivatives are given by

$$
\begin{equation*}
\frac{\partial \mathbf{x}_{p}(s, t, u)}{\partial s}=\mathbf{R}(s) \mathbf{f}_{p u} ; \quad \frac{\partial \mathbf{x}_{p}(s, t, u)}{\partial t}=\mathbf{R}(s) \mathbf{i}_{t} ; \quad \frac{\partial \mathbf{x}_{p}(s, t, u)}{\partial u}=\mathbf{R}(s) \mathbf{i}_{u} \tag{28}
\end{equation*}
$$

Notice that each derivative involves a rotation matrix multiplied by a vector evaluated in the reference configuration, leading to a natural polar decomposition of the deformation gradient. The metric tensor in the reference configuration, denoted $\mathbf{g}^{0}$, has the same definition as $\mathbf{g}$, but involves $\mathbf{x}_{p}^{0}, \mathbf{f}_{p u}^{0}$ and $\mathbf{R}(s)=\mathbf{I}_{3 \times 3}$. Notice that due to the assumption that the cross-sections remain undeformed, $\mathbf{i}_{t}$ and $\mathbf{i}_{u}$ are defined from the reference configuration and do not depend on the deformation state of the beam.

The Green-Lagrange strain tensor $\mathbf{G L}_{i j}=\frac{1}{2}\left(\mathbf{g}_{i j}-\mathbf{g}_{i j}^{0}\right)$ can now be computed. It involves three kinds of terms

$$
\begin{equation*}
\mathbf{G L}_{s s}=\gamma_{p}^{T} \mathbf{f}_{p U}^{0}+\frac{1}{2} \gamma_{p}^{T} \gamma_{p} ; \quad \mathbf{G L}_{s i}=\frac{1}{2} \gamma_{p}^{T} \mathbf{i}_{i} ; \quad \mathbf{G L}_{i j}=0 \tag{29}
\end{equation*}
$$

with $i, j=\{t, u\}$. Assuming that the deformations $\gamma$ and $\boldsymbol{\kappa}$ are small, the second order term $\gamma_{p}^{T} \gamma_{p}$ in $\mathbf{G L}_{s s}$ can be neglected. This classical assumption is used throughout this paper in order to simplify the developments, although the extension to the large deformation case can be carried out straightforwardly following the same strategy.

### 4.2. Strain energy

Based on the Green-Lagrange strain tensor, the strain energy can be computed as

$$
\begin{equation*}
\mathcal{W}_{\text {int }}=\frac{1}{2} \int_{V} \mathbf{S}: \mathbf{G L} d V=\frac{1}{2} \int_{V} \gamma_{p}^{T}\left(\mathbf{S}_{s s} \mathbf{f}_{p u}^{0}+\mathbf{S}_{s t} \mathbf{i}_{t}+\mathbf{S}_{s u} \mathbf{u}_{u}\right) d V \tag{30}
\end{equation*}
$$

where $\mathbf{S}$ is the second Piola-Kirchhoff stress tensor and $V$ is the volume of the beam in the reference configuration. Using Eq. (26) and owing to the fact that $\gamma$ and $\boldsymbol{\kappa}$ do not depend on $t$ and $u$, the integral over the cross-sections can be computed, which leads to

$$
\begin{equation*}
\mathcal{W}_{\text {int }}=\frac{1}{2} \int_{0}^{L}\left(\gamma^{T} \mathbf{n}+\boldsymbol{\kappa}^{T} \mathbf{m}\right) d s \tag{31}
\end{equation*}
$$

where $\mathbf{n}$ and $\mathbf{m}$ are respectively the resulting forces and moments over the cross-sections defined as

$$
\begin{align*}
& \mathbf{n}=\int_{A}\left(\mathbf{S}_{s s} \mathbf{f}_{p U}^{0}+\mathbf{S}_{s t} \mathbf{i}_{t}+\mathbf{S}_{s u} \mathbf{i}_{u u}\right) d A  \tag{32}\\
& \mathbf{m}=\int_{A} \widetilde{\mathbf{O}_{0} \mathbf{y}} \mathbf{( \mathbf { S } _ { s s } \mathbf { f } _ { p U } ^ { 0 } + \mathbf { S } _ { s t } \mathbf { i } _ { t } + \mathbf { S } _ { s u } \mathbf { i } _ { u } ) d A} \tag{33}
\end{align*}
$$

The expression of the resulting forces and moments in the cross-section axes are obtained by premultiplying $\mathbf{n}$ and $\mathbf{m}$ by $\mathbf{0}_{0}^{T}$, according to Eq. (18). In particular, $\mathbf{i}_{\mathbf{s}}^{T} \mathbf{n}$ is the force along the neutral axis, and $\mathbf{i}_{t}^{T} \mathbf{n}$ and $\mathbf{i}_{u}^{T} \mathbf{n}$ are the shear forces along the crosssection axes $\mathbf{i}_{t}$ and $\mathbf{i}_{u}$ respectively. Similarly, $\mathbf{i}_{s}^{T} \mathbf{m}$ is the torsion moment about the neutral axis, and $\mathbf{i}_{t}^{T} \mathbf{m}$ and $\mathbf{i}_{u}^{T} \mathbf{m}$ are the bending moments about the cross-section axes $\mathbf{i}_{t}$ and $\mathbf{i}_{u}$ respectively. For a linear elastic material, the constitutive law provides a linear relationship between the cross-section resultants and the deformations

$$
\left[\begin{array}{c}
\mathbf{n}  \tag{34}\\
\mathbf{m}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
\mathbf{K}_{U} & \mathbf{0}_{3 \times 3} \\
\mathbf{0}_{3 \times 3} & \mathbf{K}_{\Omega}
\end{array}\right]}_{=\mathbf{K}}\left[\begin{array}{l}
\boldsymbol{\gamma} \\
\boldsymbol{k}
\end{array}\right]
$$

where $\mathbf{K}$ contains the usual stiffness parameters. In simple cases, it is diagonal and $\mathbf{K}_{U}=\mathbf{O}_{0} \operatorname{diag}\left(E A, G A_{t}, G A_{u}\right) \mathbf{O}_{0}^{T}$ contains the axial and shear stiffnesses whereas $\mathbf{K}_{\Omega}=\mathbf{O}_{0} \operatorname{diag}\left(G J, E I_{t}, E I_{u}\right) \mathbf{O}_{0}^{T}$ contains the torsional and bending stiffnesses. Notice that the
effect of $\mathbf{O}_{0}$ is to express in the material frame the stiffnesses, which are originally computed in the cross-section axes namely in the $\mathbf{i}_{s}, \mathbf{i}_{t}, \mathbf{i}_{u}$ frame. Eventually, the strain energy can be written as

$$
\begin{equation*}
\mathcal{W}_{\text {int }}=\frac{1}{2} \int_{0}^{L} \boldsymbol{\epsilon}^{T} \mathbf{K} \boldsymbol{\epsilon} d s \tag{35}
\end{equation*}
$$

### 4.3. Static equilibrium equation

The virtual work principle states that equilibrium is achieved when

$$
\begin{equation*}
\delta\left(\mathcal{W}_{\text {int }}\right)=\delta\left(\mathcal{W}_{\text {ext }}\right) \tag{36}
\end{equation*}
$$

Starting from Eq. (35), the variation of the strain energy is given by

$$
\begin{equation*}
\delta\left(\mathcal{W}_{\text {int }}\right)=\int_{0}^{L} \delta(\boldsymbol{\epsilon})^{T} \mathbf{K} \boldsymbol{\epsilon} d s \tag{37}
\end{equation*}
$$

Due to the Lie group framework, the variation of the deformation is related to the variation of the state variables, which are $S E(3)$ elements, as in Eq. (5). According to the definitions in Eq. (21) and in Eq. (22), it is given by

$$
\begin{equation*}
\delta(\boldsymbol{\epsilon})=\delta(\mathbf{f})=\frac{d}{d s}(\delta \mathbf{h})+\hat{\mathbf{f}}^{T} \delta \mathbf{h} \tag{38}
\end{equation*}
$$

in which $\widetilde{\delta \mathbf{h}}=\mathbf{H}^{-1} \delta \mathbf{H}$. Inserting Eq. (38) into Eq. (37) and integrating by parts yields

$$
\begin{equation*}
\delta\left(\mathcal{W}_{\text {int }}\right)=\left[\delta \mathbf{h}^{T} \mathbf{K} \boldsymbol{\epsilon}\right]_{0}^{L}-\int_{0}^{L} \delta \mathbf{h}^{T}\left(\mathbf{K} \frac{d}{d s}(\boldsymbol{\epsilon})-\hat{\mathbf{f}}^{T} \mathbf{K} \boldsymbol{\epsilon}\right) d s \tag{39}
\end{equation*}
$$

where the first term is interpreted as a boundary condition term.
In general, the virtual work done by external forces can be written as

$$
\begin{equation*}
\delta\left(\mathcal{W}_{\text {ext }}\right)=\int_{0}^{L} \delta \mathbf{h}^{T} \mathbf{g}_{\text {ext }} d s \tag{40}
\end{equation*}
$$

where $\mathbf{g}_{\text {ext }}$ contain the resulting forces and moments over the cross-sections due to an external loading. Notice that the external forces must be expressed in the material frame, that is, pulled back from the inertial frame.

Finally, the weak form of the equilibrium equation is obtained by inserting Eqs. (39) and (40) into Eq. (36), which yields

$$
\begin{equation*}
\left[\delta \mathbf{h}^{T} \mathbf{K} \boldsymbol{\epsilon}\right]_{0}^{L}-\int_{0}^{L} \delta \mathbf{h}^{T}\left(\mathbf{K} \frac{d}{d s}(\boldsymbol{\epsilon})-\hat{\mathbf{f}}^{T} \mathbf{K} \boldsymbol{\epsilon}+\mathbf{g}_{e x t}\right) d s=0 \tag{41}
\end{equation*}
$$

Accordingly, the strong form of the equilibrium equation is then obtained as a six-dimensional non-linear ordinary differential equation for the unknown $\epsilon$

$$
\begin{equation*}
\mathbf{K} \frac{d}{d s}(\boldsymbol{\epsilon})-\hat{\mathbf{f}}^{T} \mathbf{K} \boldsymbol{\epsilon}+\mathbf{g}_{e x t}=\mathbf{0} \tag{42}
\end{equation*}
$$

It is interesting to notice that the homogeneous equation does not involve the position nor the orientation of the beam. It is a direct consequence of the present framework, namely the equations are written in the material frame. Thus, if the external forces do not depend on the state of the beam, Eqs. (42) and (21) are uncoupled, and the state of the beam can be recovered from Eq. (21) once Eq. (42) is solved. However, in general, the external forces may depend on the state of the beam. In this case, Eq. (21) must be solved together with Eq. (42).

## 5. Dynamic formulation

### 5.1. Velocity field

The velocity field of a point of the neutral axis is introduced by the Lie algebra element $\widetilde{\mathbf{v}}$ related to the time derivative of H(s)

$$
\begin{equation*}
\dot{\mathbf{H}}(s)=\mathbf{H}(s) \widetilde{\mathbf{v}} \tag{43}
\end{equation*}
$$

where $\mathbf{v}=\left[\begin{array}{ll}\mathbf{v}_{U}^{T} & \mathbf{v}_{\Omega}^{T}\end{array}\right]^{T}$. Remembering the nature of the Lie algebra element of $S E(3)$ in Eq. (14), the velocities $\mathbf{v}$ are expressed in the material frame. According to Eq. (18), the velocity of the neutral axis in the cross-section axes are measured by $\mathbf{O}_{0}^{T} \mathbf{v}_{U}$. In particular, $\mathbf{i}_{s}^{T} \mathbf{v}_{U}$ represents the velocity along the neutral axis whereas $\mathbf{i}_{t}^{T} \mathbf{v}_{U}$ and $\mathbf{i}_{u}^{T} \mathbf{v}_{U}$ represent the velocities along the cross-section axes $\mathbf{i}_{u}$ and $\mathbf{i}_{t}$ respectively. The rotation part $\mathbf{v}_{\Omega}$ can also be interpreted in the cross-section axes. In particular, $\mathbf{i}_{s}^{T} \mathbf{v}_{\Omega}, \mathbf{i}_{t}^{T} \mathbf{v}_{\Omega}$ and $\mathbf{i}_{u}^{T} \mathbf{v}_{\Omega}$ represent the rotation velocities about $\mathbf{i}_{s}, \mathbf{i}_{u}$ and $\mathbf{i}_{t}$ respectively.

Observing that $\mathbf{H}_{\mathbf{y}}$ is a constant matrix, the velocities at any point of the cross-sections can be computed from the time derivative of the material frame in (20), which leads to

$$
\begin{equation*}
\dot{\mathbf{H}}_{p}(s, t, u)=\mathbf{H}_{p}(s, t, u) \widetilde{\mathbf{v}}_{p} \tag{44}
\end{equation*}
$$

in which $\widetilde{\mathbf{v}}_{p}=\mathbf{H}_{\mathbf{y}}^{-1} \widetilde{\mathbf{v}} \mathbf{H}_{\mathbf{y}}=\operatorname{Ad}_{\mathbf{H}_{y}^{-1}}(\widetilde{\mathbf{v}})$, so that

$$
\mathbf{v}_{p}=\left[\begin{array}{c}
\mathbf{v}_{p U}  \tag{45}\\
\mathbf{v}_{\Omega}
\end{array}\right]
$$

where $\mathbf{v}_{p U}=\mathbf{v}_{U}-\widetilde{\mathbf{0}_{0}} \mathbf{y} \mathbf{v}_{\Omega}$.

### 5.2. Kinetic energy

Denoting $\rho$ the mass density of the material, the kinetic energy $\mathcal{K}$ is given by

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} \int_{V} \rho \mathbf{v}_{U p}^{T} \mathbf{v}_{U p} d V=\frac{1}{2} \int_{0}^{L} \mathbf{v}^{T} \mathbf{M}_{C} \mathbf{v} d s \tag{46}
\end{equation*}
$$

in which $\mathbf{M}_{C}$ contains the usual mass and rotation inertia properties of the cross-sections

$$
\mathbf{M}_{C}=\int_{A} \rho\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & -\widetilde{\mathbf{0}_{0} \mathbf{y}}  \tag{47}\\
\widetilde{\mathbf{0}_{0} \mathbf{y}} & -\widetilde{\mathbf{0}_{0} \mathbf{y}} \widetilde{\mathbf{0}_{0} \mathbf{y}}
\end{array}\right] \quad d A=\left[\begin{array}{cc}
\frac{m}{L} \mathbf{I}_{3 \times 3} & -\mathbf{0}_{0} \mathbf{J}_{I} \mathbf{O}_{0}^{T} \\
-\mathbf{O}_{0} \mathbf{J}_{I}^{T} \mathbf{0}_{0}^{T} & \mathbf{0}_{0} \mathbf{J O}_{0}^{T}
\end{array}\right]
$$

where $m$ is the mass of the element, and $\mathbf{J}_{I}$ and $\mathbf{J}$ are respectively the first and the second moment of inertia of the cross-sections computed in the local axes of the beam, namely the frame defined by $\mathbf{i}_{s}, \mathbf{i}_{t}, \mathbf{i}_{u}$. In most practical cases, $\mathbf{J}_{l}$ vanishes and $\mathbf{J}$ is diagonal. Since the cross-sections are assumed to be undeformable, $\mathbf{M}_{C}$ is defined from the reference configuration of the beam and does not depend on the motion of the beam.

### 5.3. Dynamic equilibrium equation

The dynamic equilibrium equations can be obtained from Hamilton's principle, which states that the action integral over the time interval $\left[\tau_{0}, \tau_{1}\right]$ is stationary

$$
\begin{equation*}
\int_{\tau_{0}}^{\tau_{1}}\left(\delta(\mathcal{K})-\delta\left(\mathcal{W}_{\text {int }}\right)+\delta\left(\mathcal{W}_{\text {ext }}\right)\right) d \tau=0 \tag{48}
\end{equation*}
$$

where the variations are fixed at $\tau_{0}$ and $\tau_{1}$. The strain energy $\mathcal{W}_{\text {int }}$ and the work done by the external forces $\mathcal{W}_{\text {ext }}$ were treated in Section 4. From Eq. (46), the variation of the kinetic energy reads

$$
\begin{equation*}
\delta(\mathcal{K})=\int_{0}^{L} \delta(\mathbf{v})^{T} \mathbf{M}_{C} \mathbf{v} d s \tag{49}
\end{equation*}
$$

Due to the Lie group structure, the variation of the velocity in terms of the variation of the state variables is expressed according to Eq. (5), that is

$$
\begin{equation*}
\delta(\mathbf{v})=\frac{d}{d \tau}(\delta \mathbf{h})+\widehat{\mathbf{v}} \delta \mathbf{h} \tag{50}
\end{equation*}
$$

in which $\widetilde{\delta \mathbf{h}}=\mathbf{H}^{-1} \delta \mathbf{H}$. Inserting this into Eq. (49), we obtain, after integration by parts,

$$
\begin{equation*}
\int_{\tau_{0}}^{\tau_{1}} \delta(\mathcal{K}) d \tau=\left[\int_{0}^{L} \delta \mathbf{h}^{T} \mathbf{M}_{C} \mathbf{v} d s\right]_{\tau_{0}}^{\tau_{1}}-\int_{\tau_{0}}^{\tau_{1}} \int_{0}^{L} \delta \mathbf{h}^{T}\left(\mathbf{M}_{C} \dot{\mathbf{v}}-\widehat{\mathbf{v}}^{T} \mathbf{M}_{C} \mathbf{v}\right) d s d \tau \tag{51}
\end{equation*}
$$

Since the variations are fixed at $\tau_{0}$ and $\tau_{1}$, the first term on the right hand side vanishes. Combining the latter result with Eq. (41), Eq. (48) yields the following weak form of the dynamic equilibrium equations

$$
\begin{equation*}
\left[\delta \mathbf{h}^{T} \mathbf{K} \boldsymbol{\epsilon}\right]_{0}^{L}-\int_{0}^{L} \delta \mathbf{h}^{T}\left(\mathbf{M}_{C} \dot{\mathbf{v}}-\widehat{\mathbf{v}}^{T} \mathbf{M}_{C} \mathbf{v}+\mathbf{K} \frac{d}{d s}(\boldsymbol{\epsilon})-\hat{\mathbf{f}}^{T} \mathbf{K} \boldsymbol{\epsilon}+\mathbf{g}_{e x t}\right) d s=0 \tag{52}
\end{equation*}
$$

which provides a six-dimensional non-linear partial differential equation for the unknowns $\boldsymbol{\epsilon}$ and $\mathbf{v}$

$$
\begin{equation*}
\mathbf{M}_{C} \dot{\mathbf{v}}-\widehat{\mathbf{v}}^{T} \mathbf{M}_{C} \mathbf{v}+\mathbf{K} \frac{d}{d s}(\boldsymbol{\epsilon})-\hat{\mathbf{f}}^{T} \mathbf{K} \boldsymbol{\epsilon}+\mathbf{g}_{e x t}=0 \tag{53}
\end{equation*}
$$

In general, this equation must be solved together with Eqs. (21) and (43). These last two equations lead to a compatibility equation between the second spatial and time derivatives in the Lie group setting (see Eq. (5)) that can be written as

$$
\begin{equation*}
\frac{d}{d s}(\mathbf{v})-\dot{\boldsymbol{\epsilon}}=\widehat{\mathbf{v}} \boldsymbol{\epsilon} \Longleftrightarrow \frac{d}{d s}(\mathbf{v})-\dot{\boldsymbol{\epsilon}}=-\hat{\boldsymbol{\epsilon}} \mathbf{v} \tag{54}
\end{equation*}
$$

Notice that this compatibility equation does not depend on the state of the beam. Hence, when the external forces do not depend on the beam configuration, it is sufficient to solve Eqs. (53) and (54) together, and the state of the beam can be recovered afterwards either from Eq. (21) or Eq. (43).

## 6. Finite element discretization

In order to solve the equilibrium equations developed in Eq. (42) and in Eq. (53), we introduce a finite element approximation of the beam which consists thus in the interpolation of $S E(3)$ elements. In this framework, the knowledge of the position and orientation of the nodal values is essential to allow the connection of the elements and express general external forces.

### 6.1. Non-linear interpolation formula

The spatial discretization along the neutral axis of the beam is introduced by an interpolation with the variable $s \in[0, L]$ between two end nodes $A$ at $s=0$ and $B$ at $s=L$, where the nodal frames $\mathbf{H}_{A}$ and $\mathbf{H}_{B}$ are located. The proposed interpolation formula reads

$$
\begin{equation*}
\mathbf{H}(s)=\mathbf{H}_{A} \exp _{S E(3)}\left(\frac{S}{L} \mathbf{d}\right) \tag{55}
\end{equation*}
$$

where $\mathbf{d}=\left[\begin{array}{ll}\mathbf{d}_{U}^{T} & \mathbf{d}_{\Omega}^{T}\end{array}\right]^{T}$ is called the relative configuration vector and is defined as

$$
\begin{equation*}
\mathbf{d}=\log _{S E(3)}\left(\mathbf{H}_{A}^{-1} \mathbf{H}_{B}\right) \tag{56}
\end{equation*}
$$

The exponential map and the logarithmic map on $S E(3)$ are provided in Eqs. (A.10) and (A.15). Formula (55) can be seen as an extension of classical linear interpolation formula to non-linear spaces. Basically, the use of the exponential map introduces a local parameterization that allows describing the neutral axis between the two nodes $A$ and $B$ with an element belonging to a linear space, that is a Lie algebra element. The description of any material point of a beam is readily obtained by introducing Eq. (55) into Eq. (20).

Notice that d is invariant under rigid body motions since, for any $\mathbf{H}^{*}, \mathbf{H}^{*} \mathbf{H}_{A}$ and $\mathbf{H}^{*} \mathbf{H}_{B}$ correspond to a rigid motion of the beam and lead to the same value of $\mathbf{d}$. Therefore, the interpolation formula automatically satisfies the frame invariance requirement.

In the reference configuration, $\mathbf{H}_{A}=\mathcal{H}\left(\mathbf{I}_{3 \times 3}, \mathbf{x}_{A}^{0}\right)$ and $\mathbf{H}_{B}=\mathcal{H}\left(\mathbf{I}_{3 \times 3}, \mathbf{x}_{B}^{0}\right)$ so that $\mathbf{d}_{U}^{0}=\mathbf{x}_{B}^{0}-\mathbf{x}_{A}^{0}$ and $\mathbf{d}_{\Omega}^{0}=\mathbf{0}_{3 \times 1}$. Hence, it can be observed that $\left\|\mathbf{d}_{U}^{0}\right\|=L$. The advantage of setting the rotation matrices in the reference configuration to identity matrices is that the connection between nodes is easily achieved, without having to consider the particular orientation of the beam they belong to. However, the information about the orientation of a given element in the reference configuration is used in the evaluation of the element forces, and in particular the evaluation of the stiffness (Eq. (34)) and mass (Eq. (47)) matrices.

### 6.2. Geometric interpretation

Classical beam theories imply that position and rotation variables are kinematically coupled and the equations of mechanics developed under such kinematic assumptions yield in general coupled differential equations that govern both the position and the rotation variables. For example, in a cantilever beam, the cross-sections rotate under a tip shear load and a tip bending moment produces a displacement of the neutral axis. However, in usual finite element discretization schemes, the position and the rotation variables are treated as independent variables as well as their increments. It is not the case with the proposed formulation. Indeed, the position of a point of the neutral axis computed using the interpolation formula (55) reads

$$
\begin{equation*}
\mathbf{x}(S)=\mathbf{x}_{A}+\mathbf{R}_{A} \mathbf{T}_{S O(3)}^{T}\left(\frac{S}{L} \mathbf{d}_{\Omega}\right) \frac{s}{L} \mathbf{d}_{U} \tag{57}
\end{equation*}
$$

where both $\mathbf{d}_{U}$ and $\mathbf{d}_{\Omega}$ are involved. It means that the coupling between the positions and the rotations is deeper compared to usual formulations. Moreover, the interpolation of the positions in Eq. (57) is non-linear due to the tangent application $\mathbf{T}_{S O(3)}^{T}$ from the exponential map $\exp _{S E(3)}$. The interpolation of the rotations is also non-linear and reads

$$
\begin{equation*}
\mathbf{R}(s)=\mathbf{R}_{A} \exp _{s o(3)}\left(\frac{S}{L} \mathbf{d}_{\Omega}\right) \tag{58}
\end{equation*}
$$

which is identical to the formula proposed in [12], namely only the relative rotation is interpolated.
According to Eq. (57), the interpolation method allows the description of a non-linear displacement field. In order to discuss the geometry of the displacement field let us compute the curvature $k$ of the neutral axis using the classical formula

$$
\begin{equation*}
k=\left\|\frac{d}{d s}(\mathbf{t}(s))\right\|=\frac{\left\|\widetilde{\mathbf{d}}_{\Omega} \mathbf{d}_{U}\right\|}{\left\|\mathbf{d}_{U}\right\|} \tag{59}
\end{equation*}
$$

since

$$
\begin{equation*}
\frac{d}{d s}(\mathbf{t}(s))=\frac{d}{d s}\left(\frac{d \mathbf{x}}{d s}\left\|\frac{d \mathbf{x}}{d s}\right\|^{-1}\right)=\mathbf{R}(s) \frac{\tilde{\mathbf{d}}_{\Omega} \mathbf{d}_{U}}{\left\|\mathbf{d}_{U}\right\|} \tag{60}
\end{equation*}
$$

where $\mathbf{t}(s)$ is the unit vector which is tangent to the curve. The curvature is thus constant over the element. Therefore, the proposed interpolation method is able to represent exactly an element of constant curvature due to the non-linear coupling between the position and the rotation in Eq. (57). For example, the interpolation method represents the exact displacement of a beam in pure bending since in that case the exact solution is a curve of constant curvature. This would not be possible in formulations based on first order or higher order interpolation of the displacement field independent from the rotation field. Let us consider a planar cantilever beam subjected to a bending moment at its free end. From strength of materials, the solution is known to be a pure bending deformation and a neutral axis of constant curvature. Classical linear interpolation methods for a shear deformable beam element lead to a geometric inconsistency. Indeed, the linear interpolation of the positions means that the element is a straight line (no curvature) but varying cross-section orientations along the neutral axis is a mark of curvature. Adding more elements allows that the collection of straight lines converge towards the actual curve of the neutral axis. Here, we show that the proposed method provides the geometrically exact displacement in pure bending. Let us consider that the beam is initially aligned with the $x$-axis of the inertial frame in the reference configuration and a moment $M$ is applied about the $z$-axis (see Fig. 2). The exact displacement field reads

$$
\begin{equation*}
x(s)=\frac{1}{k} \sin (s k) \quad y(s)=\frac{1}{k}(1-\cos (s k)) \quad z(s)=0 \tag{61}
\end{equation*}
$$

where $k=M /(E I)$ is the curvature. In the reference configuration, we have $\mathbf{d}_{U}^{0}=\left[\begin{array}{lll}L & 0 & 0\end{array}\right]^{T}$ and $\mathbf{d}_{\Omega}^{0}=\left[\begin{array}{lll}0 & 0\end{array}\right]^{T}$. Since the beam is clamped at the origin, $\mathbf{H}_{A}=\mathcal{H}\left(\mathbf{I}_{3 \times 3}, \mathbf{0}_{3 \times 1}\right)$. In pure bending, the neutral axis does not undergo any axial or shear deformation so that $\mathbf{d}_{U}=\mathbf{d}_{U}^{0}$, however the neutral axis gets a curvature $k$ in the $x y$-plane and $\mathbf{d}_{\Omega}=L[00 k]^{T}$. Introducing these in the nonlinear interpolation field in Eq. (57) and considering the exact expression of $\mathbf{T}_{S O(3)}^{T}$ in Eq. (A.10) turn out to yield the exact solution given in Eq. (61). Since the exact solution of the planar cantilever beam problem is a curve of constant curvature, one single element matches exactly the analytical displacement field.

The relative curvature $k$ that can be represented is limited to the validity of the logarithmic map. For pure bending, $|L k|<\pi$, this is because the logarithmic map returns a value $\epsilon]-\pi, \pi[$ and does not see a difference between rotations that are separated from each other by a multiple of $2 \pi$. Notice that even in general three dimensional cases, pure bending still takes place in a plane, and the discussion of this section remains valid, although the bending was considered here in the $x y$-plane for conciseness.

Let us mention that the interpolated neutral axis has a constant torsion as well. Further computations of the Frenet's triad would show that the torsion of the neutral axis is given by $-\mathbf{d}_{\Omega}^{T} \mathbf{d}_{U} /\left\|\mathbf{d}_{U}\right\|$. These observations indicate a close connection of the proposed interpolation with the helicoidal shape functions proposed in [13], where one of the starting ideas was precisely to design constant curvature elements.

### 6.3. Strain and velocity discretization

Firstly, let us consider the derivatives of Eq. (55) with respect to $s$

$$
\begin{equation*}
\frac{d \mathbf{H}(s)}{d s}=\mathbf{H}(s)\left(\mathbf{T}_{S E(3)}\left(\frac{s}{L} \mathbf{d}\right) \frac{\mathbf{d}}{L}\right)^{\sim}=\mathbf{H}(s) \frac{\tilde{\mathbf{d}}}{L} \tag{62}
\end{equation*}
$$

where the second equality is straightforwardly obtained by considering $(\widehat{\mathbf{d}})^{i} \mathbf{d}=\mathbf{0}, \forall i$ and the series development of the tangent operator (see Eq. (A.2)). By comparison with Eq. (21), the discretized expression of the deformation gradient $\mathbf{f}$ is obtained as


Fig. 2. Cantilever beam subjected to a moment $M$ at its free end. The reference configuration is initially horizontal and the deformed configuration is a planar curve of constant curvature.

$$
\begin{equation*}
\mathbf{f}=\frac{\mathbf{d}}{L} \tag{63}
\end{equation*}
$$

It appears then that the Lie algebra element associated with the space derivative is constant. Hence, the deformation, which is measured in the material frame, is also constant over the element and, using Eq. (22), is given by

$$
\begin{equation*}
\boldsymbol{\epsilon}=\frac{\mathbf{d}-\mathbf{d}^{0}}{L} \tag{64}
\end{equation*}
$$

For later use, let us compute the variation of $\mathbf{d}$. It is obtained by taking the variation of Eq. (56) and, introducing a $12 \times 1$ virtual increment vector $\delta \mathbf{h}_{A B}=\left[\begin{array}{ll}\delta \mathbf{h}_{A}^{T} & \delta \mathbf{h}_{B}^{T}\end{array}\right]^{T}$ from the variation of the nodal values $\delta \mathbf{H}_{A}=\mathbf{H}_{A} \widetilde{\delta \mathbf{h}_{A}}$ and $\delta \mathbf{H}_{B}=\mathbf{H}_{B} \widetilde{\delta \mathbf{h}_{B}}$, we have

$$
\begin{equation*}
\delta(\mathbf{d})=\mathbf{P}(\mathbf{d}) \delta \mathbf{h}_{A B} \tag{65}
\end{equation*}
$$

where

$$
\mathbf{P}(\mathbf{d})=\left[\begin{array}{ll}
-\mathbf{T}_{S E(3)}^{-1}(-\mathbf{d}) & \mathbf{T}_{S E(3)}^{-1}(\mathbf{d}) \tag{66}
\end{array}\right]
$$

Secondly, the variation of the interpolated field, that is $\delta \mathbf{H}(s)=\mathbf{H}(s) \widetilde{\delta \mathbf{h}}$, can be expressed in terms of the variation of the nodal values. The variation of Eq. (55) reads

$$
\begin{equation*}
\delta \mathbf{H}(s)=\mathbf{H}(s)\left(\operatorname{Ad}_{\exp _{s \in(3)}\left(-\frac{s}{L} \mathbf{d}\right)} \delta \mathbf{h}_{A}+\frac{S}{L} \mathbf{T}_{S E(3)}\left(\frac{S}{L} \mathbf{d}\right) \delta(\mathbf{d})\right)^{\sim} \tag{67}
\end{equation*}
$$

Using Eq. (65) and the following identity, which can be easily proved using the series developments given in Appendix A,

$$
\begin{equation*}
\operatorname{Ad}_{\exp _{S E(3)}\left(-s_{L} \mathbf{d}\right)}+\frac{S}{L} \mathbf{T}_{S E(3)}\left(\frac{S}{L} \mathbf{d}\right)\left(\mathbf{T}_{S E(3)}^{-1}(\mathbf{d})-\mathbf{T}_{S E(3)}^{-1}(-\mathbf{d})\right)=\mathbf{I}_{6 \times 6} \tag{68}
\end{equation*}
$$

the discretization is given by

$$
\begin{equation*}
\delta \mathbf{h}=\mathbf{Q}(s, \mathbf{d}) \delta \mathbf{h}_{A B} \tag{69}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{Q}(s, \mathbf{d})=\left[\mathbf{I}_{6 \times 6}-\mathbf{T}^{*}(s, \mathbf{d}) \quad \mathbf{T}^{*}(s, \mathbf{d})\right] \tag{70}
\end{equation*}
$$

and $\mathbf{T}^{*}=(s / L) \mathbf{T}_{S E(3)}(s \mathbf{d} / L) \mathbf{T}_{S E(3)}^{-1}(\mathbf{d})$.
Thirdly, regarding the velocity field, the same process as for the variation can be conducted such that

$$
\begin{equation*}
\mathbf{v}=\mathbf{Q}(s, \mathbf{d}) \mathbf{v}_{A B} \tag{71}
\end{equation*}
$$

where a $12 \times 1$ velocity vector $\mathbf{v}_{A B}=\left[\begin{array}{ll}\mathbf{v}_{A}^{T} & \mathbf{v}_{B}^{T}\end{array}\right]^{T}$ is introduced from the nodal velocities $\dot{\mathbf{H}}_{A}=\mathbf{H}_{A} \widetilde{\mathbf{v}}_{A}$ and $\dot{\mathbf{H}}_{B}=\mathbf{H}_{B} \widetilde{\mathbf{v}}_{B}$.

## 7. Discretized static formulation

### 7.1. Discretized static equilibrium equations

Starting from Eq. (37), the variation of the deformations in terms of the nodal values is needed for the computation of the internal forces of the finite element discretization. ${ }^{1}$ It is straightforwardly obtained by combining Eqs. (64) and (65)

$$
\begin{equation*}
\delta(\boldsymbol{\epsilon})=\delta\left(\frac{\mathbf{d}}{L}\right)=\frac{1}{L} \mathbf{P}(\mathbf{d}) \delta \mathbf{h}_{A B} \tag{72}
\end{equation*}
$$

Since the deformation is constant over the element so is its variation. Introducing this results into Eq. (37) leads to the expression of the nodal internal forces, namely the $12 \times 1$ vector $\mathbf{g}_{\text {intAB }}$ defined as $\delta\left(\mathcal{W}_{\text {int }}\right)=\delta \mathbf{h}_{A B}^{T} \mathbf{g}_{\text {intAB }}$

$$
\begin{equation*}
\mathbf{g}_{i n t A B}(\mathbf{d})=\mathbf{P}(\mathbf{d})^{T} \mathbf{K} \epsilon \tag{73}
\end{equation*}
$$

The integration over the length of the element is trivial since all the terms are constant over the element. Moreover, the quantities involved in the evaluation of the nodal strain forces depend on the nodal values, $\mathbf{H}_{A}$ and $\mathbf{H}_{B}$, only through the relative configuration vector d, meaning that they are invariant under rigid body motions and that they only vary according to the relative motion of the nodes.

The evaluation of the external forces requires the discretized expression of $\delta \mathbf{h}$ in Eq. (69). Inserting this into Eq. (40) yields the expression of the nodal external forces, namely the $12 \times 1$ vector $\mathbf{g}_{\text {extAB }}$ defined as $\delta\left(\mathcal{W}_{\text {ext }}\right)=\delta \mathbf{h}_{A B}^{T} \mathbf{g}_{\text {extAB }}$

[^1]\[

$$
\begin{equation*}
\mathbf{g}_{e x t A B}=\int_{0}^{L} \mathbf{Q}(s, \mathbf{d})^{T} \mathbf{g}_{e x t} d s \tag{74}
\end{equation*}
$$

\]

The external forces must be expressed in the material frame, so that forces that are naturally expressed in the inertial frame, e.g., the gravity forces, involve explicitly the position and orientation of the beam nodes.

Eventually, the finite element discretization yields a twelve-dimensional non-linear equilibrium equation for the unknown $\mathbf{H}_{A}$ and $\mathbf{H}_{B}$

$$
\begin{equation*}
\mathbf{g}_{\text {intAB }}-\mathbf{g}_{\text {extAB }}=\mathbf{P}(\mathbf{d})^{T} \mathbf{K} \boldsymbol{\epsilon}-\int_{0}^{L} \mathbf{Q}(s, \mathbf{d})^{T} \mathbf{g}_{\text {ext }} d s=\mathbf{0} \tag{75}
\end{equation*}
$$

where we recall that $\mathbf{d}$ and $\boldsymbol{\epsilon}$ are computed from $\mathbf{H}_{A}$ and $\mathbf{H}_{B}$ using Eqs. (56) and (64). Applying boundary conditions (see the discussion in Section 7.2) would allow one to solve them for the relative configuration vector d. Due to the Lie group framework, a Lie group static solver must be used to solve these equations. In this paper, a static version of the dynamic algorithm proposed in [8] and briefly recalled in Appendix B is used.

Due to the non-linearity of the static equilibrium equations in Eq. (75), an iterative process is necessary. This requires the evaluation of the tangent stiffness matrix. The contribution of the internal forces to the tangent stiffness matrix is obtained by considering the variation of Eq. (73), that is

$$
\begin{equation*}
\delta\left(\mathbf{P}(\mathbf{d})^{T} \mathbf{K} \boldsymbol{\epsilon}\right)=\mathbf{K}_{T} \delta \mathbf{h}_{A B}=\underbrace{\mathbf{P}(\mathbf{d})^{T} \mathbf{K} \frac{\mathbf{P}(\mathbf{d})}{L}}_{=\mathbf{K}_{T m}} \delta \mathbf{h}_{A B}+\underbrace{\left(D \mathbf{P}(\mathbf{d})^{T} \cdot \delta \mathbf{h}_{A B}\right) \mathbf{K} \boldsymbol{\epsilon}}_{=\mathbf{K}_{T g} \delta \mathbf{h}_{A B}} \tag{76}
\end{equation*}
$$

The material part $\mathbf{K}_{T m}$ is obtained straightforwardly from Eq. (72) since $\mathbf{P}(\mathbf{d})$ and $\mathbf{K}$ are anyway needed for the evaluation of the internal forces, which appears as a practical implementation advantage. The development of the geometric part $\mathbf{K}_{T g}$, which is proportional to the elastic forces, is not given here for conciseness and since it is a priori not necessary in a small deformation context. The contribution of the internal forces to the tangent stiffness matrix can be obtained by exact integration over the element and it is expressed in compact form. Moreover, the quantities involved in its evaluation depend on the nodal values, $\mathbf{H}_{A}$ and $\mathbf{H}_{B}$, only through the relative configuration vector $\mathbf{d}$, meaning that it is invariant under rigid body motions and only depends on the relative motion of the nodes.

The external forces may also contribute to the tangent stiffness matrix and this contribution is not given here either because it is assumed to play a negligible role compare to $\mathbf{K}_{T m}$ in case of small deformations. Their contribution, however, must be expressed in the material frame, so that it may involve explicitly the position and orientation of the beam element.

Accordingly, only the material part of the tangent stiffness matrix is considered in the following. This strategy saves computation costs, and it is shown that the solution process still reaches convergence efficiently.

### 7.2. Boundary conditions

Regarding the boundary conditions, [25] shows that the $S E(3)$ formalism is particularly convenient since the Lie algebra elements $\delta \mathbf{h}_{A}$ and $\delta \mathbf{h}_{B}$ are related to screw motions. Hence, two different kinds of non-free supports can be represented straightforwardly, which are a clamped end at node $i$, i.e. $\delta \mathbf{h}_{i}=\mathbf{0}$, and a simply supported end at node $i$, i.e. $\delta \mathbf{h}_{i \Omega}=\mathbf{0}$. Accordingly, the related equations are removed from the set to be solved and can provide the reaction forces afterwards. A similar method can be applied whenever a node is fixed to the ground through a lower-pair joint. However, other boundary conditions, such as a rolling bearing, do not fall into this category and it turns out that their representation in the present Lie group setting involves a non-linear relationship, which can be described using additional constraint equations, as presented in [28].

### 7.3. Absence of locking

The finite element formulation of shear deformable beams with linear interpolation and exact spatial integration exhibits a shear locking phenomenon [1]. It can be discussed by considering the shear in a cantilever beam subjected to a bending moment at its free end. Theoretically, the shear strain should vanish since pure bending does not involve any shear. Numerically, such an element subjected to pure bending undergoes shear deformations, the shear energy does not vanish and a too stiff behaviour is observed. The locking effect can be observed by varying the slenderness $b / L$, i.e., the thickness-length ratio of the element. When $b / L$ decreases, the incorrect contributions, due to shear stiffness, become more important than the correct contributions, due to bending stiffness. Hence, the locking increases when the $b / L$ decreases. The problem can be classically removed by a reduced integration method that filters high order bending contributions to shear.

In order to discuss the locking in pure bending for non-linear formulations, two different aspects should be considered: the correctness of the forces and the convergence of the iterative process. First, it should be verified that the finite element forces computed for the analytical position and rotation fields yield the forces expected from strength of materials. It is not the case for standard methods, and specific manipulations as reduced integration must be introduced. Then, once the forces are correct, the iterative process should be checked. Since non-linear formulations require iterative solvers, it should be verified that the formulation, and in particular the tangent stiffness matrix, is suitable for the convergence of such a procedure. As discussed in the previous paragraph, the insensitivity to slenderness is the critical point to be verified. These two aspects
are considered in the following of this section and the proposed element formulation appears to be inherently locking free. In particular, it yields the correct forces for the analytical position and rotation fields and a negligible sensitivity to slenderness of the iterative process based on the material part of the tangent stiffness matrix is shown in a pure bending numerical test. As in Section 6.2, a pure bending in the $x y$-plane is considered for conciseness, but the discussion of this section is valid for bending in any plane.

Let us first consider the forces. As pointed out in Section 6.2, the non-linear interpolation formula can geometrically represent the exact displacement field and rotation field in pure bending. The evaluation of the finite element forces in Eq. (73) requires the bending stiffness $\mathbf{C}_{\Omega}=\operatorname{diag}\left(G J, E I_{t}, E I_{u}\right)$, the relative configuration vector $\mathbf{d}_{U}=\left[\begin{array}{lll}L & 0 & 0\end{array}\right]^{T}$ and $\mathbf{d}_{\Omega}=L\left[\begin{array}{lll}0 & 0\end{array}\right]^{T}$ with $k=M /\left(E I_{u}\right)$, and the deformations $\boldsymbol{\gamma}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$ and $\boldsymbol{\kappa}=\left[\begin{array}{lll}0 & 0 & k\end{array}\right]^{T}$. Since $\boldsymbol{\gamma}$ vanishes, the nodal strain forces in Eq. (73) are

$$
\mathbf{g}_{\text {intAB }}=\left[\begin{array}{c}
\mathbf{0}_{3 \times 1}  \tag{77}\\
-\mathbf{T}_{S O(3)}^{T}\left(-\mathbf{d}_{\Omega}\right) \mathbf{C}_{\Omega} \boldsymbol{\kappa} \\
\mathbf{0}_{3 \times 1} \\
\mathbf{T}_{S O(3)}^{T}\left(\mathbf{d}_{\Omega}\right) \mathbf{C}_{\Omega} \boldsymbol{\kappa}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{0}_{3 \times 1} \\
-\left[\begin{array}{cc}
0 & 0 \\
E I_{u} k
\end{array}\right]^{T} \\
\mathbf{0}_{3 \times 1} \\
{\left[\begin{array}{lll}
0 & E I_{u} k
\end{array}\right]^{T}}
\end{array}\right]
$$

where the explicit expression of $\mathbf{T}_{S O(3)}$ is given in Eq. (A.6). Noticing that $\widetilde{\mathbf{d}}_{\Omega}\left(\mathbf{C}_{\Omega} \boldsymbol{\kappa}\right)=\mathbf{0}, \mathbf{T}_{S O(3)}^{T}\left(-\mathbf{d}_{\Omega}\right) \mathbf{C}_{\Omega} \boldsymbol{\kappa}=\mathbf{T}_{S O(3)}^{T}\left(\mathbf{d}_{\Omega}\right) \mathbf{C}_{\Omega} \boldsymbol{\kappa}=\mathbf{C}_{\Omega} \boldsymbol{\kappa}$. Hence, Eq. (77) matches the exact solution from strength of materials. Furthermore, the result does not depend on the slenderness of the element. This development demonstrates that the forces of the proposed finite element are inherently locking free.

Let us now consider the convergence of the iterative process based on the material part of the tangent stiffness matrix only. The pure bending of a 1 m long cantilever beam with a square cross-section of side length $b$ and tip end bending moment $M=k E b^{4} / 12$ is computed numerically. The chosen numerical values for the test are a curvature $k=\pi /(2 L)$ and a Young's modulus $E$ of $210 e 3 \mathrm{MPa}$. If the element was to lock due to non-physical axial or shear contributions, it would happen when diminishing $b / L$. In order to vary the slenderness $b / L$ of the beam, the length is kept constant and the thickness $b$ is varied from $1 e-1$ to $1 e-4 \mathrm{~m}$. A similar test could be done by keeping the value of $b$ constant and varying $L$. The results of the numerical computations are given in Fig. 3 and compared to the analytical solution (see Eq. (61)). There is a sensitivity to slenderness in the element, but Fig. 3 shows that it does not impede numerical convergence. After the first iteration, the error is similar for all slendernesses, and after the fourth iteration, an error that is comparable to computer precision is reached whatever the slenderness. In between, iterating allows the reduction of the error but the smaller $b / L$, the smaller the reduction of the error. This limited sensitivity to slenderness during the iteration process assesses the locking free behaviour of the proposed formulation.

### 7.4. Test cases

A few test cases are shown in this section in order to illustrate the performance of the method. Only the material part, $\mathbf{K}_{T m}$, of the tangent stiffness matrix in Eq. (76) is taken into account.

### 7.4.1. Convergence analysis of a cantilever beam subjected to a fixed load

We consider a cantilever beam subjected to a fixed load at its end. The load is a uniformly distributed force over one tenth of the beam starting from the free end and has a nominal value of $3 e 4 \mathrm{~N}$, to be integrated over the elements. The solution is computed for a varying number of elements in order to observe the spatial convergence rate of the element formulation. The


Fig. 3. Cantilever beam subjected to a bending moment at the tip end. Absolute error in tip displacement at iteration numbers for different values of the slenderness: Circles ( $O$ ): $1 e-1$, Stars ( $\star$ ): $1 e-2$, Squares ( $\square$ ): $1 e-3$, Triangles ( $\triangle$ ): $1 e-4$.


Fig. 4. Convergence analysis of a cantilever beam subjected to a fixed load.


Fig. 5. Cantilever 45-degree bend subjected to a fixed load.
reference solution is computed with 200 elements. The numerical parameters of the case are: 10 m length, square cross-sections whose sides are 0.01 m long, Young's modulus $E=210 e 3 \mathrm{MPa}$ and Poisson's ratio $v=0.3$. The reference solution of the test case is presented in Fig. 4(a) and the relative errors are plotted in Fig. 4(b). A second-order spatial convergence is observed for the positions and rotations, which is consistent with the fact that the interpolation formula in Eq. (55) involves a linear polynomial interpolation in the Lie algebra.

### 7.4.2. Cantilever 45-degree bend subjected to a fixed load

We replicate the test case proposed in [29,30]. The bend lies initially in a plane, has a radius of curvature of 100 m and a unit square cross-section. The properties of the linear elastic material are the Young modulus $E=10 e 7 \mathrm{MPa}$ and the Poisson ratio $v=0$. The bend is discretized using 8 straight beam elements and the stopping criterion is a $1 e-6$ relative error on the Euclidean norm of the residual. Two out-of-plane load cases are considered: 300 and 600 N . Each load is applied in one load step. The displacement results are plotted in Fig. 5 and are compared in Table 1 to those in [30]. The internal forces and moments are represented in Fig. 6. The convergence of the Newton iterative process is reached after 9 and 14 iterations for the 300 and the 600 N load case respectively.

### 7.4.3. Buckling of a hinged right-angle frame

We consider the planar problem of a right angle beam depicted in Fig. 7(a) (see e.g. [31]). The displacements at nodes $A$ and $B$ are fixed, but the in-plane rotations are allowed. A vertical force controlled by a load parameter $\lambda$, that is $F=\lambda * 1 e 3$, is exerted downwards at node $D$. Each side of the angle is discretized using 10 elements. This is a static buckling problem and

Table 1
Final tip position of a cantilever 45-degree bend subjected to an out-of-plane load.

|  | $S E(3)$ formulation |  |  | Simo and Vu-Quoc [30] |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Load | $x$ | $y$ | $z$ | $x$ | $y$ | $z$ |
| 300 | 58.84 | 22.30 | 40.03 | 58.84 | 22.33 |  |
| 600 | 47.23 | 15.76 | 53.28 | 47.23 | 15.79 |  |


(a) Resulting forces. Line (-): axial force, Star (*): shear force $t$, Square $(\square):$ shear force $u$.

(b) Resulting moments. Line (-): torsion moment, Star ( $*$ ): bending moment $t$, Square ( $\square$ ): bending moment $u$.

Fig. 6. Beam resultants Eqs. (32) and (33) expressed in the beam axes, that is $\mathbf{O}_{0}^{T} \mathbf{n}$ and $\mathbf{O}_{0}^{T} \mathbf{m}$, for the 600 N load case.

(a) A force controlled by parameter $\lambda$ is exerted at node $D$. The displacements at node $A$ and $B$ are fixed, but rotations are free.

(b) Load parameter - Displacement of node $C$.

Fig. 7. Buckling of a two-dimensional hinged frame.
the continuation method in [32] has been adapted to the Lie group framework to solve the problem. The results obtained for the displacements of node C are showed in Fig. 7(b). They are in good agreement with [31].

### 7.5. Invariance of the tangent stiffness matrix: planar motion of a stiff beam attached to a wall

As mentioned earlier, the relative configuration vector $\mathbf{d}$ is invariant under rigid body motions and so is the tangent stiffness matrix $\mathbf{K}_{T}$. In order to reduce computational costs in the small deformation context, we suggest to keep the tangent stiffness matrix computed in the reference configuration for a whole simulation. The number of iterations might increase
since we neglect the deformation contributions, but the iteration matrix can be assembled and factorized only once for the whole simulation. In order to illustrate the advantage, let us consider a stiff initially horizontal beam hinged to a wall with a small rotational stiffness and subjected to a small vertical load at its free end. The beam is made of steel ( $E=210 e 3 \mathrm{MPa}$ and $v=0.3), 1 \mathrm{~m}$ long and has a square cross-section of area $0.01 \mathrm{~m}^{2}$, the rotation stiffness at the wall is $100 \mathrm{~N} /$ radian and the vertical load at the free end is 50 N . The beam is discretized with 5 elements. The solution is plotted in Fig. 8. The beam undergoes large displacements but small relative motions of the nodes and the solution was obtained using the tangent stiffness matrix computed in the reference configuration.

In other application where the relative motions of the nodes within each element are not negligible, a non-systematic update procedure of the tangent stiffness matrix could be considered to optimize computational costs.

### 7.6. Summary

Thanks to the proposed Lie group framework, the deformations are naturally expressed in the material frame and the interpolation formula introduced in Section 6.1 implies that the deformations are approximated as being constant over a beam finite element. The nodal internal forces obtained from the virtual work principle can thus be integrated exactly and expressed in compact form. The material part of tangent stiffness matrix is obtained straightforwardly and a compact exact expression is available. The invariance under rigid body motions of the internal forces and of the tangent stiffness matrix stands out. In case of small relative motions of the nodes, the tangent stiffness matrix is almost constant even if the displacements are large, so that it is not necessary to update it for the iterative process to converge, provided that the relative motions remain small within each element. From an implementation point of view, it is worth noticing that the procedure is simple and that the computations at the element level only require the nodal orientations and positions.

## 8. Discretized dynamic formulation

### 8.1. Discretized dynamic equilibrium equations

From the dynamic equilibrium equations obtained using Hamilton's principle in Eq. (52), the following equation holds for the expression of the nodal inertia forces $\mathbf{g}_{\text {ineAB }}$

$$
\begin{equation*}
\delta \mathbf{h}_{A B}^{T} \mathbf{g}_{\text {ineAB }}=\int_{0}^{L} \delta \mathbf{h}^{T}\left(\mathbf{M}_{C} \dot{\mathbf{v}}-\widehat{\mathbf{v}}^{T} \mathbf{M}_{C} \mathbf{v}\right) d s \tag{78}
\end{equation*}
$$

Introducing the discretized expression of $\delta \mathbf{h}$ and $\mathbf{v}$ given in Section 6.3, the expression of the nodal inertia forces is given by

$$
\begin{equation*}
\mathbf{g}_{\text {ineAB }}=\int_{0}^{L}\left(\mathbf{Q}^{T}\left(\mathbf{M}_{C} \mathbf{Q} \dot{\mathbf{v}}_{A B}+\mathbf{M}_{C} \dot{\mathbf{Q}} \mathbf{v}_{A B}-\widehat{\mathbf{Q}_{A B}^{T}} \mathbf{M}_{C} \mathbf{Q} \mathbf{v}_{A B}\right)\right) d s \tag{79}
\end{equation*}
$$

where $\mathbf{Q}=\mathbf{Q}(s, \mathbf{d})$. This expression can be conveniently written in the following form

$$
\begin{equation*}
\mathbf{g}_{\text {ine } A B}=\mathbf{M}(\mathbf{d}) \dot{\mathbf{v}}_{A B}+\mathbf{C}\left(\mathbf{d}, \mathbf{v}_{A B}\right) \mathbf{v}_{A B} \tag{80}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{M}(\mathbf{d})=\int_{0}^{L} \mathbf{Q}^{T} \mathbf{M}_{C} \mathbf{Q} d s  \tag{81}\\
& \mathbf{C}\left(\mathbf{d}, \mathbf{v}_{A B}\right)=\int_{0}^{L} \mathbf{Q}^{T}\left(\mathbf{M}_{C} \dot{\mathbf{Q}}-{\widehat{\mathbf{Q} \mathbf{v}_{A B}}}^{T} \mathbf{M}_{C} \mathbf{Q}\right) d s \tag{82}
\end{align*}
$$

Thanks to the interpolation method, the mass matrix $\mathbf{M}$ only depends on the relative configuration vector $\mathbf{d}$ and is thus exactly invariant under rigid body motions. The mass matrix is the exact tangent matrix for the linearization of the inertia


Fig. 8. Large displacement and small relative motions of the nodes of a stiff beam connected to a wall by a small rotational stiffness and subjected to a small vertical load at its free end.
forces with respect to the accelerations. $\mathbf{C}\left(\mathbf{d}, \mathbf{v}_{A B}\right) \mathbf{v}_{A B}$ are the gyroscopic forces. The exact time derivative of $\mathbf{Q}$ in $\mathbf{C}$ requires some developments which are given in C. Notice that the gyroscopic forces are quadratic in the velocity. Again, it is worth noticing that the inertia forces are naturally expressed in the material frame, so that the position and orientation of the beam nodes are involved only through the relative configuration vector $\mathbf{d}$.

Using the result from the static equilibrium in Eq. (75), the dynamic equilibrium equations take the form of ordinary differential equations on the Lie group

$$
\begin{align*}
& \dot{\mathbf{H}}_{A}=\mathbf{H}_{A} \widetilde{\mathbf{v}}_{A}  \tag{83}\\
& \dot{\mathbf{H}}_{B}=\mathbf{H}_{B} \widetilde{\mathbf{v}}_{B}  \tag{84}\\
& \mathbf{M}(\mathbf{d}) \dot{\mathbf{v}}_{A B}+\mathbf{C}\left(\mathbf{d}, \mathbf{v}_{A B}\right) \mathbf{v}_{A B}+\mathbf{P}(\mathbf{d})^{T} \mathbf{K} \boldsymbol{\epsilon}=\int_{0}^{L} \mathbf{Q}(s, \mathbf{d})^{T} \mathbf{g}_{\text {ext }} d s \tag{85}
\end{align*}
$$

where $\mathbf{d}=\log _{S E(3)}\left(\mathbf{H}_{A}^{-1} \mathbf{H}_{B}\right) / L, \boldsymbol{\epsilon}=\left(\mathbf{d}-\mathbf{d}^{0}\right) / L$ and $\mathbf{v}_{A B}=\left[\begin{array}{ll}\mathbf{v}_{A}^{T} & \mathbf{v}_{B}^{T}\end{array}\right]^{T}$. These equations can be discretized in time and solved according, e.g., to the generalized- $\alpha$ Lie group time integrator presented in [8] and briefly recalled in $B$. The required numerical parameters are the time step size and the spectral radius.

### 8.2. Test cases

Two classical test cases are considered in order to assess the performance of the proposed discretized dynamic formulation. Following the discussion in Section 7.5 related to the invariance of the forces under rigid body motions, it is relevant to keep in Eq. (B.6) the tangent matrices of the reference configuration for the whole simulations as long as the relative motions in the elements remain small. This may increase the number of Newton iterations at each time step, but substantial gains in computational costs can be expected from the non-revaluation and non-refactorization of the iteration matrix. In the test cases of this section, the tangent damping matrix is neglected, and only the mass matrix and the material part of the tangent stiffness matrix are taken into account.

### 8.2.1. Free-free flexible beam with disks

We reproduce the test case described in [33]. A beam, as presented in Fig. 9, with rigid disks attached to it is subjected to an initial loading and the resulting free motion is observed. There are two out-of-plane loadings and one horizontal loading. These are applied according to $F(t)$, a function that increases linearly from 0 N to 20 N for $t \in[0,2.5] \mathrm{s}$ and decreases linearly from 20 N to 0 N for $t \in[2.5,5] \mathrm{s}$. The disks have a mass of 10 kg and a rotation inertia $\mathbf{J}=\operatorname{diag}(200,100,100) \mathrm{kgm}^{2}$. The properties of the beam are $E A=G A=1 e 4 \mathrm{Nm}^{2}, E I=G I=500 \mathrm{Nm}^{4}$, the mass per unit length is $1 \mathrm{~kg} / \mathrm{m}$ and the rotation inertia of the cross-sections is $\mathbf{J}=\operatorname{diag}(20,10,10) \mathrm{kgm}$. The simulation is run using 10 elements of equal length, a time step size $h=0.1 \mathrm{~s}$ and a spectral radius of 1 . Disk $B$, as shown in Fig. 10(a), undergoes large amplitude motion in space and the energy is plotted in Fig. 10(b). The results are in good agreement with [33]. The relative motion of the beam nodes is small, so that the tangent matrix computed only once in the reference configuration can be used for the entire simulation. When the iteration matrix is updated, the mean number of iterations per time step is 4.44 , while when the iteration matrix in the reference


Fig. 9. Free-free beam with rigid disks attached to it at nodes $A$ and $B$. Three forces are exerted: a horizontal force and an out-of-plane force at node $B$, and the opposite out-of-plane force at node $A$.


Fig. 10. Free-free flexible beam with disks.


Fig. 11. Out-of-plane loading of a right angle beam: initial configuration. A force is exerted at node $C$ during the first two seconds. Node $A$ is clamped and node $B$ is free.
configuration is kept, it is 5.03. Computational costs are thus significantly reduced since in the second case, the iteration matrix is computed and factorized only once.

### 8.2.2. Out-of-plane loading of a right angle beam

The right angle beam depicted in Fig. 11 is loaded by an out-of-plane concentrated force $F(t)$ at point $C$ and the beam is clamped at node $A$. $F(t)$ increases linearly from 0 to 50 N for $t \in[0,1] \mathrm{s}$, and then decreases linearly from 50 to 0 for $t \in[1,2] \mathrm{s}$. The motion of the beam is observed during 30 s at nodes $B$ and $C$. In particular, the motion after the loading is a large amplitude free vibration. Each side of the angle is 10 m long. The mechanical properties are $E A=G A=1 e 6 \mathrm{~N}, E I=G J=1 e 3 \mathrm{Nm}^{2}$, the mass per unit length is $1 \mathrm{~kg} / \mathrm{m}$ and $\mathbf{J}=\operatorname{diag}(20,10,10) \mathrm{kgm}$. The out-of-place displacements and the energy are plotted in Fig. 12. They are in good agreement with those in [34]. For different spatial and time discretization, the mean number of Newton iterations is presented in Table 2. For every case, the spectral radius is $\rho=0.9$. As it can be expected, the finer the space and time discretizations, the smaller the mean number of iteration per time step, but the higher the computation costs. Indeed, the predictions of the generalized- $\alpha$ scheme are better for a finer time discretization so that convergence is more easily achieved, but more time steps are computed. Regarding the spatial discretization, a higher number of elements reduces the relative motion of the nodes within each element, so that the non-linearities are reduced, but the higher number of variables increases the computation costs. However, it appears that with 10 elements per segment and a $1 e-2 \mathrm{~s}$ time step, the element relative motions are small enough to enable the problem to be solved using the iteration matrix computed in the reference configuration. An increase in the mean number of Newton iterations is observed since the iteration matrix is not the exact linearization of the equilibrium equations in the deformed configuration. Nevertheless, computation costs are saved since the iteration matrix is computed and factorized once, while in the other cases, it is computed and factorized at each iteration.


Fig. 12. Results obtained with $h=1 e-1 \mathrm{~s}$ and 10 elements for the out-of-plane loading of a right angle beam.

Table 2
Mean number of iterations per time step for different time and spatial discretizations of the right angle beam. Updated: the iteration matrix is updated at each time step, Frozen: the iteration matrix in the reference configuration is kept for the whole simulation.

|  | 4 elements | 10 elements |
| :--- | :--- | :--- |
| $h=1 e-1 \mathrm{~s}$ | Updated: 3.6933 | Updated: 3.2833 |
| $h=1 e-2 \mathrm{~s}$ | Frozen: no convergence | Frozen: no convergence |
|  | Updated: 1.9157 | Updated: 1.3543 |
|  | Frozen: no convergence | Frozen: 4.776 |

### 8.3. Summary

The interpolation of the velocities that is consistent with the configuration interpolation can be developed compactly using the $S E(3)$ formalism. The inertia forces are then straightforwardly obtained from Hamilton's principle. Since no parameterization of the global motion is introduced, they only depend on the nodal accelerations, the nodal velocities and the relative configuration vector. From an implementation point of view, it is worth noticing that the procedure is simple and that the computations at the element level only require the nodal values of the element at the current time step.

The test cases show that geometrically non-linear problems involving small relative motion in each element can be solved using a constant iteration matrix, computed from the mass matrix and the tangent stiffness matrix evaluated in the reference configuration.

## 9. Conclusions and perspectives

This paper addresses the formulation of a beam finite element in the Lie group framework, namely the special Euclidean group $S E(3)$.

Firstly, the static and dynamic equilibrium equations are developed in the $S E(3)$ framework. Their intrinsic nature is highlighted, namely the homogeneous equations do not depend on the configuration of the beam.

Based on this rigorous and systematic formalism, a non-linear interpolation formula using the exponential map is introduced. This method leads to a natural coupling of the position and rotation variables. The interpolation formula introduces a relative configuration vector which describes the relative motion of the nodes. Hence, the invariance property under rigid body motion comes naturally. Thanks to the interpolation formula, the deformation measures do not depend on the coordinate along the neutral axis of the beam and the internal forces, derived from a variational principle, can be integrated exactly over the element. It is shown that a locking free behaviour appears naturally due to the coupling of the position and rotation variables. The inertia forces are obtained from Hamilton's principle and rely on the consistent interpolation of the velocities with the spatial discretization.

The implementation procedure is simple. Indeed, the developments are conducted without introducing a global parameterization of the motion, and the forces are computed directly from the nodal values so that no intermediate value needs to be stored and the beam element handles systematically large motions.

Both the static and the dynamic formulations are successfully tested in standard test cases from the literature. The proposed formulation exhibits good accuracy, efficiency and convergence properties. Eventually, it is shown that geometrically non-linear problems with small relative motions in each element can be solved using for the whole simulation the iteration matrix computed in the reference configuration.

As a perspective, the natural coupling properties of the formulation could be significantly profitable in the case of initially curved elements. The extension of the method to plate and shell elements could also be considered. The proposed formulation can advantageously be used in the multibody framework since rigid bodies [9] and mechanisms [28] can also be modelled efficiently in a finite element approach using the $S E(3)$ formalism. The simplicity of the framework is also beneficial for sensitivity analysis and optimzation [35]. In order to reduce significantly computation costs of large systems, numerical investigations would be of interest to show how to exploit efficiently the invariance property of the tangent matrices under rigid body motions.
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## Appendix A. Lie group formulas

This appendix provides formulas for the numerical computations of the Lie group operators introduced in the paper. Here are the series developments of

- the exponential map:

$$
\begin{equation*}
\exp (\widetilde{\mathbf{x}})=\sum_{i=0}^{\infty} \frac{\widetilde{\mathbf{x}}^{i}}{i!} \tag{A.1}
\end{equation*}
$$

- the tangent application and its inverse:

$$
\begin{equation*}
\mathbf{T}(\mathbf{x})=\sum_{i=0}^{\infty}(-1)^{i} \frac{\widehat{\mathbf{x}}^{i}}{(i+1)!} ; \quad \mathbf{T}^{-1}(\mathbf{x})=\sum_{i=0}^{\infty}(-1)^{i} B_{i} \frac{\widehat{\mathbf{x}}^{i}}{i!} \tag{A.2}
\end{equation*}
$$

in which $B_{i}$ are the first Bernoulli numbers.

- the logarithmic map:

$$
\begin{equation*}
\log (q)=\sum_{i=1}^{\infty}(-1)^{i+1} \frac{(q-e)^{i}}{i} \tag{A.3}
\end{equation*}
$$

## A.1. The special orthogonal group, $\mathrm{SO}(3)$

The adjoint representation acting on vectors $\boldsymbol{\Omega} \in \mathbb{R}^{3}$ is simply given by $\operatorname{Ad}_{\mathbf{R}}(\boldsymbol{\Omega})=\mathbf{R} \boldsymbol{\Omega}$, where $\mathbf{R} \in S O$ (3). As proposed in [36], the following notations are used throughout the section

$$
\begin{equation*}
\alpha(\mathbf{b})=\frac{\sin (\|\mathbf{b}\|)}{\|\mathbf{b}\|} ; \beta(\mathbf{b})=2 \frac{1-\cos (\|\mathbf{b}\|)}{\|\mathbf{b}\|^{2}} ; \tag{A.4}
\end{equation*}
$$

where $\mathbf{b} \in \mathbb{R}^{3}$. Notice that $\alpha(\mathbf{0})=\beta(\mathbf{0})=1$. The exponential map has a compact analytical form given by Rodrigues' formula

$$
\begin{equation*}
\exp _{s 0(3)}(\boldsymbol{\Omega})=\mathbf{I}_{3 \times 3}+\alpha(\boldsymbol{\Omega}) \widetilde{\boldsymbol{\Omega}}+\frac{\beta(\boldsymbol{\Omega})}{2} \widetilde{\boldsymbol{\Omega}}^{2} \tag{A.5}
\end{equation*}
$$

Notice that $\exp _{\text {SO(3) }}$ is not injective. The tangent application is given by

$$
\begin{equation*}
\mathbf{T}_{S O(3)}(\boldsymbol{\Omega})=\mathbf{I}_{3 \times 3}-\frac{\beta(\boldsymbol{\Omega})}{2} \widetilde{\boldsymbol{\Omega}}+\frac{1-\alpha(\boldsymbol{\Omega})}{\|\boldsymbol{\Omega}\|^{2}} \widetilde{\boldsymbol{\Omega}}^{2} \tag{A.6}
\end{equation*}
$$

The inverse of the tangent application is given by

$$
\begin{equation*}
\mathbf{T}_{S O(3)}^{-1}(\boldsymbol{\Omega})=\mathbf{I}_{3 \times 3}+\frac{1}{2} \widetilde{\boldsymbol{\Omega}}+\frac{1}{\|\boldsymbol{\Omega}\|^{2}}\left(1-\frac{\alpha}{\beta}\right) \widetilde{\boldsymbol{\Omega}}^{2} \tag{A.7}
\end{equation*}
$$

The logarithmic map is given by

$$
\begin{equation*}
\log _{S O(3)}(\mathbf{R})=\widetilde{\boldsymbol{\omega}}=\frac{\theta}{2 \sin (\theta)}\left(\mathbf{R}-\mathbf{R}^{T}\right) \tag{A.8}
\end{equation*}
$$

with $\theta=\operatorname{acos}\left(\frac{1}{2}(\operatorname{trace}(\mathbf{R})-1)\right),|\theta|<\pi$. If $\mathbf{R}=\mathbf{I}_{3 \times 3}, \theta=0$ and $\widetilde{\boldsymbol{\omega}}=\mathbf{0}_{3 \times 3}$.

## A.2. The special Euclidean group, $\operatorname{SE}(3)$

The adjoint representation acting on vectors of $\mathbb{R}^{6}$ is given by

$$
\operatorname{Ad}_{\mathbf{H}}(\mathbf{h})=\left[\begin{array}{cc}
\mathbf{R} & \widetilde{\mathbf{x}} \mathbf{R}  \tag{A.9}\\
\mathbf{0}_{3 \times 3} & \mathbf{R}
\end{array}\right] \mathbf{h}
$$

The exponential map is given by

$$
\exp _{S E(3)}(\mathbf{h})=\left[\begin{array}{cc}
\exp _{S O(3)}\left(\mathbf{h}_{\Omega}\right) & \mathbf{T}_{S O(3)}^{T}\left(\mathbf{h}_{\Omega}\right) \mathbf{h}_{U}  \tag{A.10}\\
\mathbf{0}_{3 \times 1} & 1
\end{array}\right]
$$

The tangent application is given by

$$
\mathbf{T}_{S E(3)}(\mathbf{h})=\left[\begin{array}{cc}
\mathbf{T}_{S O(3)}\left(\mathbf{h}_{\Omega}\right) & \mathbf{T}_{U \Omega+}\left(\mathbf{h}_{U}, \mathbf{h}_{\Omega}\right)  \tag{A.11}\\
\mathbf{0}_{3 \times 3} & \mathbf{T}_{S O(3)}\left(\mathbf{h}_{\Omega}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathbf{T}_{U \Omega+}(\mathbf{a}, \mathbf{b})=\frac{-\beta}{2} \widetilde{\mathbf{a}}+\frac{1-\alpha}{\|\mathbf{b}\|^{2}}\lceil\mathbf{a}, \mathbf{b}\rceil+\frac{\mathbf{b}^{T} \mathbf{a}}{\|\mathbf{b}\|^{2}}\left((\beta-\alpha) \widetilde{\mathbf{b}}+\left(\frac{\beta}{2}-\frac{3(1-\alpha)}{\|\mathbf{b}\|^{2}}\right) \widetilde{\mathbf{b}}^{2}\right) \tag{A.12}
\end{equation*}
$$

with $\alpha=\alpha(\mathbf{b}), \beta=\beta(\mathbf{b})$ and $\lceil\mathbf{a}, \mathbf{b}\rceil=\widetilde{\mathbf{a}} \widetilde{\mathbf{b}}+\widetilde{\mathbf{b}} \widetilde{\mathbf{a}}$. Notice that $\mathbf{T}_{U \Omega_{+}(\mathbf{a}, \mathbf{0})=-\widetilde{\mathbf{a}} / 2 \text {. The inverse of the tangent application reads }}$

$$
\mathbf{T}_{S E(3)}^{-1}(\mathbf{h})=\left[\begin{array}{cc}
\mathbf{T}_{S O(3)}^{-1}\left(\mathbf{h}_{\Omega}\right) & \mathbf{T}_{U \Omega-}\left(\mathbf{h}_{U}, \mathbf{h}_{\Omega}\right)  \tag{A.13}\\
\mathbf{0}_{3 \times 3} & \mathbf{T}_{S O(3)}^{-1}\left(\mathbf{h}_{\Omega}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathbf{T}_{U \Omega-}(\mathbf{a}, \mathbf{b})=\frac{1}{2} \widetilde{\mathbf{a}}+\frac{\beta-\alpha}{\beta\|\mathbf{b}\|^{2}}\lceil\mathbf{a}, \mathbf{b}\rceil+\frac{1+\alpha-2 \beta}{\beta\|\mathbf{b}\|^{4}}\left(\mathbf{b}^{T} \mathbf{a}\right) \widetilde{\mathbf{b}}^{2} \tag{A.14}
\end{equation*}
$$

Notice that $\mathbf{T}_{U \Omega_{-}}(\mathbf{a}, \mathbf{0})=\widetilde{\mathbf{a}} / 2$. The logarithmic map brings an element of the Lie group to the Lie algebra and is defined as

$$
\log _{S E(3)}(\mathcal{H}(\mathbf{R}, \mathbf{x}))=\left[\begin{array}{cc}
\widetilde{\boldsymbol{\omega}} & \mathbf{T}_{S O(3)}^{-T}(\boldsymbol{\omega}) \mathbf{x}  \tag{A.15}\\
\mathbf{0}_{1 \times 3} & 0
\end{array}\right]
$$

where $\widetilde{\boldsymbol{\omega}}=\log _{\mathrm{SO}_{(3)}}(\mathbf{R})$.

## Appendix B. Lie group solver

The semi-discrete equations of motion can be solved using the Lie group version of the generalized- $\alpha$ scheme, as proposed in Ref. [8]. This algorithm preserves the Lie group structure of the problem. It has a proven second-order convergence and some numerical damping can be used to lessen the high frequency content. As in Section 2, $q$ denotes the configuration state on the Lie group, $\mathbf{v}$ is the velocity and $\dot{\mathbf{v}}$ the acceleration. Denoting the inertia forces by $\boldsymbol{g}_{\text {ine }}$, the internal forces by $\boldsymbol{g}_{i n t}$ and the external forces by $\mathbf{g}_{\text {ext }}$, the integration method relies on the discretized equations involving the exponential map

$$
\begin{align*}
& q_{n+1}=q_{n} \exp \left(\widetilde{\mathbf{x}}_{n+1}\right)  \tag{B.1}\\
& \mathbf{g}_{\text {ine }}\left(\mathbf{v}_{n+1}, \dot{\mathbf{v}}_{n+1}\right)+\mathbf{g}_{\text {int }}\left(q_{n+1}\right)-\mathbf{g}_{\text {ext }}=\mathbf{0} \tag{B.2}
\end{align*}
$$

and the time integration formulae

$$
\begin{align*}
& \mathbf{x}_{n+1}=h \mathbf{v}_{n}+(0.5-\beta) h^{2} \mathbf{a}_{n}+\beta h^{2} \mathbf{a}_{n+1}  \tag{B.3}\\
& \mathbf{v}_{n+1}=\mathbf{v}_{n}+(1-\gamma) h \mathbf{a}_{n}+\gamma h \mathbf{a}_{n+1}  \tag{B.4}\\
& \left(1-\alpha_{m}\right) \mathbf{a}_{n+1}+\alpha_{m} \mathbf{a}_{n}=\left(1-\alpha_{f}\right) \dot{\mathbf{v}}_{n+1}+\alpha_{f} \dot{\mathbf{v}}_{n} \tag{B.5}
\end{align*}
$$

where $n$ refers to the time step and $h$ is the time step size. The numerical parameters of the integrator can be selected to achieve a desired spectral radius $\rho \in[0,1)$ at high frequency:

$$
\alpha_{m}=\frac{2 \rho-1}{\rho+1} ; \quad \alpha_{f}=\frac{\rho}{\rho+1} ; \quad \gamma=0.5+\alpha_{f}-\alpha_{m} ; \quad \beta=\frac{(\gamma+0.5)^{2}}{4}
$$

At each time step, this set of equations is solved for the unknown $\mathbf{x}_{n+1}, \mathbf{v}_{n+1}, \dot{\mathbf{v}}_{n+1}$ and $\mathbf{a}_{n+1}$ by a Newton iterative procedure. The linearization of Eq. (B.1) gives $\Delta \mathbf{q}_{n+1}=\mathbf{T}\left(\mathbf{x}_{n+1}\right) \Delta \mathbf{x}_{n+1}$ and the linearization of Eqs. B. 3 and B. 4 gives $\Delta \dot{\mathbf{v}}_{n+1}=\left(1-\alpha_{m}\right) /\left(\beta h^{2}\left(1-\alpha_{f}\right)\right) \Delta \mathbf{x}_{n+1}$ and $\Delta \mathbf{v}_{n+1}=\gamma /(\beta h) \Delta \mathbf{x}_{n+1}$, where $\Delta(\bullet)$ denotes a small variation. Thus, the linearized form of Eq. (B.2) is

$$
\begin{equation*}
\Delta \mathbf{r}=\left(\frac{1-\alpha_{m}}{\beta h^{2}\left(1-\alpha_{f}\right)} \mathbf{M}+\frac{\gamma}{\beta h} \mathbf{C}_{T}+\mathbf{K}_{T} \mathbf{T}\right) \Delta \mathbf{x}_{n+1} \tag{B.6}
\end{equation*}
$$

where Eq. (B.2) is denoted $\mathbf{r}=\mathbf{0}$ and $\mathbf{M}, \mathbf{C}_{T}$ and $\mathbf{K}_{T}$ are obtained by linearizing Eq. (B.2).
The solver can also be used in static cases, simply by removing the inertia forces from the equilibrium Eqs. (B.2) and removing the mass matrix $\mathbf{M}$ and the damping matrix $\mathbf{C}_{T}$ from the iteration matrix in Eq. (B.6). Index $n$ refers then to the load step.

## Appendix C. Computation of $\dot{\mathbf{Q}}$

The following computations rely on the concept of the directional derivative. Considering a function $f(\mathbf{x})$, the directional derivative in the direction $\mathbf{y}$ is defined as

$$
\begin{equation*}
D f(\mathbf{x}) \bullet \mathbf{y}=\lim _{t \rightarrow 0} \frac{f(\mathbf{x}+t \mathbf{y})-f(\mathbf{x})}{t} \tag{C.1}
\end{equation*}
$$

In particular, the time derivative is given by the directional derivative along the velocity vector, that is $\dot{f}(\mathbf{x}, \dot{\mathbf{x}})=D f(\mathbf{x}) \bullet \dot{\mathbf{x}}$, where $\dot{f}$ depends linearly on $\dot{\mathbf{x}}$.

Based on Eq. 70, the time derivative $\mathbf{Q}$ reads $\dot{\mathbf{Q}}=\left[\begin{array}{ll}-\dot{\mathbf{T}}^{*} & \dot{\mathbf{T}}^{*}\end{array}\right]$, where

$$
\begin{equation*}
\dot{\mathbf{T}}^{*}(s, \mathbf{h}, \dot{\mathbf{h}})=\frac{S}{L}\left(\dot{\mathbf{T}}\left(\frac{S}{L} \mathbf{h}\right) \mathbf{T}(\mathbf{h})^{-1}+\mathbf{T}\left(\frac{S}{L} \mathbf{h}\right)\left(\mathbf{T}(\mathbf{h})^{-1}\right) \cdot\right) \tag{C.2}
\end{equation*}
$$

and $\mathbf{T}=\mathbf{T}_{S E(3)}$. The explicit forms of $\mathbf{T}$ and $\left(\mathbf{T}^{-1}\right)$ are given in the rest of the section. The compact notation relies on the two quantities $\alpha(\mathbf{b})$ and $\beta(\mathbf{b})$ defined in Eq. (A.4) as well as $\gamma(\mathbf{b})=\alpha(\mathbf{b}) / \beta(\mathbf{b})=\frac{\|\mathbf{b}\|}{2} \cot \left(\frac{\|\mathbf{b}\|}{2}\right)$. The time derivative of these auxiliary quantities is given by

$$
\begin{align*}
& \dot{\alpha}(\boldsymbol{\Omega}, \dot{\boldsymbol{\Omega}})=\boldsymbol{\Omega}^{T} \dot{\boldsymbol{\Omega}}\left(\frac{(1-\alpha(\boldsymbol{\Omega}))}{\|\boldsymbol{\Omega}\|^{2}}-\frac{\beta(\boldsymbol{\Omega})}{2}\right)  \tag{C.3}\\
& \dot{\beta}(\boldsymbol{\Omega}, \dot{\boldsymbol{\Omega}})=\frac{2 \boldsymbol{\Omega}^{T} \dot{\boldsymbol{\Omega}}}{\|\boldsymbol{\Omega}\|^{2}}(\alpha(\boldsymbol{\Omega})-\beta(\boldsymbol{\Omega}))  \tag{C.4}\\
& \dot{\gamma}(\boldsymbol{\Omega}, \dot{\boldsymbol{\Omega}})=-\boldsymbol{\Omega}^{T} \dot{\boldsymbol{\Omega}}\left(\frac{1}{4}+\frac{\gamma(\boldsymbol{\Omega})(\gamma(\boldsymbol{\Omega})-1)}{\|\boldsymbol{\Omega}\|^{2}}\right) \tag{C.5}
\end{align*}
$$

In order to simplify the notations, the dependency on $\boldsymbol{\Omega}$ and on $\dot{\boldsymbol{\Omega}}$ of these definitions are not recalled and $\lceil\mathbf{a}, \mathbf{b}\rceil=\widetilde{\mathbf{a}} \widetilde{\mathbf{b}}+\widetilde{\mathbf{b}} \widetilde{\mathbf{a}}$ is used.

Let us first compute the time derivative of the tangent application on SO(3). We have

$$
\begin{equation*}
\dot{\mathbf{T}}_{S O(3)}(\boldsymbol{\Omega}, \dot{\boldsymbol{\Omega}})=\mathbf{T}_{U \Omega+}(\dot{\boldsymbol{\Omega}}, \boldsymbol{\Omega}) \tag{C.6}
\end{equation*}
$$

where $\mathbf{T}_{U \Omega_{+}}$was defined in Eq. (A.12). The time derivative $\left(\mathbf{T}_{U \Omega+}(\mathbf{a}, \mathbf{b})\right)^{\cdot}=\dot{T}_{U \Omega_{+}}(\mathbf{a}, \mathbf{b}, \dot{\mathbf{a}}, \dot{\mathbf{b}})$ is explicitly given by

$$
\begin{align*}
& -\frac{\beta}{2} \tilde{\mathbf{a}}-\frac{\dot{\beta}}{2} \widetilde{\mathbf{a}}+\frac{1-\alpha}{\|\mathbf{b}\|^{2}}(\lceil\dot{\mathbf{a}}, \mathbf{b}\rceil+\lceil\mathbf{a}, \dot{\mathbf{b}}\rceil)+\zeta\left(\mathbf{b}^{T} \dot{\mathbf{b}}\right)\lceil\mathbf{a}, \mathbf{b}\rceil \\
& +\frac{\alpha-\beta}{\|\mathbf{b}\|^{2}}\left(\left(\dot{\mathbf{b}}^{T} \mathbf{a}+\mathbf{b}^{T} \dot{\mathbf{a}}\right) \widetilde{\mathbf{b}}+\left(\mathbf{b}^{T} \mathbf{a}\right) \tilde{\mathbf{b}}\right)+\zeta\left(\left(\dot{\mathbf{b}}^{T} \mathbf{a}+\mathbf{b}^{T} \dot{\mathbf{a}}\right) \widetilde{\mathbf{b}} \widetilde{\mathbf{b}}+\left(\mathbf{b}^{T} \mathbf{a}\right)\lceil\dot{\mathbf{b}}, \mathbf{b}\rceil\right)  \tag{C.7}\\
& +\frac{\left(\mathbf{b}^{T} \dot{\mathbf{b}}\right)\left(\mathbf{b}^{T} \mathbf{a}\right)}{\|\mathbf{b}\|^{4}}\left(\left(1-5 \alpha-\frac{\beta}{2}\left(\|\mathbf{b}\|^{2}-8\right)\right) \mathbf{I}_{3 \times 3}+\left(\alpha-\frac{7 \beta}{2}+15 \frac{1-\alpha}{\|\mathbf{b}\|^{2}}\right) \widetilde{\mathbf{b}}\right) \widetilde{\mathbf{b}}
\end{align*}
$$

where $\alpha=\alpha(\mathbf{b}), \beta=\beta(\mathbf{b})$ and

$$
\begin{equation*}
\zeta=\zeta(\mathbf{b})=\frac{1}{\|\mathbf{b}\|^{2}}\left(\frac{\beta}{2}-3 \frac{(1-\alpha)}{\|\mathbf{b}\|^{2}}\right) \tag{C.8}
\end{equation*}
$$

Notice that when the second argument of $\dot{\mathbf{T}}_{U \Omega_{+}}$is zero, one has

$$
\begin{equation*}
\dot{\mathbf{T}}_{U \Omega+}(\mathbf{a}, \mathbf{0}, \dot{\mathbf{a}}, \dot{\mathbf{b}})=-\frac{1}{2} \tilde{\mathbf{a}}+\frac{1}{6}\lceil\mathbf{a}, \dot{\mathbf{b}}\rceil \tag{C.9}
\end{equation*}
$$

Eqs. (C.6) and (C.7) lead straightforwardly to the time derivative of $\mathbf{T}_{S E(3)}$

$$
\dot{\mathbf{T}}_{S E(3)}(\mathbf{x}, \dot{\mathbf{x}})=\left[\begin{array}{cc}
\dot{\mathbf{T}}_{S O(3)}\left(\mathbf{x}_{\Omega}, \dot{\mathbf{x}}_{\Omega}\right) & \dot{\mathbf{T}}_{U \Omega+}\left(\mathbf{x}_{U}, \mathbf{x}_{\Omega}, \dot{\mathbf{x}}_{U}, \dot{\mathbf{x}}_{\Omega}\right)  \tag{C.10}\\
\mathbf{0}_{3 \times 3} & \dot{\mathbf{T}}_{S O(3)}\left(\mathbf{x}_{\Omega}, \dot{\mathbf{x}}_{\Omega}\right)
\end{array}\right]
$$

In order to compute the time derivative of the inverse, that is $\mathbf{T}_{S E(3)}^{-1}$, the following derivatives are necessary

$$
\begin{align*}
\left(\mathbf{T}_{S O(3)}^{-1}\right)(\boldsymbol{\Omega}, \dot{\boldsymbol{\Omega}})= & \frac{1}{2} \tilde{\dot{\boldsymbol{\Omega}}}+\frac{1}{\|\boldsymbol{\Omega}\|^{2}}\left((1-\gamma)\lceil\mathbf{\Omega}, \dot{\boldsymbol{\Omega}}\rceil+\frac{\boldsymbol{\Omega}^{T} \dot{\boldsymbol{\Omega}}}{\|\boldsymbol{\Omega}\|^{2}}\left((\gamma-1)(\gamma+2)+\frac{\|\boldsymbol{\Omega}\|^{2}}{4}\right) \widetilde{\boldsymbol{\Omega}} \widetilde{\boldsymbol{\Omega}}\right)  \tag{C.11}\\
\dot{\mathbf{T}}_{U \Omega-}(\mathbf{a}, \mathbf{b}, \dot{\mathbf{a}}, \dot{\mathbf{b}})= & \frac{1}{2} \tilde{\mathbf{a}}+\frac{1-\gamma}{\|\mathbf{b}\|^{2}}(\lceil\dot{\mathbf{a}}, \mathbf{b}\rceil+\lceil\mathbf{a}, \dot{\mathbf{b}}\rceil)+\frac{\mathbf{b}^{T} \dot{\mathbf{b}}}{\|\mathbf{b}\|^{4}}\left((\gamma-1)(\gamma+2)+\frac{\|\mathbf{b}\|^{2}}{4}\right)\lceil\mathbf{a}, \mathbf{b}\rceil \\
& +\frac{1 / \beta+\gamma-2}{\|\mathbf{b}\|^{4}}\left(\left(\dot{\mathbf{b}}^{T} \mathbf{a}+\mathbf{b}^{T} \dot{\mathbf{a}}\right) \widetilde{\mathbf{b}} \widetilde{\mathbf{b}}+\left(\mathbf{b}^{T} \mathbf{a}\right)\lceil\dot{\mathbf{b}}, \mathbf{b}\rceil\right) \\
& +\frac{\left(\mathbf{b}^{T} \dot{\mathbf{b}}\right)\left(\mathbf{b}^{T} \mathbf{a}\right)}{\|\mathbf{b}\|^{6}}\left(\frac{-2(\alpha+\beta)}{\beta^{2}}-\frac{\|\mathbf{b}\|^{2}}{4}-\gamma(\gamma+3)+8\right) \widetilde{\mathbf{b}} \widetilde{\mathbf{b}} \tag{C.12}
\end{align*}
$$

where $\alpha=\alpha(\mathbf{b}), \beta=\beta(\mathbf{b})$ and $\gamma=\gamma(\mathbf{b})$. When the second argument of $\dot{\mathbf{T}}_{U \Omega_{-}}$is zero, one has

$$
\begin{equation*}
\dot{T}_{U \Omega-}(\mathbf{a}, \mathbf{0}, \dot{\mathbf{a}}, \dot{\mathbf{b}})=\frac{1}{2} \tilde{\dot{\mathbf{a}}}+\frac{1}{12}\lceil\mathbf{a}, \dot{\mathbf{b}}\rceil \tag{C.13}
\end{equation*}
$$

Then, the time derivative of $\mathbf{T}_{S E(3)}^{-1}$ can be computed by

$$
\left(\mathbf{T}_{S E(3)}^{-1}\right) \cdot(\mathbf{x}, \dot{\mathbf{x}})=\left[\begin{array}{cc}
\left(\mathbf{T}_{S O(3)}^{-1}\right) \cdot\left(\mathbf{x}_{\Omega}, \dot{\mathbf{x}}_{\Omega}\right) & \dot{\mathbf{T}}_{U \Omega-}\left(\mathbf{x}_{U}, \mathbf{x}_{\Omega}, \dot{\mathbf{x}}_{U}, \dot{\mathbf{x}}_{\Omega}\right)  \tag{C.14}\\
\mathbf{0}_{3 \times 3} & \left(\mathbf{T}_{S O(3)}^{-1}\right) \cdot\left(\mathbf{x}_{\Omega}, \dot{\mathbf{x}}_{\Omega}\right)
\end{array}\right]
$$
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