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Abstract

This paper studies the geometry of the reduction of Lagrangian sys-
tems with symmetry in a way that allows the reduction process to be
repeated; that is, it develops a context for Lagrangian reduction by
stages. The Lagrangian reduction procedure focusses on the geometry
of variational structures and how to reduce them. This philosophy is
well known for the classical cases, such as those of Routh (where the
symmetry group is Abelian) and the Euler—Poincaré equations (for the
case in which the configuration space is a Lie group).

The context established for this theory is a Lagrangian analogue of
the bundle picture on the Hamiltonian side. In this picture, a cate-
gory is developed that includes, as a special case, the realization of the
quotient of a tangent bundle as the Whitney sum of the tangent of the
quotient bundle with the associated adjoint bundle. The elements of



this new category, called the Lagrange-Poincaré category, have enough
geometric structure so that the category is stable under the procedure
of Lagrangian reduction. Thus, reduction may be repeated, giving the
desired context for reduction by stages.

We also give an intrinsic and geometric way of writing the reduced
equations, called the Lagrange-Poincaré equations, using covariant de-
rivatives and connections. In addition, the context includes the inter-
pretation of cocycles as curvatures of connections and is general enough
to include interesting situations involving both semidirect products and
central extensions. Examples are given to illustrate the general theory.
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1 Introduction

Reduction theory for mechanical systems with symmetry has its origins in the
classical works of Euler, Lagrange, Hamilton, Routh, Jacobi, Liouville and
Poincaré, who studied the extent to which one can reduce the dimension of
the phase space of the system by making use of any available symmetries
and associated conservation laws. Corresponding to the main two views of
mechanics, namely Hamiltonian and Lagrangian mechanics, one can also adopt
two views of reduction theory.

In symplectic and Poisson reduction, which are now well developed and
much studied subjects, one focusses on how to pass the symplectic two form
and the Poisson bracket structure as well as any associated Hamiltonian dy-
namics to a quotient space for the action of a symmetry group (see, for exam-
ple, Meyer [1973], Marsden and Weinstein [1974], Marsden and Ratiu [1986]
and the expositions in Abraham and Marsden [1978], Arnold [1989], Lieberman
and Marle [1987] and Marsden [1992]).

In Lagrangian reduction theory, which proceeds in a logically indepen-
dent way, one emphasizes how the variational structure passes to a quotient
space (see, for example, Cendra and Marsden [1987], Cendra, Ibort and Mars-
den [1987], Marsden and Scheurle [1993a,b], Bloch, Krishnaprasad, Marsden,
and Ratiu [1996], Cendra, Holm, Marsden and Ratiu [1998|, Holm, Marsden
and Ratiu [1998], and Jalnapurkar and Marsden [1999]). Of course, the two
methodologies are related by the Legendre transform, although not always in
a straightforward way:.

The main purpose of this work is to further the development of Lagran-
gian reduction theory. There are several aspects to this program. First, we
provide a context that allows for repeated Lagrangian reduction by the action
of a symmetry group. Second, we provide the geometry that is useful for the



expression of the reduced equations, called the Lagrange-Poincaré equations.
Further details concerning the main results of this work are given shortly.

1.1 Background

As we have mentioned, in the last few years there has been considerable activity
in the area of Lagrangian reduction in which one focusses on the reduction of
variational principles. We shall review the background for this theory briefly,
starting with the best known classical results.

Classical Cases. Several classical instances of Lagrangian reduction are well
known, such as Routh reduction which was developed by Routh [1877] in con-
nection with his studies of the stability of relative equilibria. Routh began the
development of what we would call today Lagrangian reduction for Abelian
groups. One thinks of this case as covering that for systems with cyclic vari-
ables.

Another fundamental case is that of Euler—Poincaré reduction, which oc-
curs for the case in which the configuration is a Lie group. One thinks of this
case as primarily intended for systems governed by Euler equations, such as
those of a rigid body and a fluid. This case has its origins in the work of
Lagrange [1788] and Poincaré [1901]. Both of them clearly had some idea of
the reduction process.

In these classical works, many important ideas were developed. However,
for both of these cases, some of the clarifications and generalizations are re-
markably recent. For example, only in Bretherton [1970] was the reduced vari-
ational principle established for the fluid equations, but this was done by ad
hoc rather than general methods. Both the intrinsic (coordinate free) formu-
lation of Routh reduction as well as the general formulation of Euler—Poincaré
reduction in terms of variational principles were given in Marsden and Scheurle
[1993a,b]). The Euler—Poincaré case was further developed in Bloch, Krish-
naprasad, Marsden and Ratiu [1996]. An exposition of Lagrangian reduction
for both the Routh and Euler-Poincaré cases can be found in Marsden and
Ratiu [1994].

Semidirect Product Theory. Another well developed subject in Hamilto-
nian reduction theory is that of semidirect product theory. This theory has its
origins in the work of Guillemin and Sternberg [1980] (see also Guillemin and
Sternberg [1984]) and Marsden, Ratiu and Weinstein [1984a,b]. This theory
has many interesting applications, such as to the heavy top, MHD, and the
dynamics of underwater vehicles (Leonard and Marsden [1997]). This semidi-
rect product theory was a direct precursor to the development of symplectic
reduction by stages (Marsden, Misiolek, Perlmutter, and Ratiu [1998a,b]).



Lagrangian analogues of the semidirect product theory were developed in
Holm, Ratiu and Marsden [1998] with applications to many fluid mechanical
problems of interest. The point of view was to extend the Euler—Poincaré
theory to the case of systems such as the heavy top and compressible flows in
which there are advected parameters. This methodology was applied to the
case of the Maxwell-Vlasov equations by Cendra, Holm, Hoyle and Marsden
[1998] and Cendra, Holm, Marsden and Ratiu [1998] showed how it fits into
the general framework of Lagrangian reduction.

Symplectic versus Poisson Reduction. We should emphasize that in
the framework of the theory of Poisson manifolds, Poisson reduction by stages
is quite simple, while in the framework of symplectic manifolds, symplectic
reduction by stages is more sophisticated. On the other hand, if one wants
to study the reduction of cotangent bundles and to retain as much of this
structure as possible, then even the Poisson point of view is quite nontrivial.

The Lagrangian analogue of symplectic reduction is nonabelian Routh re-
duction (Marsden and Scheurle [1993a,b], Jalnapurkar and Marsden [1999] and
Marsden, Ratiu and Scheurle [2000]) and its full development in the context
of reduction by stages is the subject of a future publication. The present work
represents a Lagrangian analogue of the Poisson version of reduction by stages
but keeping the structure of the tangent bundle as much as possible. One of
the things that makes the Lagrangian side interesting has been the lack of a
general category that is the Lagrangian analogue of Poisson manifolds. Such
a category, that of Lagrange-Poincaré bundles is proposed here, with the tan-
gent bundle of a configuration manifold and a Lie algebra as its most basic
examples. We also develop the Lagrangian analogue of reduction for central
extensions and, as in the case of symplectic reduction by stages, cocycles and
curvatures enter in this context in a natural way.

Nonholonomic Mechanics. The ideas of Lagrangian reduction have had
a significant impact on the theory of nonholonomic systems, as in Bloch, Kr-
ishnaprasad, Marsden, and Murray [1996] and Koon and Marsden [1997b,c,
1998]. These references also develop Lagrangian reduction methods in the con-
text of nonholonomic mechanics with symmetry (such as systems with rolling
constraints). These methods have been quite useful in many control problems
and in robotics. The techniques of the present paper can be used to give
an intrinsic geometric meaning to the reduction of the Lagrange-d’Alembert
equations of nonholonomic mechanics. This is the subject of another work,
Cendra, Marsden and Ratiu [2000].

Optimal Control. Lagrangian reduction theory has also had a significant
impact on optimal control theory. See Vershik and Gershkovich [1987, 1994],



Bloch and Crouch [1994], Montgomery [1990, 1993], Koon and Marsden [1997a]
and references therein.

1.2 The Main Results of This Paper.

We now give a few more details concerning the main results. The first of
these, given in §5, develops the theory of Lagrange-Poincaré bundles, which
enable one to perform Lagrangian reduction in stages. Lagrange-Poincaré
bundles may be regarded as the Lagrangian analogue of a Poisson manifold in
symplectic geometry. Lagrange-Poincaré bundles include, of course, the case of
reduced tangent bundles T'Q). This in turn, includes important examples such
as Euler-Poincaré reduction for the special case ) = G, a Lie group. Euler-
Poincaré reduction is now a textbook topic that can be found in Marsden and
Ratiu [1994]. We show that when a general tangent bundle is reduced by a
group action, one ends up in the category of Lagrange-Poincaré bundles.

We mention that Lagrange-Poincaré bundles are in particular, Lie alge-
broids but carry additional structure. We will not use any theory of groupoids
or algebroids in this work, but we will comment on the literature in the body
of the work.

The Lagrange-Poincaré equations are expressed using connections and cur-
vature. These equations are obtained using the idea of reducing variational
principles. The Lagrange-Poincaré category is stable under reduction and the
structure carried by Lagrange-Poincaré bundles is exactly what is needed to
write the Lagrange-Poincaré equations, in a covariant form.

In §5.3 and §5.4 we show that if the symmetry group has a normal sub-
group (i.e., one has a group extension), then reducing by the whole group is
shown to be isomorphic to what one gets by reducing in stages, first by the
normal subgroup followed by reduction by the quotient group. This result is a
Lagrangian analogue of doing Poisson reduction by stages, but keeping track
of the local structure of Poisson manifolds, as in the Lie-Weinstein theorem
(see Weinstein [1983]).

The theory we establish may be viewed as the Lagrangian analogue of the
bundle picture on the Hamiltonian side developed by Montgomery [1986] and
Montgomery, Marsden, and Ratiu [1984]. This bundle picture was in turn
influenced by work on Wong’s equations for a particle in a Yang—Mills field, as
studied by Sternberg [1977], Weinstein [1978], Montgomery [1984], and Koon
and Marsden [1997a]. As we shall see in §3.3, this theory has a very beautiful
Lagrangian analogue. In §6 we give a number of additional examples. In future
works we plan to establish additional links with the Hamiltonian side.



1.3 Future Work and Related Issues.

Our theory naturally suggests a number of additional things that warrant
further investigation.

Geometric Phases. The development of the theory of geometric phases in
the Lagrangian context is natural to develop. The paper of Marsden, Ratiu and
Scheurle [2000] gives results along these lines in the context of Routh reduction.
The development of geometric phases by stages would be of interest. In fact,
the Lagrangian setting provides natural connections and also a natural setting
for averaging which is one of the basic ingredients in geometric phases.

Nonholonomic Mechanics. As mentioned above, the work of Cendra,
Marsden and Ratiu [2000] extends the notion of Lagrange-Poincaré bundles to
those of Lagrange-d’Alembert-Poincaré bundles that are appropriate for non-
holonomic mechanics. This extension may be regarded as the Lagrangian ana-
logue of the notion of an almost Poisson manifold (in which Jacobi’s identity
can fail), as in Koon and Marsden [1998] and Cannas da Silva and Weinstein
[1999]. Furthering the links with almost Poisson manifolds and also developing
a nonholonomic reduction by stages theory would of course be of interest.

Further Relations with the Hamiltonian Side. It would also be inter-
esting to investigate the precise relationship of the work here with the Hamilto-
nian reduction by stages theory in more detail, in particular, the relation with
symplectic reduction by stages applied to cotangent bundles. This requires
the nonabelian Routh reduction analogue of the work here, namely that of
Marsden, Ratiu and Scheurle [2000], which generalizes the work of Marsden
and Scheurle [1993a] and Jalnapurkar and Marsden [1999].

Relations with Poisson Geometry. This paper develops a Lagrangian
category that locally has the dual of the local structure for Poisson manifolds
under the hypotheses of the Lie-Weinstein theorem, namely that a Poisson
manifold is locally the product of a symplectic manifold and the dual of a
Lie algebra. Our bundles actually have more structure than this, which is
important for carrying out the reduction, namely we also carry along a con-
nection and a two-form that helps keep track of curvature (or magnetic terms).
This structure is also very useful for writing covariant versions of the reduced
equations, that is, the Lagrange-Poincaré equations.

Variational Integrators and Discrete Reduction. As Weinstein [1996]
points out, there is a more general context for Lagrangian mechanics that also
includes discrete mechanics in the sense of Veselov [1988, 1990]. Our category



of Lagrange-Poincaré bundles does not include this literally, but still, there is
a well defined discrete analogue of these bundles. This picture is useful in the
understanding of the reduced Hamilton-Jacobi equation (see Ge and Marsden
[1988]).

One of the interesting developments in symplectic integration algorithms
has been the progress made in variational integrators. These are based on
direct discretizations of Hamilton’s principle following some of the ideas of
Veselov [1988]. See, for example, Wendlandt and Marsden [1997], Marsden,
Patrick and Shkoller [1998] and Kane, Marsden, Ortiz and West [1999]. There
is a discrete reduction theory for these as well that is still under development.
See, for example, Marsden, Pekarsky and Shkoller [1999].

Infinite Dimensional Examples. In this paper we will be dealing with
Lagrangian reduction theory in the context of finite dimensional manifolds.
Of course the theory formally applies to many interesting infinite dimensional
examples. In the infinite dimensional context, many of the expressions that
appear here as pure partial derivatives must be written in the notation of
functional derivatives (see Marsden and Ratiu [1994] for some of the basic
examples, an explanation of the function derivative notation and additional
references to the literature).

Multisymplectic Context. Another area of much current interest is that of
multisymplectic geometry. See, for example, Marsden and Shkoller [1999] and
Marsden, Patrick and Shkoller [1998]. This theory has both a Lagrangian and a
Hamiltonian view and it has allowed, for example, a development of the Moser-
Veselov theory to the context of PDE’s. Reduction theory in this context is
in its infancy (see, for example, Montgomery, Morrison and Thompson [1986]
and Castrillén, Ratiu and Shkoller [1999]). Obviously it would be of interest
to develop such a theory from the Lagrangian reduction point of view.

An exciting possible application where reduction by stages is involved is
that of various complex fluids, such as liquid crystals, where there is a group of
particle relabeling symmetries, as in fluids and plasmas as well as an internal
order parameter group. See Holm [2000].

2 Preliminary Constructions

In this section we recall some results about bundles and connections that we
will use later. As a general reference, see Kobayashi and Nomizu [1963]; how-
ever, the reader should be warned that various conventions and notations differ
from this reference and we shall point these out as we proceed. In general, we
follow the conventions of Abraham and Marsden [1978] and Abraham, Marsden



and Ratiu [1988]. We provide intrinsic proofs with a view to infinite dimen-
sional generalizations and also because of the insight they provide. Coordinate
expressions are important in many applications, and they can be readily pro-
vided (some of these may be found in Marsden and Scheurle [1993ab] and
Bloch, Krishnaprasad, Marsden and Murray [1996]).

2.1 Notation and general assumptions.

Maps. If f: A — B is a map between sets and C' C A, we shall often write
f:C — B instead of f|C' : C — B, for short.

Manifolds. Unless otherwise noted, for simplicity, manifolds are assumed
to be C'*°, as are maps between them. While the manifolds will be assumed
to be finite dimensional, many results can be easily generalized for infinite
dimensions in a straightforward manner.

For a manifold @), we let T'Q) be the tangent bundle of ). An element of
T,Q will be denoted v, u,,... or (using a standard abuse of notation), by

(¢,q) or simply ¢.

Actions. Unless otherwise noted, an action p : G x () — @ of a Lie group
GG on a manifold () is assumed to satisfy the additional condition that, with
this action, the manifold () becomes a principal bundle with structure group
G, say 1¢(Q) : Q — Q/G. In other words, we assume that (/G is a manifold,
that 74 (Q) is a submersion and that the action is free. As is well known (see,
for example, Abraham and Marsden [1978] for the proof), if the action is both
free and proper, then this holds.

We will often use the equivalent notations m¢(Q)(q) = [g]¢ for the equiva-
lence class of ¢ € Q). We will work with left actions in this paper unless explic-
itly noted otherwise; however, generalizations for right actions are straightfor-
ward.

The assumption of freeness of the action is of course a strong one and
it corresponds, in the Hamiltonian case, to eliminating the case of singular
reduction (see Sjamaar and Lerman [1991], Bates and Lerman [1997], and
Ortega and Ratiu [1997, 1999]). Similarly, on the Lagrangian side, this paper
does not address the case of singular reduction. Of course such questions are
very interesting, but there is plenty to do even omitting that topic.

We will often use the equivalent notations p(g, q) = py(q) = p(9) =9-q =
gq for the action of the group element ¢ on the point ¢ € ). However, the
concatenation notation gq will be used most commonly. The tangent lift of
this action will be denoted gv,, where v, € T,Q). For any element { in the Lie
algebra g of G, the infinitesimal generator at ¢ € ) is denoted {q = {p(q) and



it is defined as usual by

d
q:=— . (exp t&)q.

Bundles. If 7 : P — @ is a fiber bundle and ¢ € @, the fiber 77!(q) at ¢
is sometimes denoted F,. If 7; : V; — @Q; are vector bundles for ¢« = 1,2 and
f Vi — Vi is a vector bundle map, the induced map on the zero-sections,
which are usually identified with @);, ¢+ = 1,2, is denoted fy : )1 — @, or
sometimes, by a slight abuse of notation, simply f.

Given two bundles 7; : P, — @Q, i = 1,2, the fiber product is the bundle
m Xg T2t Py Xg Py — @ where Py x¢g P, is the set of all elements (p1,p2) €
Py x Py such that 7 (p1) = m2(p2) and the projection m3 xXgme : Py X Py — Q
is naturally defined by m x¢ m2(p1,p2) = m1(p1) = ma(p2). The fiber is given
by (m xq m) " (q) = 71 ' (q) x w3 ().

The Whitney sum of two vector bundles 7; : V; — @, ¢« = 1,2, over the
same base is their fiber product. It is a vector bundle over () and is denoted
Vi @ V5. This bundle is obtained by taking the fiberwise direct sum of the
fibers of V| and V5.

Sometimes, for purposes of uniformizing notation, we will consider a man-
ifold @ as being identified with the vector bundle over ) whose fibers have
dimension 0. Therefore if 7: V — (@ is a vector bundle, Q ® V is simply V,
and an element ¢ ® v of Q) @ V satisfies Tv = q.

Connections. The word connection will be used in two different but stan-
dard senses in this paper. Sometimes it will mean a principal connection on
a principal bundle and sometimes will mean a connection on a vector bundle,
usually denoted V with the addition, sometimes, of some indexes to clarify
the spaces on which the connection is defined. In any case, the context will
always make it clear the sense in which we are using the word. We will recall
some of the key notions and conventions used in the following paragraphs.

2.2 Connections on Principal Bundles.

Horizontal and vertical spaces. Let 7 : Q) — Q/G be a left principal bun-
dle, where 7 is the canonical projection. Recall that a (principal) connection
A on Q is a Lie algebra valued one form A : T'()Q — g with the properties

i A(&q) = ¢ for all £ € g; that is, A takes infinitesimal generators of a
given Lie algebra element to that element, and

i A(Typy - v) = Ady(A(v)), where Ad, denotes the adjoint action of G on
g.

10



The restriction of a connection to the tangent space T,() is denoted A,. Recall
that connections may be characterized by giving their vertical and horizontal
spaces defined at ¢ € Q) by

Ver, = Ker Ty, Hor, = Ker A,.

Thus, Ver(T'Q) = Ugeq Ver, is the subbundle of vectors tangent to the group
orbits. The vertical and horizontal components of a vector v, will be denoted
Ver(v,) and Hor(v,) respectively. By definition,

Ver(v,) = A(v,)g and Hor(v,) = v, — A(vy)q.

This provides a decomposition 7'Q) = Hor(7'Q)) & Ver(T'Q) where Hor(TQ) =
Ugeg Hor, and Ver(T'Q)) are the horizontal and vertical subbundles of T'Q,
which are invariant under the action of G. A vector is called horizontal if
its vertical component is zero; i.e., if A(v,) = 0 and it is called vertical if its
horizontal component is zero; i.e., if T;m(v,) = 0. Note that 7,7 : Hor, —
Tr(g)(Q/G) is an isomorphism.

Curvature. The curvature of A will be denoted B4 or simply B. By defini-
tion, it is the Lie algebra valued two form on () defined by

B(ug,v,) = dA(Hor(ug), Hory(v,)),

where d denotes the exterior derivative.

The reader should be aware that, although the notion of the curvature of a
given connection on a principal bundle is a well established and an essentially
unique concept, there are many conventions related to various sign conventions
and definitions of the wedge product and the exterior derivative. The one
adopted here for left actions is consistent with the one given in Abraham and
Marsden [1978].

Cartan Structure Equations. The Cartan structure equations for the cur-
vature state that for vector fields u, v (not necessarily horizontal) on ) we have

B(u,v) = dA(u,v) — [A(u), A(v)], (2.2.1)

where the bracket on the right hand side is the Lie bracket in g. We write this
equation for short as

B=dA-[A, A

11



Horizontal lifts. Given a vector X € T,(Q/G), and g € 7 !(z), the hori-
zontal lift X g of X at ¢ is the unique horizontal vector in T;() that projects
via T to the vector X (z); that is, X" = (T,m)~'(X). We denote by X" the
vector field along 7! (z) formed by all horizontal lifts of X at points of 771 (z).

For any curve z(t) in /G, where t € [a,b], the family of horizontal lifts
is denoted x"*. The definition is the following. For any point gy € 7 *(z),
where zy = z(ty), for some ¢y € [a,b], the horizontal lift of z(¢), which at
t =ty coincides with ¢, is uniquely determined by requiring its tangent to be
a horizontal vector. This curve is denoted xf;o and is defined on [a, b].

Consider a curve ¢(t), where ¢ € [a, b], and choose ty € [a,b]. Then there is
a unique horizontal curve ¢ (t) such that g, (to) = ¢(tp) and 7 (gn(t)) = 7 (¢(1))
for all ¢ € [a,b]. Therefore, we can define a curve g,(t),t € [a,b] in G by the
decomposition

q(t) = 94(t)qn(t) (2.2.2)

for all ¢t € [a,b]. Evidently g,(to) is the identity. Also, notice that if z(t) =
m(q(t)) and gy = q(ty) then gn(t) = xf;o (t).

Lemma 2.2.1 For any curve q(t),t € [a,b] in Q we have
A(Qa Q) = gng_l‘

Proof. We start with the equality g,(¢)gn(t) = ¢(t). Differentiating this with
respect to t gives

9q(t)qn(t) + g4(t)gn(t) = 4(t).

Here, the notation is interpreted in an obvious way; for example, for u, € T,G
and ¢ € @, uy,q means the derivative of the orbit map g — gq in the direction
of ug to give an element of 7,,Q).

By definition of a horizontal vector, A (g,(f)gn(t)) = 0. Recall also that
the connection reproduces the Lie algebra element on infinitesimal generators
(i.e., A(Eq) = & for £ € g and ¢ € Q). In particular, for & = g,g," and
q(t) = gq(t)an(t) we get

A(gq(t)an(t)) = A(gq(t)ggl(t)gq(t)%(t)) = gq9;1>

from which the result follows. N

12



2.3 Associated Bundles.

Besides the principal bundle 7 : @ — @Q/G discussed above, consider a left
action p : G x M — M of the Lie group G on a manifold M. The associated
bundle with standard fiber M is, by definition,

QxgM=(Q xM)/G,

where the action of G on @ x M is given by g(q,m) = (gq,gm). The class
(or orbit) of (¢, m) is denoted [q, m]g or simply [¢, m]. The projection 7y, :
Q xeg M — Q/G is defined by 7y ([q,m]¢) = 7(g) and it is easy to check that
it is well defined and is a surjective submersion.

Parallel transport. Let [qo, molg € Q@ xg M and let xy = w(qy) € Q/G. Let
x(t),t € [a,b] be a curve in /G and let ¢y € [a, b] be such that xz(ty) = x¢. The
parallel transport of this element [go, mo]c along the curve x(¢) is defined
to be the curve

(2, m]e(t) = [xg, (), mole

Let us check that this curve is well defined. In fact, for any ¢ € G, the
equivariance property of the connection gives z (t) = ga} (t) for all ¢ and
hence

[k (1), gmole = [gal (), gmola = [z} (t), mo]e

for all ¢.
Consider a curve z(t),t € [a,b] in Q/G, as before. For t,t + s € [a, b], we
adopt the notation

Tips 1 T (@(t)) — 7y (2(t + 5))
for the parallel transport map along the curve z(s) of any point

la(t), m(t)]c € my (x(t))
to the corresponding point
Tila(t), mt)]e € my (ot +5)).
Thus,

Ti1sla(t), m(t)]e = gy (t + 5),m(t)]c.

13



Associated vector bundles. Now we concentrate on the particular case
when M is a vector space and p is a linear representation. (These will be the
only associated bundles needed in the present work.) In this case, the associ-
ated bundle with standard fiber M is a vector bundle in a natural way. We
now recall what the vector bundle structure is. If [q, m|q, [¢, m1]a, [q, m2]e €
737 ([dlg), then the vector space structure in this fiber is defined by

alg,mlg = [g,am]e and [q,mule + [g, male = [g, M1 + male.

We shall sometimes use the notation p'(€) for the second component of the
infinitesimal generator of an element £ € g, that is, Em = (m, p'({)m). Here
we are using the identification T'M = M x M, appropriate for vector spaces.
Thus, we are thinking of the infinitesimal generator as a map p' : g — End(M)
(the linear vector fields on M are identified with the space of linear maps of
M to itself). Thus, we have a linear representation of the Lie algebra g on the
vector space M.

Definition 2.3.1 Let [¢(t), m(t)]q, t € [a,b] be a curve in Q xXg M, denote by

2(t) = mar ([g(t), m(t))a) = 7(q(t))

its projection on the base Q/G, and let, as above, 7/, , where t,t + s € [a,b],
denote parallel transport along x(t) from time t to time t +s. The covariant
derivative of [¢(t), m(t)]¢ along x(t) is defined as follows

Dlaft)m(®le _ 7 (alt + 5).mlt + 9)le) — la(t).m(B)]e
Dt 5—0 S '

Thus, the covariant derivative of [¢(t), m(t)]g is an element of 7} (z(t)).
Notice that if [¢(t), m(t)]¢ is a vertical curve, then its base point is constant;
that is, for each t € [a, b),

x(t+s) = ([qt + 5),m(t + s)|a) = z(1),
so that xf;(t) (t+s) = q(t) for all s. Therefore,

gt + s),mt + 8)la = [2he o (), m(t + 9)]e = [q(t), m(t + s)la

and so we get the well known fact that the covariant derivative of a vertical
curve in the associated bundle is just the fiber derivative. That is,

Dlg(t), m(t)]c

R — (g m (1)

where m/(t) is the time derivative of m.
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Affine Connections. The notion of covariant derivative can be defined from
a different, more axiomatic, point of view, which will be useful later in this pa-
per. By definition (see Kobayashi and Nomizu [1963]), a connection (some-
times called an affine connection to distinguish it from a principal connec-
tion) V on a vector bundle 7 : V — @ isamap V : X°(Q) x I'(V) — I'(V),
say (X, v) — Vxwv, having the following two properties:

1. First, we require that

Viaxi+pxoV = iV, v+ foVx,v

for all X; € X°°(Q) (the space of smooth vector fields on Q), f; € C*(Q)
(the space of smooth real valued functions on @), i = 1,2, and all v €
I'(V) (the space of smooth sections of the vector bundle V'),

2. and secondly,
Vx(fivr + fova) = X[fi]vr + f1iVxv1 + X[fo]va + foVxve
for all X € X°(Q), fi € C>*(Q), and v; e I'(V), i =1, 2.

Here, X[f] denotes the derivative of f in the direction of the vector field X.

Given a connection on V', the parallel transport of a vector vy € 77 (qp)
along a curve ¢(t) in Q, t € [a,b] such that q(ty) = qo for a fixed ¢y € [a, b], is
the unique curve v(¢) such that v(t) € 77! (¢(t)) for all ¢, v(ty) = vo and which
satisfies Vv (t) = 0 for all . The operation of parallel transport establishes,
as before, for each t, s € [a, ], a linear map

Tfg 7 M (q(t) — 7 q(t + 9))

associated to each curve ¢(t) in . Then we can define the operation of
covariant derivative on curves v(t) in V similar to that in the previous
definition; that is,

Du(t) d, .,
Dr £Ttt+ v(t+s)

s=0
Observe that the connection V can be recovered from the covariant derivative
(and thus from the parallel transport operation). Indeed, V is given by

Vxv(a) = 5ol

’
t=to

where, for each ¢y € @, each X € X*°(Q), and each v € I'(V), we have, by
definition, that ¢(t) is any curve in @ such that ¢(tg) = X(q) and v(t) =
v (q(t)) for all t. This property establishes in particular the uniqueness of the
connection associated to the covariant derivative D/Dt.
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A Formula for the Covariant Derivative Induced by a Principal Con-
nection. Now we return to the study of the affine connection induced on an
associated bundle. The following formula gives the relation between the co-
variant derivative of the affine connection and the principal connection.

Lemma 2.3.2

w = [q(t), = (A (g(t), d(t))) m(t) + rin(t)],; .

Proof. For fixed ¢ and for any s we have
la(t + ), m(t + 8)la = [g4(t + s)an(t + 5), m(t + s)]e,
where we assume g, (t) = ¢(t) and g,(t) = e, the identity element of G. Then

7, la(t + 5),m(t + s)le = 7.7 [gq(t + s)an(t + 5),m(t + s)]e
=7 lan(t + 8), gq(t + 5)"'m(t + 5)la
= [qn(t), g,(t + 8) " 'm(t + 3)]e.
Therefore, differentiating with respect to s at s = 0 we obtain

Dl m®l _ 1ys), —gy(tymir) + ).
Since ¢,(t) = e we have, using lemma 2.2.1, that ¢,(¢) = A (q(t), ¢(t)). There-
fore,

Induced Connections on Associated Bundles. The previous definition
of the covariant derivative of a curve in the associated vector bundle Q) x5 M
thus leads to a connection on Q xg M. Let us call this connection V4 or
simply V.

We now describe this connection V4 in more detail. Let ¢ : Q/G —
Q Xg M be a section of the associated bundle and let X (x) € T,(Q/G) be
a given vector tangent to /G at z. Let z(t) be a curve in /G such that
#(0) = X (x); thus, ¢ (z(t)) is a curve in  Xg M. The covariant derivative of
the section ¢ with respect to X at z is then, by definition,

_ Dp(a(t)
Dt =0 ’

Notice that we only need to know ¢ along the curve x(¢) in order to calculate
the covariant derivative.

The notion of a horizontal curve [q(t), m(t)|g on Q xg M is defined by
the condition that its covariant derivative is 0. A vector tangent to Q) xg M is
called horizontal if it is tangent to a horizontal curve. Correspondingly, the
horizontal space at a point [¢, m]e belonging to @ xg M is the space of all
horizontal vectors at [q, m]g.

Vie® (2.3.1)
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The Adjoint Bundle. The case that interests us most in this paper occurs
when M = g and p, is the adjoint action Ad,.

Definition 2.3.3 The associated bundle with standard fiber g, where the ac-
tion of G on g is the adjoint action, is called the adjoint bundle, and is
sometimes denoted Ad(Q). We will use the notation g := Ad(Q) in this pa-
per. We let g : g — Q/G denote the projection given by 7 ([¢,€]a) = [d]a-

Lemma 2.3.4 Let [q(s),&(s)]g be any curve in g. Then

Dlato)-&o)le _ Tg(s), — 14 g(o). dts)) . €050 + €09)] i

Proof. Use the previous lemma and the fact that p/(§) =ad,. W

The next Lemma says that the adjoint bundle is a Lie algebra bundle.

Lemma 2.3.5 FEach fiber g, of g carries a natural Lie algebra structure de-
fined by

g, €la la: el = g, [§n]l

Proof. We must show that the bracket is well defined, which is done in a
straightforward way as follows:

[[9q7Adg§]Ga [gq,AdgTI] ] [9 [Ad £, Adgn]]
= [9q, Ady[¢, 1]
= [g,[&,nllg
[

[¢,¢la, [g,n)c]. N

2.4 The Bundles TQ/G and T(Q/G) ® g

Let 7 : @ — Q/G be a principal bundle with structure group G, as before.
The tangent lift of the action of G on @ defines an action of G on T'Q) and
so we can form the quotient (7'Q)/G =: TQ/G. There is a well defined
map 79/G : TQ/G — @Q/G induced by the tangent of the projection map
m:Q — Q/G and given by [v,]c — [g]g- The vector bundle structure of 7'Q)
is inherited by this bundle.

Lemma 2.4.1 The rules
[Uq]G + [uq]G’ = [Uq + uq]G’ and )‘[Uq]G = [/\Uq]G’v

where A € R, vg,u, € T,Q and [vy]e and [uy]e are their equivalence classes
in the quotient TQ /G, define a vector bundle structure on T'Q/G having base
Q/G. The fiber (T'Q/G), is isomorphic, as a vector space, to T,Q, for each

xr = [q]G
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Proof. If [go]c = x is given, the isomorphism between the fiber (T'Q)/G) and
T,,Q is given by the map [uy]g — ¢ u,, where g € G is uniquely determined
by the relation ggp =¢q. N

The bundle T'Q/G is a fundamental object in the present paper. One can
state reduced variational principles in a natural way in terms of this bundle
without any reference to a connection on (), which we shall describe in the
next section.

It is, however, also interesting to introduce an (arbitrarily chosen) connec-
tion on (@ relative to which one can realize the space T(Q)/G in a convenient
way as well as writing the Lagrange-Poincaré equations in an interesting form.
The next lemma is one of the main tools needed for doing this.

Lemma 2.4.2 The map as: TQ/G — T(Q/G) & g defined by
aa ([g,dle) =Tm(q,q) @ [q, Alg, d)]e
1s a well defined vector bundle isomorphism. The inverse of aa is given by

ay' ((x,2) @ [g,€la) = [(x, 2)q + Edlo-

Proof. To show that a4 is well defined, observe that for any g € G we have
Tn(9q,9q) = T7(g, ¢) and also

(99, A(99, 99)]c = [99. Adg Alg, @)lc = [a, Alg: §)]c-

Then we see that

a4 (l9g,9dc) = aa(lg, dla) -

To show that o' is well defined, notice that (z,Z)) = g(z,&)! and that
(Ad, &)gg = g€q. Therefore,

oyt ((x,2) @[99, Adg €le) = o' ((2,8) @ [q,E]q) . M

Remark. The bundles 7Q/G and T(Q/G) & g do not depend on the con-
nection A, but of course a4 does.

3 The Lagrange-Poincaré Equations

In this section we use the constructions from the previous section to show how

to write the Lagrange-Poincaré equations in an intrinsic way. This is done
in terms of an (arbitrarily chosen) connection A. The resulting equations are
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given on the bundle 7®(Q/G) @ §, where T®(Q/G) is the second order tan-
gent bundle (also called the 2-jet bundle) of /G, and whose general definition
is recalled in §3.2 and where g = @) X g is the associated adjoint bundle to
@. A key point to doing this is to decompose arbitrary variations of curves in
() into vertical and horizontal components. This gives rise, correspondingly,
to two reduced equations, namely, vertical Lagrange-Poincaré equations corre-
sponding to vertical variations and Euler-Lagrange equations on @)/G with an
additional term involving the curvature B of A, corresponding to horizontal
variations, which we will call horizontal Lagrange-Poincaré equations. (Our
conventions for the curvature were given in §2.2.)

3.1 The Geometry of Variations

Spaces of curves. Fix a time interval I = [to, t;]. The space of all (smooth)
curves from I to @ will be denoted Q(Q). We shall not include the inter-
val I explicitly in the notation for spaces of curves for simplicity; it will be
understood from the context and explicitly stated when necessary.

Given a map f : 1 — @, the map Q(f) : Q(Q1) — Q(Q2) is defined by

QD) = fla(®)),

for ¢(t) an element of Q(Q;). For given ¢; € @, i = 0, 1, by definition, Q(Q; qo)
and Q(Q;qo,q1) are, respectively, the spaces of curves ¢(t) on @ such that
q(to) = qo and q(t;) = ¢;, i =0, 1.

If 7:@Q — Sisabundle, ¢ € Q and 7(qy) = zo, then Q(Q;xy) denotes
the space of all curves in (Q) such that 7 (¢(ty)) = xo. Similarly, Q(Q; zo, ¢1)
is the space of all curves in Q(Q) such that 7 (¢(to)) = zo and ¢(t1) = ¢1. The
spaces of curves Q(Q; qo, 1), Q(Q; zo, x1), etc. are defined in a similar way.

IfV — Q and W — @ are vector bundles then Q (V) — Q(Q) and
QW) — Q(Q) are vector bundles in a natural way and there is a natural
identification Q (V@ W) = Q(V) @ Q(W).

Deformations of Curves. A deformation of a curve ¢(t) on a manifold
@ is, by definition, a (smooth) function ¢(¢, A) such that ¢(t,0) = ¢(t) for all
t. The corresponding variation is defined by

~0q(t, \)
0N |,

dq(t)

Variations of curves ¢(t) belonging to Q(Q;qo) or Q(Q; qo, ¢1) satisfy the cor-
responding fixed endpoints conditions, namely, dq(tg) = 0 or dq(t;) = 0 for
1 =0, 1, respectively.

Let 7: V — @ be a vector bundle and let v(¢, \) be a deformation in V' of
a curve v(t) in V. If 7 (v(t, \)) = ¢(t) does not depend on A we will call v (¢, \)
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a V-fiber deformation of v(t), or simply, a fiber deformation of v(t). For
each t, the variation

Jv(t, \)

du(t) = E3
A=0

may be naturally identified with an element, also called dv(t), of 771 (¢(t)).
In this case, the curve dv in V is, by definition, a V-fiber variation of the
curve v, or, simply, a fiber variation of the curve v.

Horizontal and Vertical Variations. We now break up the variation of a
curve into horizontal and vertical parts. Thus, we consider a curve ¢ € Q(Q; qo)
(again, it is understood that the curves are defined on a fixed time interval
[to, t1]), where, as before, ) — (/G is a principal bundle with a connection
A.

A wertical variation iq of ¢ satisfies, by definition, the condition dq(t) =
Ver(dq(t)) for all ¢. Similarly, a horizontal variation satisfies 0q(t) =
Hor (6¢(t)) for all ¢.

Clearly, any variation dg can be uniquely decomposed as follows:

5q(t) = Hor(5q(t)) + Ver(3q(t))
for all ¢, where Ver(dq(t)) = A(q(t),0q(t))q(t) and where Hor(dq(t)) = dq(t) —
Ver(dq(t)).

The Structure of Vertical Variations. Given a curve ¢ € Q(Q;qo,q1), let
v = A(q,q) € g. Variations dq of ¢(¢) induce corresponding variations dv € g
in the obvious way:

OA(q(t, N),q(t, N))
O =0

ov =

Consider the decomposition ¢ = g,q, introduced in equation (2.2.2). A
vertical deformation q(t,\) can be written as q(t,\) = ¢,(t, \)gn(t). The
corresponding variation dq(t) = dg,(t)gn(t) is of course also vertical.

Now we introduce some important notation. Define the curve

n(t) = dg4(t)g(t) "

in g. The fixed endpoint condition gives n(t;) =0,7=1,2.
Notice that, by construction,

0q(t) = 694(t)gn(t) = n(t)gq(t)an(t) = n(t)q(t).
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Lemma 3.1.1 For any vertical variation 6q = nq of a curve q € QQ; qo, ¢1)
the corresponding variation dv of v = A(q, q) is given by dv = n + [n,v] with
n; = 0, 1= 0, 1.

Proof. We will give the proof in the case that GG is a matrix group. The
more general case can be treated using the appendix to Bloch, Krishnaprasad,
Marsden and Ratiu [1996].

By Lemma 2.2.1, we have v = g,g,". Then

6v = (699)9, " — 9a9y 0949, "

= (694)9, " — v
= (1194 + 19q)9, " — v
=n+[nv]. B

Note. In the variational approach to the Euler—Poincaré equations (see Mars-
den and Ratiu [1994], Chapter 13), there is a class of constrained variations
0 =1+ [£, n] introduced for computing the corresponding variational princi-
ple. The above construction of v, n is not computing the same objects. These
constrained variations are, instead, special instances of the construction of
covariant variations, to be introduced shortly in Definition 3.1.3. In the sec-
ond remark following Lemma 3.1.4, we shall explicitly remark on how the
constructions of variations for the Fuler-Poincaré equations and those for the
Lagrange-Poincaré case are related.

The Structure of Horizontal Variations. Now we calculate variations
dv corresponding to horizontal variations dg of a curve g € Q(Q; g0, ¢1)-

Lemma 3.1.2 Let g be a horizontal variation of a curve q € Q(Q;qo, q1)-
Then the corresponding variation dv of v = A(q, §) satisfies v = B(q)(dq, q).

Proof. Let ¢(t,\) be a horizontal deformation of ¢(t), that is, A — ¢(t, \) is
a horizontal curve for each ¢. Now we work locally in a local trivialization of
the bundle and write the connection A in the following way:

v==A(q,q) = (A(q),q) .

Then, we compute using the chain rule:

ov B Jdqg . d*q
- (DA@- 51 4) K (4@ 5%)

)
On the other hand, since A — ¢(t, A) is horizontal,

(4. 5) o,
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and so, by differentiating with respect to ¢,

0= <DA(q) -4, %> o + <A(Q)’ %>

Then we obtain, by subtraction,

A=0

5v = dA(q) <8q aq)

N ot

A=0

Since dq/0\ is horizontal, Cartan’s structure equation (2.2.1) implies

dq Oq

or, in other words, 0v = B(q)(dq,q). N

A=0

The Covariant Variation on the Adjoint Bundle. Any curve in @),
q € QQ; qo, q1) induces a curve in g in a natural way, namely,

9, v]a(t) = [g(t), v@)]q

where v(t) = A(q, ¢). Observe that, for each t, [¢,v](t) € @z@) (the fiber over
x(t)), where x(t) = m(q(t)) for all t. We want to study variations d[g, v]q
corresponding to vertical and also to horizontal variations dq of q.

While vertical variations dq give rise to vertical variations d[q, v]g, hori-
zontal variations dg need not give rise to horizontal variations d[q,v]e. The
deviation of any variation d[g,v]g from being horizontal is measured by the
covariant variation 6°[q, v]q(t), defined as follows

Definition 3.1.3 For any given deformation q(t,\) of q(t), the covariant
variation 6[q,v]q(t) is defined by

D [Q(ta )‘)7 U(ta )‘)]G

5. vlalt) = —E

A=0

Vertical Variations and the Adjoint Bundle. We first consider the case
of vertical variations.

Lemma 3.1.4 The covariant variation 64[q, v]g(t) corresponding to a vertical
variation 0q = nq 1s given by

5g, v]a(t) = ©t g vl



Proof. Let ¢(t,\) be a vertical deformation of ¢(t) with, as usual, d¢ =
0q/0AN|_o- As we saw before, ¢(t,\) = g,(t, \)gn(t) and dg, = ng,, where
n = 0gq9," = Alg,0q). If we let v = A(q,¢), by Lemma 3.1.1, we have
dv =1+ [n,v]. From this and Lemma 2.3.4, we obtain

g, v](t) = (g, —[A(g, dq), v] + dv],
= [Q> _[777 U] + 77 + [777 UHG
= [g,7c-

Again, by lemma 2.3.4, we have
Pltctlo _ 1y, —taGq.d). ol + il
= [Q> _[Ua 77] + 77](;
- [qv 7] + [777 U]]G .
Therefore,
o let) = 2EC g o). m
Remarks.

1. In view of lemma 2.3.5, we can write
[Q7 [U7 77]](; = [[qa U]Ga [qa 77]6'] .

2. Let us now show that the formula dv = 7+ [v, n] for the constrained vari-
ations for the Euler—Poincaré equations (see Marsden and Ratiu [1994]
and references therein) coincides with the construction of the covariant
variation given in Definition 3.1.3. Given a Lie group GG, we regard it as a
principal bundle over a point; that is, we take G = (). The identification
of g with T(Q/G) @ g in this case is given by v +— [e,v]g. Then this
equivalence defines dv = §“[e, v]¢ and then the preceding lemma shows
that 0v = 79 + [v, 5], which is the same type of variation one has for the
Euler—Poincaré equations.

The Reduced Curvature Form. In preparation for the consideration of
variations §4[g, v]g(t) corresponding to horizontal variations, we prove the
following result of independent interest.

Lemma 3.1.5 The curvature 2-form B = B4 of the connection A induces a
g-valued 2-form B = B4 on Q/G given by

B(x)(dx, &) = |g, B(q)(d¢, ¢l » (3.1.1)

where for each (x,%) and (z,0z) in T,(Q/G), (q,q) and (q,0q) are any ele-
ments of T,Q such that w(q) =z, T'n(q,q) = (v, %) and Tnw(q,0q) = (x,0x).
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Proof. We show that the right hand side does not depend on the choice of
(¢,¢) and (g, dq). For any g € G we have

l99, B(99)(994, 99)] & = 94, Ad, B(q)(dq, )]
= [¢,B(¢)(0¢,q)];. ®

Definition 3.1.6 The g-valued 2-form B on Q/G will be called the reduced
curvature form.

Horizontal Variations and the Adjoint Bundle. Now we are ready to
describe covariant variations 6[q, v]¢(t) corresponding to horizontal variations
0q.

Lemma 3.1.7 Variations 64[q,v]a(t) corresponding to horizontal variations
0q are given by

0%[q, v]a(t) = B(x)(0x, 7)(1),

where T (q,q) = (x, &), Tr(q,0q) = (x,0x), and v = A(q, ).

Proof. By lemma 2.3.4, we have 0[q, v]c(t) = [q, —[A(g, 0¢), v] + 0v],. Since
dq is horizontal, we have A(g,dq) = 0. Using this and lemmas 3.1.2 and 3.1.5,
we obtain 04[q, v]g(t) = B(z)(6x,2). N

3.2 The Euler-Lagrange and Euler-Poincaré Operators

The purpose of the next three sections is to carry out the reduction of the
Euler-Lagrange equations by means of reduction of Hamilton’s principle using
the geometric set up in the preceding section. We will begin in this section
with some geometric preliminaries and treat the standard case of the Euler-
Lagrange and the Euler-Poincaré equations.

Reduced Spaces of Curves. In what follows we shall often identify the
bundles TQ/G and T(Q/G) @ g, using the isomorphism a4 of lemma 2.4.2.
This leads to other natural identifications as well. For instance, the reduced set
of curves [Q2(Q; qo, ¢1)] is the set of curves [¢]c(t) = [¢(t)]¢ on Q/G such that
the curve ¢(t) belongs to Q(Q; qo, q1). This reduced set of curves is naturally
identified with the set of curves [¢(t), 4(t)]¢ in TQ/G such that q(t;) = ¢;, for
1= 0,1, and in turn, this is identified, via the map

Qaa) : Qs 90, ¢1)le — QL(T(Q/G) &),
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with the set of curves

Tr(q(t), (1)) ® [q(t), A(q(t), 4(1))]e,

for all ¢, in T(Q/G) @ g, such that ¢(t;) = ¢;, for i = 0,1, which we shall
therefore denote Q(aa) ([Q2Q; g0, ¢1)]a) -

The Reduced Lagrangian. Let L : T — R be an invariant Lagrangian,
that is, L (g(q,q)) = L(q,q) for all (¢,¢q) € TQ and all g € G. Because of
this invariance, we get a well defined reduced Lagrangian | : TQ/G — R
satisfying

As we will see in detail in this section, the evolution of the reduced sys-
tem will be a critical point, say a curve [¢]g in the reduced set of curves
[2Q; g0, ¢1)]a, of the reduced action

[ i)

to

for suitable types of variations.

However, variations of curves in the reduced family of curves are not of
the usual sort found in Hamilton’s principle, and so the equations of motion
in the bundle TQ/G cannot be written in a direct way.

In this section we use the description of vertical and horizontal variations
given in the preceding section to derive equations of motion in the bundle
T@(Q/G) @ 2g defined below. Equations corresponding to vertical varia-
tions will be called the wertical Lagrange-Poincaré equations, and equations
corresponding to horizontal variations will be called the horizontal Lagrange-
Poincaré equations.

Identification of Bundles. We shall allow a slight abuse of notation, namely
we will consider [ as a function defined on 7'(Q/G) & g or TQ)/G interchange-
ably, using the isomorphism a4. Also we shall often use a slight abuse of the
variable-notation for a function, namely we will write [(x,Z,v) to emphasize
the dependence of [ on (z, %) € T(Q/G) and v € g. However one should keep
in mind that z, £ and v cannot be considered as being independent variables
unless g and 7' (Q/G) are trivial bundles. Even in those cases in which g and
T(Q/G) are trivial, and therefore x, & and v can be considered as being in-
dependent variables in a natural way, it is sometimes convenient to proceed
using the general theory.
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The kth Order Tangent Bundle Now we shall recall the deﬁmtlon of
the kth-order tangent bundle 7' :THQ — Q. For § € Q, elements of T Q
are equivalence classes of curves in @, namely, two given curves ¢;(t),i = 1,2
such that ¢; (1) = ¢2(t2) = 7 are equivalent, by definition, if and only if in any
local chart we have q%l) (th) = qél) (ty), for 1 = 1,2,... , k, where ¢ denotes the
derivative of order [. The equivalence class of the curve ¢(t) at ¢ = q(t) will
be denoted [q ] . The projection

( :TWQ — Q s given by Té?) ([q]((jk)) =q.

It is well known that 7MW@ = T'Q and that, for [ < k, there is a well defined
fiber bundle structure

Tg’k) : T(k)Q — T(Z)Q, given by Tg k) ([q]fjk)) = [q]g).

It is also easy to see that for any map f : M — N we have a naturally
induced map
TWf TEM - TON  given by T®f ([q] @) =[foq®).

In particular, a group action p : G x Q — @ can be naturally lifted to a group
action

G xTHQ - T®Q  given by plF) ([Q](-k)> =[pyodly) .-

We will often denote pék) ([q]((jk)) = pk) (Q, ldls”) = glals
Let M x N be the cartesian product of the manifolds M and N. Then,
for any (m,n) € M x N there is a natural identification T((:l)ﬁ)((M x N) =
T M x TP N, which induces an identification TW (M x N) = T® M x TR N
The natural action of G on the fiber bundle 7™ Q gives to T™¥)Q a principal
bundle structure with structure group G. The quotient 7" Q/G can be easily
shown to be a fiber bundle over the base Q/G. The bundle T®(Q/G is the one

that interests us most in this paper, because the Lagrange-Poincaré operator
is a 1-form on T®Q/G, of a special kind. The class of the element [q]fjk) in

the quotient 7™ @ /G will be denoted [[q]((jk)]G, as usual. Since we have the

(%) (k)

projection 74 (Q) : Q@ — /G we obtain a bundle map
TWr6(Q) : TWQ — TW(Q/G).

Moreover, it can be easily shown that this bundle map induces a well defined
bundle map

(k)Q/G — T(k)(Q/G) given by [[q]gf)] o T(k)WG(Q) ([Q]t(ik)) :
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Let [z ](k) € T™® (Q/G) and also ¢ € Q such that m(g) = [q]¢ = T be given.
Let z(¢) be any curve belonging to the class of [z]%"). Then there is a unique
horizontal lift ) of (). We define the horizontal lift of [z %) at g by

[x]:(i()j = [1:}-‘} (k).

We must also remark that TG carries a natural Lie group structure.!
If [g](gk), and [h]ﬁ) are classes of curves g and h in G, we define the product
[g]ék) [h]%k) as being the class [gh](g]%) at the point gh of the curve gh. The Lie
algebra T,T®G of TG can be naturally identified, as a vector space, with
(k + 1)g, which, therefore, carries a unique Lie algebra structure such that
this identification becomes a Lie algebra isomorphism. There is also a natural
identification of T\"'G with kg.

Also for k = 1,2,..., T®Q is a prmm%)al bundle with structure group

¥)G in a natural way. More precisely, if [g]s” € T® G is the class of a curve
¢gin G and [q ] k) T(k)(Q) is the class ofacurve qin Q welet [g ]( 'lq ]( ) e Tf(f)Q
denote the class [gq] ") of the curve gq at the point gg. In partlcular if £ € kg
and [q ] ") € TWQ are given, there is a well defined element £[q ] c T®Q.

Connection-like Structures on Higher Order Tangent Bundles. For
q € QQ), we have the curve [¢(t),v(t)]¢ in g, where v(t) = A(q(t),q(t)).
Lemma 2.3.4 shows that the covariant derivative of [¢(t), v(t)]¢ is given by

%}W — [q(t), — [A(a(t), 4(8)) , 0(1)] + 0()]

= [g(1),0®)]¢ -

The second covariant derivative of [¢(t), v(t)]q, again by Lemma 2.3.4, is given
by

DQ[q(;);:(t)]G = [q(t), — [v(t), o()] + (1)

More generally, for each & = 1,2,..., we can find, by induction, a curve
v(t) in g, having an expression that involves v(¢) and the derivatives v (t),
[=1,2,...,k—1, such that

Dk- [lq)(;),f(t)]G = [q(t), vr(t)]; -

1Recall that TG = TG is the semidirect product G © g and its Lie algebra is 2g which
as a vector space is g @ g and it carries the Lie algebra structure of the semidirect product
g(®© g where the second factor is regarded as the reprebentatlon space of the adjoint action.
We will not need, or study, the Lie group structure of T*)G in this paper, although this
would be interesting to do.
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More precisely, we have
vi=v and vy = —[v, vk] + U,
for k=1,2,.... In particular, we obtain

vo(t) = 0(t), ws(t) = —[v(t), 0(t)] + v(¢t),

etc. In addition, we shall write, by definition, vy(¢f) = 0. Using the fact that
v(t) = A(q(t),q(t)), we can also find expressions for vg(t) in coordinates in
terms of ¢)(¢), 1 = 1,2,... , k. We state the following lemma, which is readily
proved.

Lemma 3.2.1 Let q(t) be a given curve in Q such that q(t) = q. For each
k=1,2,... the formula

Ay ([a)?) = vi(d)

gives a well defined map Ay, : T®Q — g. Therefore there is also a well defined
map Ay, : T®Q — kg, given, for each k =1,2,..., by

A ([Q]fjk)> = @0,

where we have written kg to stand for the vector space direct sum ®F g of k
copies of g.

Let g € G and [q]fjk) € Tq(k)Q be given. Then we can easily prove that

A (glali”) = Ady Ax ([alf")
using induction, the definition of Ay, and taking into account the formulas

, d
Adg V. — % Adg Vi
and Adg[v, vy] = [Adg v, Adg vg] . According to Lemma 2.2.1, for any curve g(t)

in @ such that ¢(f) = g we have
Alq,q) = gqg(;l-

Using this and the inductive definition of v, one can inductively find an
expression for vy (f) in terms of g(gl)(f), for I = 1,2,.... For instance, for
the case of matrix groups, we can see directly that vi(t) = v(f) = g,(1),
va(t) = G () — g4(t)?, ete. Tt is not difficult to see that the expression of
k)

(

or(f) is the sum of ¢{” (£) plus terms involving only the lower order derivatives
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gél) (t),1=1,2,... ,k—1. Using this one can easily see that, given any element

€ = (&,...&) belonging to kg and any element ¢ € ) one can find a unique
(k)

[q]fjk) of the form [gg];’ where g(t) is a curve in G such that

g(t)=e and A ([q]((jk)) =¢.

In fact, since we obviously have g,(t) = g¢(¢) it is enough to find ¢(¢) such
that the derivatives g (f), [ = 1,2, ... , k satisfy the appropriate conditions as
explained above. We shall call this unique element £q, as before, and the set
of all such elements will be called kgg. Moreover, it is not difficult to see that
the restriction A, : kgg — kg is a diffeomorphism, and therefore it naturally
defines a unique vector space structure on kgqg such that the restriction of Ay
becomes a linear isomorphism. By construction we see that there is a natural
identification between kgq and T, q(k)(Gg). Note that we have Ax(£q) = £ for all
¢ € kg, analogous to what one has for connections.

Let us define, for each £k = 1,2,..., the vector bundle kg as being the
Whitney sum of k copies of g. Define a map

TMQ — kg by [q)y) — [g’ A <[q]‘(?k))]g’

where the last term is defined by

74 (10”)] = ek |74 (0f)]

The definitions show that, given any curve ¢(¢) in @ such that ¢(t) = g, we
have, at t = t,

@A (1a)] = é D(l)[qu(,l)v(t)]G

We have essentially proven the following lemma, which generalizes Lemma
2.4.2

Lemma 3.2.2 The map
aa, : TWQ/G — TW(Q/G) x g6 kg
defined by
au, ([[a"] ) = 797a(@) (10”) xose |74 ([a”)]

1s a well defined bundle isomorphism. The inverse of cy is given by

042,1 (['T]:(Ek) XQ/G 7, f]G) = f[x]gf%ﬂh
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Remark. As we have said earlier, the bundles T Q, for k = 1,2 are the
only ones that interest us in this paper. The cases k = 2,3,... are needed,
for instance, to deal with higher order Lagrangians L : T®)@Q — R. Then the
Euler-Lagrange operator will be a 1-form ££(L) of a special kind on T*+1 Q).
There are also several interesting structures in the bundles 7" (Q which we
will not study in the present paper.

The Euler-Lagrange Operator. Next we shall introduce some more nota-
tion and recall some basic results concerning Euler-Lagrange operators. The
fundamental connection between the variational and differential-equation de-
scription of the evolution of a given system is given by the following well known
result.

Theorem 3.2.3 (Euler-Lagrange) Let L : TQ — R be a given Lagrangian
on a manifold ) and let

t1
S = [ Lg.d)d
to
be the action of L defined on QQ;qo,q1). Let q(t,\) be a deformation of a
curve q(t) in Q(Q; qo, q1) and let §q(t) be the corresponding variation. Then,
by definition, 6q(t;) =0 fori=20,1.
There is a unique bundle map

EL(L):TYQ — T*Q
such that, for any deformation q(t, \), keeping the endpoints fized, we have

as(L)(a)-a= [ " eL(L) s i) - b0,

where, as usual,

AS()(a) b0 = ZxS(L) (a0 V)|
with
s = 202

The 1-form valued map EL(L) is called the Euler-Lagrange operator.
In local coordinates £L(L) has the following well known expression:

o g oL , . d oL, . .
EL(L)i(q,4,G) dg" = (aqi (¢,9) — %a_qi(q’ Q)) dq’

in which it is understood that one regards the second term on the right hand
side as a function on the second order tangent bundle by formally applying the
chain rule and then replacing everywhere dq/dt by ¢ and dg/dt by §. The Euler-

Lagrange equations can of course be written simply as E£(L)(q, ¢, G) = 0.
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The Euler-Poincaré Operator. Analogous to the Euler-Lagrange oper-
ator, the Euler-Poincaré theorem (Marsden and Scheurle [1993b] and Bloch,
Krishnaprasad, Marsden, and Ratiu [1996]; see also Marsden and Ratiu [1994],
section 13.5) induces an operator, called the Fuler-Poincaré operator. It
is defined, as before, by the variational principle.

Theorem 3.2.4 (Euler-Poincaré) Let G be a Lie group, L : TG — R a left
G-invariant Lagrangian,

S = [ tgp)a

to

the action functional of L defined on QG;go,91), | = Ll|g the reduced
Lagrangian, and

Sroa(l) (1) = /t )t

the reduced action functional defined on Q(g). Let g(t, \) be a deformation
of a curve g(t) in QG; go, g1), keeping the endpoints fixed, and let dg(t) be the
corresponding variation; thus, by definition, dg(t;) = 0, for i = 0,1. Let

o(t) = g(t)7'9(t) € g.
The following are equivalent:

a the curve g(t) satisfies the Euler-Lagrange equations EL(L)(g,g,§) = 0
on G;

b the curve g(t) is a critical point of the action functional S(L) for vari-
ations 6g vanishing at the endpoints;

c the curve v(t) solves the Euler-Poincaré equations
d ol 7 ol
—— =ad, —.
dt Qv Y v
d the curve v(t) is a critical point of the reduced action functional
t1
&alle) = [ ottt
to

for variations of the form
v =mn+[v,n), (3.2.1)

where n(t) € g is an arbitrary curve that vanishes at the endpoints.
These variations 0v are exactly the variations induced by left translation
of arbitrary deformations g(t,\) of the curve g(t) = g(t,\) such that
dg(t;) =0, fori=0,1.
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In addition, there is a unique bundle map
EP():29 —¢"

where 2g := g @ @, according with the definition introduced in the statement
of lemma 3.2.1, such that, for any deformation v(t,\) = g(t,\)"'g(t,\) € g
induced on g by a deformation g(t,\) € G of g(t) € QG; go, g1) keeping the
endpoints fized, and thus 6g(t;) =0, for i = 0,1, we have

A6, ea(l) (v) - Gv = / " P (v,0) i,

to

where, as usual,

dgred(l)(v) v = _Gred(l) (U(t, )‘))

and 0v(t) = Ouv(t, A) /0t[x=0 = 7(t) + [v(t), n(t)].
The map EP(1) is called the Euler-Poincaré operator and its expression
s given by
. L0l d ol
579([)(1),1}) = adv % — a@
where, as before, it is to be understood that the time derivative on the second
term is performed formally using the chain rule and that the expression dv/dt
15 replaced throughout by v.

The Euler-Poincaré equations can be written simply as EP(I)(v,v) = 0.
Formula (3.2.1) represents the most general variation év of v induced by an
arbitrary variation dg via left translation. The precise relationship is n = g~ 1dg
and so the condition dg = 0 at the endpoints is equivalent to the condition
17 = 0 at the endpoints.

3.3 The Lagrange-Poincaré Operator

In this section we introduce the Lagrange-Poincaré operator using the same
type of technique of reduction of variational principles that was used in the
preceding section to define the Euler-Lagrange and the Euler-Poincaré opera-
tors.

Reducing the Euler-Lagrange Operator. The map ££(L) : T®Q —
T*@Q, being G invariant, induces a quotient map

EL(D)e: TPQ/G — T"Q/G,
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which depends only on the reduced Lagrangian [ : TQ/G — R; that is, we can
identify [EL(L)]e with an operator EL£(I). This is called the reduced Euler-
Lagrange operator and it does not depend on any extra structure on the
principal bundle ). However, to write the explicit expressions, which are also
physically meaningful, we use the additional structure of a principal connection
A on the principal bundle @ — @Q/G to identify the quotient bundle

TPQ/G  with TH(Q/G) ® 2§
and
T*Q/G with T*(Q/G) & g*

using the bundle isomorphisms a4, from Lemma 3.2.2 and a4 from Lemma
2.4.2, and also a connection V on /G to concretely realize the reduced Euler-
Lagrange operator; this will naturally lead us to the Lagrange-Poincaré oper-
ator.

The Geometry of Reduced Variations. A general variation 09(t) of a
given curve o(t) in g is constructed as follows: choose a family of curves (¢, s
in g such that o(¢,0) = v(¢) and define

00(t, s)
0s

0o(t) =

s=0

This do(t) is, for each ¢, an element of T'g. However, it turns out that we will
not need these kinds of general variations dv subsequently. Instead, we are
interested in the special kind of deformations v(t, s) of the curve v(¢) in which
the projection 7g (0(t, s)) = x(t, s) does not depend on s, that is, deformations
that take place only in the fiber of g over x(t) = 7 (0(t)); thus, for each fixed
t, the curve s — o(t, s) is a curve in the fiber over z(t). Then, since g is a vector
bundle, the variation 6o(t) induced by such a deformation #(t, s), is naturally
identified with a curve, also called §o(t), in g, a g-fiber variation, according
to the notation introduced in the paragraph Deformation of Curves of §3.1.
We remark that, in the rest of this paper, év will always mean a g-variation,
unless explicitly stated otherwise. Also, the meaning of §v as an element of
T'g will never be used without an explicit previous warning.

Examples of g-fiber variations v are, for instance, the covariant varia-
tions 040 considered in Definition 3.1.3, but, of course, there are more gen-
eral variations of this type. We have already encountered an easy example
of such variations when reviewing the the Euler-Poincaré equations. In that
case, Q = G, the connection A : TG — g is given by right translation, and
54v(t) = n(t) + [v(t),n(t)], for n(t) a curve in g vanishing at the endpoints.
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Of course, in the Euler-Poincaré case, it is obviously true that any defor-
mation of a curve v(t) is a deformation along the fiber, because the base of g
is a point. However, as we have seen in the Euler-Poincaré Theorem 3.2.4, it
is mot true that any curve in g is induced by a variation dg that vanishes at
the endpoints; the latter are only the curves of the type 7(t) + [v(t), n(t)], for
n(t) an arbitrary curve in g vanishing at the endpoints.

In the study of the Lagrange-Poincaré operator and Lagrange-Poincaré
equation we will use variations of curves in /G @ g. (As explained in para-
graph Bundles of §2.1, the first summand means the vector bundle over Q/G
with zero dimensional fiber). For a given curve z(t) @ v(t) in Q/G @ g, and a
given arbitrary deformation z (¢, \) ®v(t, ), with z(¢,0) ©ov(t,0) = z(t) D v(t),
of it, the corresponding covariant variation dxz(t) @ 69(t) is, by definition,

_ 0x(t, s)
G

Du(t, s)

Sz (t) @ 040 (t) D

s=0 s=0

It is clear that §4% is a g-fiber variation of #. The most important example of
covariant variation x(t) @ d4(¢) is the one to be described next. Let q(t, s)
be a deformation of a curve ¢(t) = ¢(¢,0) in Q. This induces a deformation
x(t, s)®v(t, s) of the curve x(t)®v(t) by taking z(, s) = [¢(t, s)]¢ and v(t, s) =
lq(t,s), A(q(t, s),q(t, s))]a, where (¢, s) represents the derivative with respect
to t. Using Lemma 2.3.4 and Definition 3.1.3, it follows that the covariant
variation corresponding to this deformation of z(t) @ v(t) is dx(t) ® §4v(t),
where

5A17(t) — D[Q(t)> n(t)]G

Dt +[a(t), [Alg(t), 4(), n(D)]]e + B (t), (t)),

is an element of g for each ¢, with 7(¢) € g an arbitrary curve vanishing at the
endpoints. This is a special kind of covariant variation. It is precisely to these
kinds of variations that we will apply the usual techniques of the calculus of
variations in the next theorems to derive the Lagrange-Poincaré operator and
equation. The previous formula may be rewritten as follows, which emphasizes
the similarity with the Euler-Poincaré case,
A Dn N - = .

§40(t) = T(0) + [0(0), ()] + BlGa(r), (1)),

where 77 = [q(t),n(t)]c-

The Lagrange-Poincaré Operator. We are now ready to state a theorem
that introduces the Lagrange-Poincaré operator. Its proof will be contained
in the proof of Theorem 3.3.4.
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Theorem 3.3.1 Let L :T(Q) — R be an invariant Lagrangian on the principal
bundle Q) as before. Choose a principal connection A on Q) and identify the
bundles TQ/G and T(Q/G)® g using the isomorphism aq and also the bundles
TAQ/G and T?(Q/G) @ 2§ using the isomorphism a,, as before. Thus an
element [q,qlc of TQ/G can be written, equivalently, as an element (z,,v)
of T(Q/G) @ g. Letl: T(Q/G) ®g — R be the reduced Lagrangian. Then

there is a unique bundle map
LP(): TP(Q/G) & 28 — T*(Q/G) & §"

such that for any curve q € Q(Q;qo,q1) and any variation 6q of q vanishing
at the endpoints, the corresponding reduced curve [q,{|lq = (x,%,0), where
v =[q,A(q,4)]g, and covariant variation dx & 540, where

_ Dn

A
3 o(t) = Dt

(8) + [0(t), 7(1)] + B(dx(t), (1)),
with 7(t) = lq(t),n(t)]c and
dx(t) = Tm(dq(t)),
satisfy
EL(L)(q(t),4(t), (1)) - 6q(t) = LP(I)(x(t), 2 (t),0(t)) - (92(t) & 7(t)).

Notice that, after all the identifications described at the beginning of the
present paragraph, the operator LP(l) coincides with the operator [EL(L)]¢.

Definition 3.3.2 The 1-form valued bundle map
LP(1): TPQ/G) & 2§ — T*(Q/G) & §*

defined in the preceding theorem will be called the Lagrange-Poincaré oper-
ator. The decomposition of the range space for LP(l) as a direct sum naturally
imduces a decomposition of the Lagrange-Poincaré operator

LP(l) = Hor(LP)(l) & Ver(LP)(1)

which define the horizontal Lagrange-Poincaré operator and the verti-
cal Lagrange-Poincaré operator.

The Lagrange-Poincaré equations are, by definition, the equations
LP(l) = 0. The horizontal Lagrange-Poincaré equation and vertical
Lagrange-Poincaré equation are, respectively, the equations Hor(LP)(1) =
0 and Ver(LP)(l) = 0.
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In the following paragraph we introduce some additional structure, namely,
an arbitrary connection V on the manifold ¢)/G. This will also help us write
explicit expressions of Hor(LP)(l) and Ver(LP)(1).

The problem of computing the Lagrange-Poincaré equations can be done
using any connection, as we remarked earlier and, in addition, the problem
can be localized to any local trivialization of the bundle @ — @Q/G. Because
of this, one may choose the vector space or trivial connection associated with
such a local trivialization of the bundle. Of course we are not assuming that
the bundle has a global flat connection.

Explicit formulas for Hor(LP)(l) and Ver(LP)(l) in coordinates using any
connection can be calculated from what we have developed and are given in
84.2. Doing so, one arrives at the coordinate formulas given in Marsden and
Scheurle [1993b]. We also mention that it is possible to derive these equations
from Cendra, Ibort and Marsden [1987] in a straightforward way.

Reduced Covariant Derivatives. The question of calculating formulas for
Hor(LP)(l) and Ver(LP)(l) rests on giving meaning to the partial derivatives

o ol and ol

—, — and —.

ox’ Oz v
Since g and T'(Q)/G) are vector bundles, we may interpret the last two deriva-
tives in a standard (fiber derivative) way as being elements of the dual bundles
T*(Q/G) and g*, for each choice of (x,%,0) in T(Q/G) @ g. In other words,

for given (zg, g, Ug) and (xg, ', ") we define

ol . d . _

%(xo,xo,vo) cxl = - Szol(xo,xo + s2’,7g)
and

ol . d . _

%(xo,xo,vo) 0= Szol(l’o,xo,vo + sv').

To define the derivative dl/0x, one uses the chosen connection V on the
manifold Q/G, as we will explain next. Let (zg,%o,0) be a given element
of T(Q/G) @ g. For any given curve z(s) on Q/G, let (z(s),v(s)) be the
horizontal lift of z(s) with respect to the connection V4 on g (see (2.3.1))
such that (z(0),0(0)) = (xo,vp) and let (z(s),u(s)) be the horizontal lift of
x(s) with respect to the connection V such that (x(0), u(0)) = (xg, 4o). (Notice
that in general, (x(s), u(s)) is not the tangent vector (z(s),z(s)) to z(s).)

Thus, (z(s),u(s),v(s)) is a horizontal curve with respect to the connection
C' = V @ VA naturally defined on T(Q/G) & § in terms of the connection V
on T(Q/G) and the connection V4 on g.
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Definition 3.3.3 The covariant derivative of | with respect to x at (o, g, Uo)
in the direction of (x(0),%(0)) is defined by

oL, , d _
5y (20, %0, 7o) (2(0), 2(0)) = — S [((s), u(s), v(s)) -

=0
We shall often write

ol al
or ~ Ox’
whenever there is no danger of confusion.

The covariant derivative on a given vector bundle, for instance g, induces
a corresponding covariant derivative on the dual bundle, in our case g*. More
precisely, let a(t) be a curve in g*. We define the covariant derivative of a(t)
in such a way that for any curve ©(t) on g such that both «(¢) and #(t) project
on the same curve z(t) on Q/G, we have

% (a(t), (1)) = <D%§t),@(t)> 4 <a(t), Dg—f)> .

Likewise we can define the covariant derivative in the vector bundle 7*(Q/G).
Then we obtain a covariant derivative on the vector bundle 7%(Q/G) & g*.
It is in the sense of this definition that terms like

D 0l

Dt oz
in the second equation (which defines the horizontal Lagrange-Poincaré oper-
ator) and

D ol

Dt 0v
in the first equation (which defines the vertical Lagrange-Poincaré equation)
of the following theorem should be interpreted. In this case D/Dt means the

covariant derivative in the bundle 7%(Q)/G). In the first equation D/Dt is the
covariant derivative in the bundle g*.

Reduced Variational Principles and The Lagrange-Poincaré Equa-
tions. The main result in this section is the following theorem. Its proof
also contains the proof of the preceding theorem.

Theorem 3.3.4 Under the hypothesis of Theorem 3.3.1 we have the following:
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The vertical Lagrange-Poincaré operator is given by

D ol

Ver(LP)(1) -7 = <‘Es%(‘”’ &,7) + ad: @(x,a‘:,@)) 7

v Ov
or simply,
D 0l L L, Ol .
Ver(LP)(l) = <—E%(as, t,v) + ad; %(1’, T, v))

and the horizontal Lagrange-Poincaré operator is given by

Hor(LP)(l) - dz = <%(x, T,0) — %%(% a'c,@)) ox — %(x, i@,7)B(z)(&, 6z).

or simply,

l D 0l [ ~
Hor(LP)(l) = (%(m,:)&,v) — E%(m,:ﬁ:,v)) — %(m,a’:,v)B(m)(a’:, ).
Proof. In order to compute the vertical and horizontal Lagrange-Poincaré
operator, it suffices to consider variations 64 of a curve x(t) ®v(¢) correspond-
ing to vertical and horizontal variations dq of a curve ¢ € Q(Q, qo,q1). The
computations below will show that these variations suffice to give us the varia-
tional principle in the directions of the two summands in dz®7 € T(Q/G) D g.

First, consider variations §4v of a curve z(t)®v(t) corresponding to vertical
variations dq of a curve q. We have
f Bool
0=35 / (o 0)dt = [ 2h(e &, 0)5%0dt.
to o Ov
According to lemma 3.1.4 with v = [¢,v]g we obtain, for all curves n(t) € g
such that n(t;) =0 fori = 1,2

o =[5 2  g fonll a

" D 0l .ol
B /to <_E%+adv%a[q,n]c>dt.

Arbitrariness of 1 then yields arbitrariness of 77 = [¢, n]¢ and we obtain

D 0l

Now consider variations dz @ 049 corresponding to horizontal variations dgq.
Then we have, for all dz with dz(t;) =0, for i = 0,1

h . b ol al .. 0l
(5/t0 l(x,x,v)dt—/to <%5:E+%(53:+%5 v) dt.
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Integration by parts and lemma 3.1.7 with v = [¢, v]g gives

ho hr/al D ol . a
(5/t0 l(x,x,v)dt—/to {(%—E%) (x,x,v)éx—%(x,x,v)B(x)(x,éx) dt.

We need to justify the integration by parts of the term

ol
—01.
03"
This is done by showing that
) D ox Doz
0= —— = ——,
DXot  DtoA

which can be done, for example, by using Gaussian coordinates relative to the
connection V at each point z(¢). Arbitrariness of dz then yields

[ D 0l l .
Hor(LP)(I)(x, &,v) = %(x,jc,@) — E%(x,jc,@) — %(.ﬁf,i‘,fl—))iiB(I). [ |

3.4 The Reduced Variational Principle

Now we turn to the reduction of the variational principle. As we stated at the
beginning of this section, Hamilton’s principle for a G-invariant L is equivalent
to a reduced variational principle for [ with respect to a reduced set of curves
[2(Q; qo, ¢1)]c- Translated to the concrete realizations of our reduced bundles
using the map a4, this reads as follows:

The following conditions are equivalent:

(i) Hamilton’s principle holds: The curve ¢(t) is a critical point of the action

functional
t1
| taaa

to

on Q(Q; qo, q1)

(ii) The reduced variational principle holds: The curve (z(t),u(t)) is a
critical point of the action functional

/ L @(t), @8, 5(8)) dt

to
on the reduced family of curves Q (a4 ([Q(Q; 0, ¢1)]c))-

Now comes a main theorem which summarizes what we have done so far.
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Theorem 3.4.1 The following conditions are equivalent:

(i)

Hamilton’s principle holds: The curve q(t) is a critical point of the action

functional
t1
| taia

to
on Q(Qa qo, Q1)7 that iS,

t1
5 / L(q. d)dt = 0

to

for arbitrary variations 6q of the curve q such that 6q(t;) = 0, fori =0, 1.

The reduced variational principle holds: The curve x(t) ® (t) is a
critical point of the action functional

/1uam¢@¢@»ﬁ

to

on the reduced family of curves a, ([QUQ; g0, ¢1)]c), that is,

5/wuam¢@w@»ﬁza

to

for variations 6x © 60 of the curve z(t) ® v(t), where 640 has the form

Dn 3
645 = 5]+ [0.7] + B(ox, )

with the boundary conditions dz(t;) = 0 and 7(t;) = 0, fori = 0,1. If

v = [q,v]g with v = A(q,q) then 7 can be always written 7 = [q,n|q,

and the condition 7(t;) = 0 for i = 0,1 is equivalent to the condition

n(t;) =0 fori=0,1.

Also, if x(t) = [gl¢ and v = [q,v], where v = A(q,q), then variations
dx @ 840 such that
D
A- 0 _
00 = Tt + [v, 7]
Dlg,n]c

= " Dp; + g, [v,nlle

with 7(t;) = 0 (or, equivalently, n(t;) = 0) fori = 0,1 correspond exactly
to vertical variations 6q of the curve q such that dq(t;) =0 fori=20,1,
while variations dx ® 64 such that

6% = B(0x, i)

with dz(t;) = 0 for 1 = 0,1, correspond exactly to horizontal variations
dq of the curve q such that dq(t;) = 0.
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(iii) The following vertical Lagrange-Poincaré equations, correspond-
ing to vertical variations, hold:

D ol ol
E%(xa jja ’D) = ad; %(l’, jja ’D)
and the horizontal Lagrange-Poincaré equations, corresponding to
horizontal variations, hold:
ol D ol ol ~

Remarks.

1. The operators EL(1), Hor(LP)(l) and Ver(LP)(l) depend on the (princi-
pal) connection A on the principal bundle @ but not on the connection V
on Q/G. It is only the explicit expressions of Hor(LP)(l) and Ver(LP)(I)
that appear in Theorem 3.3.4 that depend on V. As we have remarked
previously, in local coordinates it is often convenient to choose V to be
simply the usual Euclidean, or vector space connection.

2. Important particular cases of Theorems 3.3.1 and 3.3.4 occur when G =
@ and also when G = {e}. If G = @ then the operator Hor(LP)(l) is 0
and Ver(LP)(1) is the Euler-Poincaré operator, as we saw before. Thus,
in a sense, the vertical Lagrange—Poincaré operator in the bundle g is a
covariant version of the usual Euler—Poincaré operator on a Lie algebra.
If G ={e} then Ver(LP)(l) is 0, L = [ and Hor(LP)(l) = EL(L) is the
usual Euler-Lagrange operator.

4 Wong’s Equations and Coordinate Formulas

To illustrate the Lagrange-Poincaré theory that we have developed, we first
consider an interesting example, that of Wong’s equations. Secondly, in this
section we give coordinate formulas for the Lagrange-Poincaré equations. Wong’s
equations are first done intrinsically and then are used to illustrate the coor-
dinate formulas.

4.1 Wong’s Equations

The Context of Wong’s Equations. Wong’s equations arise in at least
two different interesting contexts. The first of these, in the the work of Wong
[1970], Sternberg [1977], Weinstein [1978] and Montgomery [1984], concerns
the dynamics of a colored particle in a Yang-Mills field. The second context is
that of the falling cat theorem of Montgomery [1990, 1993]. For a direct proof
of the falling cat theorem using the ideas of Lagrangian reduction, see Koon
and Marsden [1997a] and Cendra, Holm, Marsden and Ratiu [1998].
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The Abstract Setting. Let (X, g) be a given Riemannian manifold and let
V be the corresponding Levi-Civita connection. Let G be a compact group
with a bi-invariant Riemannian metric k. Let 7 : () — X be a principal bundle
with structure group G acting on the left, let A be a principal connection on
@ and let B be the curvature of A. Now define the Lagrangian L : Q) — R
by

L(a,) = 5 (Al0,0), Al @) + 59 (r(0)) (Tm(q.6), Tr(0,)).

This Lagrangian is G-invariant and our object is to carry out the construc-
tions for Lagrangian reduction as described in the preceding sections to this
situation.

We note that in the special case of G = S*, this Lagrangian is the Kaluza-
Klein Lagrangian for the motion of a particle in a magnetic field. In this
case, the constructions are done directly in Marsden and Ratiu [1994]. More
generally, this Lagrangian is the Kaluza-Klein Lagrangian for particles in a
Yang-Mills field A.

Construction of the Reduced Bundle. An element of g has the form
v = [q,v]¢ where ¢ € @ and v € g. Since & is bi-invariant, its restriction to g
is Ad-invariant, and so we can define the fiber metric k£ on g by

k(lg,ula, g, v]q) = K(u,v).

The reduced bundle is T(Q/G) & § = TX & g and a typical element of it is
denoted (z,#,v). The reduced Lagrangian is given by
1

(3, 7) — %k(@, D)+ 59(2) . ).

Calculation of the Reduced Equations. Now we will write the vertical
and horizontal Lagrange-Poincaré equations. We start by writing the vertical
Lagrange-Poincaré equation from Theorem 3.3.1 as follows:

D 0l ol
L i (.20 0= 4.1.1
(= pr g 0) + e (o 0)) - =0 (a11)
for all 7 € g. We first note that
l
%(m,:)’:,v) = k(v,-)

and hence
4 g 0) ) 1= K @, [0 = 0
az’)a@ .’L',.Z',U 77_ Ua 1}777 - Y
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since k and hence k are bi-invariant. Thus, the vertical Lagrange-Poincaré
equation is
D
Htk(/l), ) = 0,
which is one of Wong’s equations, namely the charge equation. We will see
this explicitly in coordinates later.
From Theorem 3.4.1, the horizontal Lagrange-Poincaré equation is

a ., . Do, . _ o, . . 4
%(x,x,v) — E%(as,x,v) = <%(x,x,v),1¢3(x)> )

Perhaps the easiest way to work out this expression is to do so in a local trivi-
alization of the principal bundle, which induces a trivialization of g. In such a
local trivialization, the metric & is independent of the base point x and so the
left side of the preceding equation, and making use of the vertical equation,
becomes the usual Euler-Lagrange expression. Note that this expression is
independent of which affine connection is used on X. It is well known that
the Euler-Lagrange expression for the kinetic energy on X gives the covari-
ant acceleration V;& using the Levi-Civita connection for the metric on X.
Therefore, the horizontal Lagrange-Poincaré equation becomes

(Vi) = —k (@, B(x) (4, -)) ,

which is the second Wong equation.

4.2 The Local Vertical and Horizontal Equations

In this section we shall derive local forms, that is for a local trivialization of
a principal bundle, of both the vertical and the horizontal Lagrange-Poincaré
operator. The expressions that we obtain coincide with or can be easily derived
from the ones obtained in Cendra and Marsden [1987], Cendra, Marsden and
Ibort [1987] and Marsden and Scheurle [1993b], with some changes in the
notation. We start with the covariant formulas for the vertical and horizontal
Lagrange-Poincaré operators described in the previous theorems and the local
expressions are then easily derived.

The Local Vertical Lagrange-Poincaré Equation. We shall now derive
local coordinate expressions for the vertical Lagrange—Poincaré equations.
Suppose that @ has dimension n, so that @) /G has dimension r = n—dim G.
We choose a local trivialization of the principal bundle @ — Q/G to be X x G,
where X is an open set in R". Thus, we consider the trivial principal bundle
m: X X G — X with structure group G acting only on the second factor by
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left multiplication. Let e be the neutral element of G, and let A be a given
principal connection on the bundle Q — @ /G, or, in local representation, on
the bundle X x G — X. We shall also assume that there are local coordinates
x* a=1,...,rin X and that we choose the standard flat connection on X.
Then, at any tangent vector (z,g,&, §) € Tisq) (X x G) we have

Az, 9,%,9) = Ady (Ae(z) - &+ v)

where A, is the g-valued 1-form on X defined by A.(x) - & = A(x,e,2,0) and
v = g~'g. The vector bundle isomorphism o, in this case becomes

an([z, 9,2, 9la) = (2,2) T

where v = (z, Ac(x) - & +v). We will often write (x, &, v) instead of (z,2) ® 7,
and sometimes, simply v = A.(z) - & + v, for simplicity. Let us choose maps

e: X —g

where b = 1, ...,dim(G), such that, for each x € X, {e;(z) | b=1,...,dim(G)}
is a basis of g. For each b = 1, ..,dim(G), let €,(z) be the section of g given by
ey(z) = [r,e,ey(z)|c = (z,ep(x)). Let us call p = p(x, &, v) the vertical body
momentum of the reduced system, that is, by definition,
(2,8,5) = 2 (2,3, 7) (12.1)
x,&,0) = —(x,2,0). 2.
p ) Y 81_) Y Y
We denote the components of p by p, = p(€,) = (p,€,). We want to find an
equation for the evolution of p,. We have

d d

pr = % (p, eb>

D D
={( —p,ée —€ ). 4.2.2
<Dtp7 eb> + <p7 Dteb> ( )

Using the vertical Lagrange-Poincaré equation we obtain, immediately,

<%P, eb> = (p, [V, &))
= (P [Ac(z) - & + v, @) . (4.2.3)

Lemma 2.3.4 gives the general formula for calculating the covariant derivative
of a given curve [q(t),£(t)]g in g,

Dlg(t),£(t)]c

L& (), —a 0. a0) @1 +é0] . @2

G
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We are going to apply this formula for the case of the curve

& (¢(1)) = (1), e, e (x(1))lg = (2(1), € (2(1)))

in g. Note that the tangent vector to the curve ¢(t) = (z(¢), e) is (¢(t),4(t)) =
(x(t),e,x(t),0), and therefore A (q(t),q(t)) = Ae(x(t)) - 2. Using equation
(4.2.4) we obtain

_éb - [:Eu e, _[Ae(x) . jf, eb] + éb]G
= (Iv _[Ae('r) - T, eb] + éb) . (4.2.5)
Using equations (4.2.2), (4.2.3) and (4.2.5) we obtain the equation

dp
dt
Using this equation we can easily find an expression in coordinates for the
vertical Lagrange-Poincaré equation. Let us choose the functions e,(x) to be

constant functions, therefore, we have €, = 0 and the equation for the evolution
of p, becomes

= (p, [v, &) + &) (4.2.6)

d;
=2 = (p.[v,e1]). (4.2.7)
Recall that v — A(x) - & = v, and thus the equation (4.2.7) becomes
d .
=2 = (p,[5— Al) - &, ) (4.2.8)

Let Cf, be the structure constants of the Lie algebra g. For the given local
coordinates z® in X let A%(x) be the coefficients of A, that is, by definition,
(Ae(x) - 7)%e, = A%(x)2“e,. Then equation (4.2.8) becomes the “Poincaré
part’ of the Lagrange-Poincaré equations:

oy

dt
This equation coincides with equation (5.3.3) of Bloch, Krishnaprasad, Mars-
den and Murray [1996] and equation (3.2) in Koon and Marsden [1997a]. It
also agrees, up to some sign problems, with that in Marsden and Scheurle
[1993b] and is also implicit in Cendra, Ibort and Marsden [1987].

Equation (4.2.9) reduce to the Euler-Poincaré equations in the case that
the base is a point. If we think of the variables evolving as (x,,v), and,
thinking of py as a function of these variables using the definition of py, we can
write the equation as

Da (Cgb’d - CgbAiaba) : (4.2.9)

dpy(z, T, )

y7 = po(z, &, 0) (C40 — CAL(2)i*) . (4.2.10)
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Notice that using the variable v, which is obtained by v = A(x) - & + v, we can
write the equation as

dpy(z, &, A(x) - & + v)
dt
Observe that one can calculate py, in equation (4.2.1) by taking the derivative
of | with respect to either o or v°.

In Bloch, Krishnaprasad, Marsden and Murray [1996], the variable #° is
called ©° and is interpreted as the locked body angular velocity. This variable
is intrinsic, given the choice of a connection, whereas v* depends on the local
trivialization. In fact, the form of equation (4.2.11) is dependent on choosing
a local trivialization.

= po(m, @, A(z)d + v)C5 v (4.2.11)

The Local Horizontal Lagrange-Poincaré Equation. To calculate the
local horizontal Lagrange-Poincaré equation we shall first calculate

c
%(x, T,0) - .
By Definition 3.3.3 of the notation 9“1/dz, we have
oL, d .
%(x, T,0) - dr = ﬁl (x 4+ Nox, &, w(N)) -
where w(A) is a curve such that w(\) € gz, for each A, w(0) = v and
Dw()\) 0
DX
If w(\) = (z+ Az, e, w(N)), we can deduce from equation (4.2.4)
Dw(X) dw(\)
D <x()\), e, — [A(x(N)) - oz, w(N)] + ) (4.2.12)
Therefore we must have
dw(\
W _ (4 (2(3) - b, w(N)].

We then obtain

o°1 ol ol

i D) b = — (1. 0. T) - . q. o) [A VRIONE

o (&8 0) 08 = = (2, 8,7) - 07 + = (2, %,0) - [A (2(})) - 6, B(N)]
On the other hand, it is easy to see that B(z)(i,dx) = (x, e, B(z, e) (&, dx)).
Then the horizontal Lagrange-Poincaré operator is

(g—;(x, T,0) — %%(m, T, v)) or = %(m, t,0) (B(x,e)(x,dz) + [0, A(x) - dx]) .

(4.2.13)
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As we did with the vertical Lagrange-Poincaré operator, it is convenient to
rewrite this equation explicitly in coordinates and we easily obtain
ol . d ol . ol

%(I,x,v) - %%(x,x,v) = %(x,i,@) (Bjq(, e)i’ + C4v Al (2)) ,
(4.2.14)

where a fixed basis €, of g has been chosen and, in this basis, v = v*€,. This
equation coincides with equation (5.3.2) of Bloch, Krishnaprasad, Marsden and
Murray [1996] and equation (3.1) of Koon and Marsden [1997a]. We remark
that in these papers the convention for the sign of the curvature By is the
opposite to the one used in this paper.

Summary. The Lagrange-Poincaré equations in coordinates have been shown
to be (dropping the independent variables from the notation)

d
% = pa (Co0" — C9 ALi®) (4.2.15)

ol d ol 0l
oz dtore  Ove
where, as usual, a summation is implied over repeated indices.

In the special case when the bundle @) — @/G is endowed with a trivial
connection in local representation, i.e., A = 0, these equations simply become

(Bg,a" + CGu?AY) (4.2.16)

d
% — paCvt =0 (4.2.17)
ol d ol
- = 4.2.1
Ox®  dt 01 0 ( 8)

which are the Hamel equations (Hamel [1904]).

In many concrete applications, involving, for instance, stability theory,
the general form of the Lagrange-Poincaré equations given in (4.2.15) and
(4.2.16) are more useful than Hamel’s equations, as explained by an example
in Marsden and Scheurle [1993b].

Coordinate Version of Wong’s Equations. Locally, the expression of the
Lagrangian [ in the variables (x, &, v) is

1 1
l(x,2,0) = éliab@al_)b + égaﬁ(x)jcax'ﬂ.

The local expression of the vertical Lagrange-Poincaré equation is given by
(4.2.15), where

ol .

Pa = e = RabV .
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However, the first term on the right hand side of (4.2.15) equals
2.CY, bv = Kae0°Cv
However, bi-invariance of k£ means that
KaeCgy = KavCeq
and so we get
PaCh0% = Kao0° 040 = Kgy0°Co0% = Ke|D,0]" = 0.
Therefore, the vertical equation becomes

dpb _
dt
The local expression of the horizontal Lagrange-Poincaré equation is given
by (4.2.16), where

paCdbAd lo'

ol 10

Jx® 2 Ox°
The second term on the right hand side of (4.2.16) vanishes as in the case of
the vertical equation. Therefore the horizontal Lagrange-Poincaré equation is
given by

d . 53 10gs, () 4.
By — _ a B8 ~YIPy By
dt (ga,@(‘r)x ) paB/@a‘r + 2 a[lfa xr-x-,

or equivalently, with p, = gas(7)i?,

d 0 10

N a:_aB
at’ Pa6a = 5 g a

which is the second Wong equation.

5 - PP~

5 The Lie Algebra Structure on Sections of
the Reduced Bundle

The main result of this section is the establishment of a natural Lie algebra
structure on the space I'(T(Q/G) @ g) of sections of the bundle T(Q/G) @ g,
which will be used for reduction in the next section. This quotient Lie algebra
structure is defined in Definition 5.2.3 and it is computed in Theorem 5.2.4.
This Lie algebra is, roughly speaking, a synthesis of the Jacobi-Lie bracket of
vector fields on shape space /G with the Lie algebra structure on the bundle
g. However, as we shall see, this Lie algebra structure involves the reduced
curvature form as well.
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5.1 The Bundle T(Q/G) ® g Revisited

In this subsection, we assume that we have the following set up: a manifold
@, a group action of G on @, say p: G x ) — () and a connection A on the
principal bundle 7 : Q — Q/G.

The Vertical and Horizontal Invariant Bundles. Let oy : TQ/G —
T(Q/G) @ g be the vector bundle isomorphism defined in lemma 2.4.2 and let
TQ = Hor(TQ) @ Ver(TQ) be the decomposition into horizontal and vertical
parts. Since the bundles Hor(7'Q) and Ver(T'Q)) are G-invariant we have

TQ/G =Hor(TQ)/G & Ver(TQ)/G.

It is easy to check that a4 (Hor(T'Q)/G) = T(Q/G) and that as(Ver(TQ)/G) =
g.

Definition 5.1.1 Let

be the vector bundle whose fiber (1c(T'Q))~*(z) at an element x = [q]g in Q/G
is the vector space of all invariant vector fields on Q along 7=1(x). That is, an
element of Ig(TQ) is a vector field, say Z, defined only at points q € 7~ *(z),
that is, Z(q) € TQ for all ¢ € 7~ (x), such that gZ = Z for all g € G.

We also let

G(TQ)Y 1 IL(TQ) — Q/G

be the vector bundle whose fiber (1g(TQ)Y)"Y(x) at an element x = [q]g in
Q/G is the vector space of all vertical invariant vector fields on 7=1(x). That
is, an element of 15(TQ) is a vector field, say Y, on the manifold 7~ (z) such
that gY =Y for all g € G. We call 1g(TQ)Y : IL(TQ) — Q/G the vertical
tnvariant bundle.

Likewise, we define

wG(TQM : IH(TQ) — Q/G

to be the vector bundle whose fiber (1q(TQ)?)™1(x) at an element x = [q]q
in Q/G is the vector space of all horizontal invariant vector fields on @ along
7~ Yz). That is, an element of I (TQ) is an horizontal vector field, say X
defined only at points q € m—1(x), such that X (q) € Hor(TQ) for allq € 7~ (x)
and such that gX = X for all g € G. We call 1g(TQ)" : IH(TQ) — Q/G the
horizontal invariant bundle.
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Brackets of Invariant Vector Fields. Recall that the Lie bracket of two
invariant vector fields, say X and Y, is again an invariant vector field. Also,
if X and Y are both vertical invariant vector fields, that is, X,Y € I%(TQ),
then [X,Y] is also a vertical invariant vector field, that is, [X,Y] € I5(TQ).

For any ¢ € @, the map p, : G — 7 (), where x = [q]g is given by
pqe(9) = gq, is a diffeomorphism that commutes with the action of G, that
is, py(hg) = hp,(g), for all h,g € G. Using this, it follows that I%(TQ), is
isomorphic to the Lie algebra of left invariant vector fields on G, which in turn,
is naturally identified with 7,G in the usual way (we shall often use the same
symbol g to denote both T.G with the usual Lie algebra structure and, also,
the space of left invariant vector fields on G, with the bracket given by the Lie
bracket of vector fields). This identification is given by the push-forward of
vector fields p. : g — 1% (TQ).. Notice that the tangent map of p, at e is given
by T.p,& = £q¢. This implies in particular that for any given £ € g, this time
considered as being a left invariant vector field on G, we have p,.&(q) = &q.

On the other hand the map T'r establishes an isomorphism between I (T'Q)
and T(Q/G).

The Bundles I} (T'Q) and g are Isomorphic. The next lemma shows that
there is a natural isomorphism between these bundles.

Lemma 5.1.2 The map
Ba: I5(TQ) — §
given by

BalY) =g, AY(q))]e,

where Y is an element of the fiber of I%(TQ) at v € Q/G and q € 7 (z) is
arbitrary, is a well defined Lie algebra bundle isomorphism. The inverse of B
is defined by the following condition: 8" ([q,€]c) is the (unique) left invariant
vector field Y on w=1(x) such that Y (q) = &q.

We will extend the domain of B4 as follows: we define the vector bundle
1somorphism

Ba IG(TQ) & I(TQ) — T(Q/G) & §

i such a way that it coincides with the isomorphism giwven by T'w on the sum-
mand TH(TQ), and with the isomorphism (4 defined above on the summand

15(TQ).
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Proof. To see that 3,4 is well defined we simply check that for any g € G we

have
l99, A (Y (99))lc = [94, A (9Y (9))]a
= [99,Ady Y (q)la
=g, A(Y(q))]c-

It is easy to check that 3, is linear on each fiber. Now we will show that
(4 is a Lie algebra bundle isomorphism. Let us fix ¢ € ). Then the pull-
back pf - I (TQ), — g is a Lie algebra isomorphism and we can easily check
that, for all Y € I1}(TQ),, and any ¢ € 7~ '(z) we have p} (Y) = A(Y(q)).
Therefore we have, for all X,Y € I%(TQ),,

A(X Y] () = py ([X,Y])
= [pg(X), Py (Y)]
=[A(X(9), A(Y(9))].

Using this and the definition of the Lie bracket on g (see lemma 2.3.5) we can
write

Ba(X,Y]) =g, A(IX, Y] (9))]g
= [0, [A(X(9), AY(2)]le
= [Ba(X),Ba(Y)].

To check that 3, is given by the rule described in the statement of the lemma,
we must simply check that A (Y (q)) = £ The rest of the proof, namely, to
show that the extended (34 is a vector bundle isomorphism is easy. W

5.2 The Lie Algebra of Sections of T(Q/G) & g

Quotient Vector Bundles. We begin with some preliminaries concerning
quotient vector bundles with some additional structures.

Let 7: V — @ be a given vector bundle and let the group G act on V' and
let p: G x V — V denote the action (see §2.1).

Recall that, by definition, the action p is a vector bundle action if for
each g € G the map p, : V' — V is a vector bundle isomorphism. This implies,
in particular, that there is an action pg : G x Q — @ such that for each ¢ € @
the restriction of p, to 77!(¢) is a linear isomorphism p, : 7 (q) — 7 (poyq)-
We will often use the simpler notation gv and also gg instead of p,(v) and
pog respectively. As we said in §2.1, throughout this work we are going to
assume that the action py of G on ) described above is free and, moreover,
that with this action @) is a principal bundle. Then also V' is a principal bundle
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with structure group G. Although this assumption is not strictly needed for
the validity of some properties we will still take it for granted in this work, to
simplify the exposition. An immediate consequence of this is that the quotient
V/G carries a naturally defined vector bundle structure over the base Q/G.

More precisely we have the following lemma, whose proof, which is stan-
dard, we include for the sake of completeness.

Lemma 5.2.1 The quotient V/G carries a naturally defined vector bundle
structure over the base Q/G, say 7/G : V/G — Q/G, where 7/G([v]g) is
defined by 7/G([v]g) = [Tv]q.

The projection 7g(V') : V- — V/G is a surjective vector bundle homomor-
phism and the restriction (V) : 771 (q) — (7/G)"*([¢]c) is a linear isomor-
phism for each q € QQ. Assume that 7" : V' — Q' is another vector bundle and
that there is an action G x V! — V' having the same properties as the action
of G onV. Let f:V — V' be an equivariant vector bundle map. Then the
naturally induced quotient map [flg : V/G — V' /G is a vector bundle map. If
f is an isomorphism, so is [flq.

Proof. First we show that 7/G is well defined, namely, for any ¢ € G and
any v € V we have 7/G([gv]g) = [rgv]e = [gTv]e¢ = [Tv]c. Now we define
the vector space structure on each fiber 7/G([¢]g). Let [vi]¢ € V/G, for
i = 1,2 be such that 7/G[vi]¢ = 7/G[v2]le¢ = [¢lg, for some ¢ € Q. This
implies that there are g; € G, ©+ = 1,2 such that g;7v; = ¢q for « = 1,2. The
g; are uniquely determined, for a fixed ¢ as before, because the action p, is
free. Define [vi]g + [v2]e = [g1v1 + g2ve]e. We must show that this gives a
well defined additive structure. Elements of V' equivalent to v; are of the type
hyv; with h; € G for ¢« = 1,2. For given h;v; with h; € G for i = 1,2, the only
elements d; € G such that d;7h;v; = q for : = 1,2 are d; = gihi’l. Then our
definition gives

[hiv1]q + [hova]a = [dihavr + dahovaa = [giv1 + gav2)a

= [vi]e + [v]a.
This shows that the definition does not depend on the choice of the element
belonging to [v;]¢ for i = 1,2, for given ¢q. Now if we choose an arbitrary

element say hq € [q]a, then the only elements d; € G such that d;7v; = hq are
d; = hg;, for i = 1,2. Then

(V1] + [vo]a = [hg1v1 + hgavala
= [h(g1v1 + g2v2)]c
= [g1v1 + gav2]c

as before.
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We can define A\[v]e = [\v]g and check that it is well defined in a simi-
lar way. To finish the proof, it only remains to show that the restriction of
7 to each fiber o (V) : 771(q) — (7/G) '([¢]e) is a linear isomorphism.
This can be easily established using the definition of the linear structure on
(7/G)"([qlg). We omit the rest of the proof, which can also be easily per-
formed using standard techniques. W

Spaces of Sections. For a vector bundle 7 : V' — @), the vector space of
sections of V' is denoted by I'(V'), which is also a C*°(Q))-module. Let f : V) —
V, be a vector bundle homomorphism where 7° : V; — Q; is a vector bundle
for © = 1,2. This implies in particular that there is a map fy : Q1 — ()2 such
that, for each ¢ € @y, the restriction f : (71)7(¢) — (72)7 (fo(q)) is linear.
Assume, in addition, that this restriction is a linear isomorphism. Then f
induces a linear map f* : T'(Vz) — ['(V}) defined by f*(s)(q) = f~' (s (fo(q))),
where f~! is the inverse of the restriction of f to (7%)7!(q). The properties
(foh)* = h*of* and id}, = idp(y), where both f and h satisfy the condition that
their restriction to each fiber is a linear isomorphism, can be easily checked.
It follows in particular that if f is an isomorphism, then f~'* = f*~!. In this
case we write f~1* = f,.

Sections s; € I'(V;), i = 1,2 are said to be f-related if for all ¢ € Q)1 we
have f(s1(q)) = s2(fo(q)). We can easily show that if for each ¢ € @, the
restriction f : (7171 (q) — (7*)7' (fo(q)) is a linear isomorphism as before,
then for any given sy € I'(V3), we have s; = f*(s2) is the only section of V}
which is f-related to ss.

If the group G acts on the vector bundle 7 : V' — @ as before, a section
s: @ — V is called an tnvariant section if for all ¢ € G and all ¢ € Q) we
have gs(q) = s(gq). The set of invariant sections of V' is a subspace of I'(V)
denoted I'“(V).

Lemma 5.2.2 Let the group G act on the vector bundle V' and let (V) :
V' — V/G be the vector bundle homomorphism described in lemma 5.2.1. Then
(re(V))* : T(V/G) — T9(V) is a linear isomorphism.

Proof. Let 5 € I'(V/G). Then for each ¢ € @ and each g € G, using the fact
that the restriction of mo (V') to each fiber is an isomorphism, we have
7a(V)"5(99) = (V)™ (5([9d)e))
=g (ra(V) ™ (5([dla)))
= g7ra(V)"s(q),

where in the first equation mg (V) is restricted to 77!(gq) and in the second
7q(V) is restricted to 771(g). The second equality is then an easy consequence
of the definition of a vector bundle action and, also, the definition of quotient
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vector bundle. Thus, we have have shown that mg(V)* is an injective map

into T¢(V). Now let s € T'%(V). Define 5 € T'(V/G) by 3([qdle) = [s(9)]c-
The element s is well defined because, since s is invariant, for any g € G and
any ¢ € @ we have [s(g99)]lc = [95(¢)]lc¢ = [s(¢)]g. We can easily check that
s = m(V)*s which finishes the proof. W

Quotient Lie Algebras. If v € I'“(V) we will denote [v]g or, sometimes,
v the corresponding section of I'(V/G) via the isomorphism 7 (V)* of the
previous lemma. Let p be an action of the group G on the vector bundle
7:V — @Q as before. Then we obtain a linear action p, : G x I'(V) — T'(V)
given by the operation, defined before the lemma, pg.s for each g € G and
each s € I'(V). We will often write simply g.s instead of pg.s. It is clear
that (V) is an invariant subspace of I'(V). Now assume that there is a
Lie algebra structure on I'(V') which is invariant under the action p,, that is,
G«[S1, 52] = [geS1, gus2) for all s; € I'(V), i = 1,2 and all g € G. In particular,
I'“(V) is a Lie subalgebra of T'(V').

Since mo(V)* : T(V/G) — I'“(V) is a linear isomorphism we can define a
Lie algebra structure on I'(V/G) in the following way.

Definition 5.2.3 The quotient Lie algebra structure on I'(V/G) is de-
fined by

51,52) = (16(V)") " [ma(V)'51, 16 (V)" 5]

The most important case of the situation described above is the case of the
vector bundle T'Q) on which G acts by the tangent lift of the action of G on
@ and the Lie bracket on I'(T'Q) = X°°(Q) is the usual Lie bracket of vector
fields. According to the previous results we obtain a quotient Lie algebra
structure on I'(T'Q/G).

Let us denote m = 7¢(Q) the natural projection of the principal bundle
T Q@ — Q/G, for simplicity. Recall that for each choice of a principal
connection A on ) we have vector bundle isomorphisms

ar:TQ/G—T(Q/G)®g
and
Ba: IE(TQ) ® I5(TQ) — T(Q/G) @ g.

The linear isomorphism o defines a Lie algebra structure on I' (T'(Q/G) @ g)
by declaring that it be a Lie algebra isomorphism. However, to calculate this
Lie bracket on I' (T'(Q/G) & g) we shall make use of the equivalent condition
that 37 is a Lie algebra isomorphism. We do this in the next theorem.
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The map T'w establishes a well defined isomorphism between T’ (Ig (TQ))
and X*(Q/G). More precisely, for any X € I (IZ(TQ)) the vector field
m.X € X*(Q/G) given by 1, X (z) = TnX(q), where q € 7~ 1(x) is arbitrary,
is well defined. It is also known that if X,V € T' (1§ (T'Q)) then 7.[X,Y] =
[ X, m.Y]. Observe that the inverse of 7, : T' (I£(TQ)) — X*(Q/G) is given
by the horizontal lift of vector fields, * : X*(Q/G) — T ({1 (TQ)), which
also coincides with the restriction of 3% to X*°(Q/G). Also we recall that if
X,Y e (IH(TQ)) then A([X,Y]) = —B(X,Y) where B is the curvature of
A. Finally we should remark that, from what we have said before, we can
deduce that there are natural identifications

FTQ) =N(TQ/G) =T (I (TQ)) @ T (I5(TQ))
where the last identification involves the choice of a connection.
Calculation of the Lie Algebra Structure. The main result of this sec-
tion is a formula, given in the next theorem, for the Lie bracket on the Lie

algebra I' (T(Q/G) @ g) = X*°(Q/G) ©T'(g) which involves the Lie bracket on
g, the connection V4 on g and the g-valued curvature B4.

Theorem 5.2.4 Let X; @& € I'(T(Q/G) @ g), i = 1,2 be given sections of
T(Q/G)®g. Then

(X1 @&, Xo @ &) = [X1, Xo] & Vi, & — Vi,& — B (X1, Xo) + [61, 6.

A remark is in order to avoid any confusion in the interpretation of the
bracket notation in the preceding and in several other formulas. Namely,
the bracket on the left-hand-side is the bracket in I'(T'(Q/G) @ g) given in
Definition 5.2.3, while the bracket that appears immediately before the sign
@ is the usual bracket of vector fields. This caution is needed to avoid the
apparently contradictory statement

(X1, Xs] = [X1 60, X2 0] = [Xy, Xo] & =B (X7, Xa).

Proof of the Theorem. There are elements Y; € T (I5(T'Q)) such that
B4& =Y, for i = 1,2. On the other hand 85 X; = X for i = 1,2. According
to the definition of the bracket given before the theorem, we have

(X1 @&, X2 @ &) = BanlX] + Y1, XJ + Vo).
For any ¢ € @ let z = 7(q) = [¢]g. Then we have

(X7, X3)(q) = [X1, X)"(q) — B (X7(q), X5 (a)) q.
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By applying (4. to this we obtain, in the Lie algebra I' (T'(Q/G) @ g), for any
z€Q/G,

X0, Xo](2) = [X1, Xo) () @ [q, —B (XI(q), X3(0))]
= [X1, Xo)(z) @ —B*(z)(X1, Xa).

Using lemma 5.1.2 we can deduce that for any x € Q/G,

BacV1, Vo] (x) = [&1, &l (2).

It only remains to calculate [X1, &) = Ba.[XT, o] and [Xo, 1] = Ba. [ X2, V7).
For this, we first recall that, since X[ is an invariant horizontal vector field,
its flow X{‘t, which is the horizontal lift of the flow X;i; of X, transforms a
point ¢ € 7~ !(x) into a point XI(q) € 7! (Xy;(x)). We deduce that for any
vertical vector field Y on @, XY is also vertical. Thus, the Lie bracket
(X! Y] = 4 yney
19 dpi

t=0

is also a vertical vector field.
Using this, we see that for any ¢ € ) we have

(X7, Y2)(g) = A (XY, Y2l (0)) 0.

We can also easily see, using the invariance of X' and Yy, that [X[, V5] is also
invariant, more precisely, it is a vertical invariant vector field. Next we should
calculate B3a.[ X7, Yo].

For any x € Q/G and any ¢ € 7~ (), we have

6A*[X{17 Yé] (‘T) = [Q7 A ([Xilv YQ](Q))}G .

By Cartan’s structure equation we have
dA(X!,Ys) = [ACX]), A(Ya)] + B(X], Ya).

Since A(X}) =0 (because X7 is horizontal) and B(X7,Y5) = 0 (because Y is
vertical), we obtain dA(X7,Y5) = 0. On the other hand we have the formula

dA(X],Ys) = X[ A(Yz) — Y2A(X]) — A ([X],Y2)) .

We conclude that A ([X],Y2]) = XT'A(Y2). This shows in particular that, at
a given point ¢ € @, A ([Xf,i@](q)) only depends on X7(g) and not on the
behavior of X} in a neighborhood of ¢. Now it is clear that, for any ¢ € Q,
we have

d

(XTA(Y2)) () = = A (Y2 (X1i(0))

t=0
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Let ¢ € Q and = = 7w(q), thus Xy(z) = 7X{,(q), for all t. Let &(t) =
A (Y, (XT,(q))) for all £. Then we see that & (x(t)) = [XTi(q), &(t)] , for all ¢
and therefore

D

6?{1(1)52(37) = E [X{lz‘,(q)7§2(t)]g o

Now using lemma 2.3.4 to calculate the covariant derivative of the curve
[(X!(q),&(t)]e we obtain

D

E [X{lt(q%g?(t)]g}tzo = [qv 52(0)]6'

But &(0) = (X7A(Y2)) (¢) which implies &(0) = A ([X7,Y2)(¢q)). We con-
clude that

The relation
61)4(25_1 = Bax [Xélv Yl]

follows in a similar way:.
Collecting these results, we obtain

(X1 @&, X @& = (X1, Xo] @ @fglﬁ_z - @%5_1 — B(X1, Xs) + &1, &),
as desired. W

The following corollary is a consequence of Theorem 5.2.4.

Corollary 5.2.5 Let pg/c = T(Q/G) @ g — T(Q/G) and p; : T(Q/G) &
g — g be the natural projections. Then the naturally induced maps pqa)«

D (T(Q/G) & §) — T (T(Q/G)) given by pigcy+(X ©&) = X and pf: T (g) —

[(T(Q/G) @ g) given by pi(§) =0 & are Lie algebra homomorphisms. Nat-
urally, the Lie algebra structure on I (g) is defined pointwise, that is, for given

¢ and 7 in T (g) we have, [£,7)(z) = [£(x),n(x)] for all z € Q/G.

6 Reduced Tangent Bundles

The results of the preceding sections may be viewed as a geometrized and
intrinsic way of writing the results of Cendra, Ibort and Marsden [1987] and
of Marsden and Scheurle [1993b]. Next we turn to our main task finding a
context in which the Lagrangian reduction process can be iterated. In other
words, we develop a context in which the objects are stable under Lagrangian
reduction. These objects will be called reduced tangent bundles.
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Lagrange-Poincaré Bundles and Reduced Tangent Bundles. We be-
gin by describing the geometric objects on which reduced Lagrangians are
naturally defined. They form a category of vector bundles denoted £33, ob-
jects of which will be called Lagrange-Poincaré bundles. Important special
Lagrange-Poincaré bundles are the reduced tangent bundles, which form a sub-
category denoted RT, which is the smallest subcategory that contains the
tangent bundles T'Q) and which remains stable under reduction, and each bun-
dle carries some additional structure needed to describe the reduction of given
Lagrangians defined on them and the corresponding variational principles.

For example, objects of RT are vector bundles of the type T(Q/G) @ g
where, as we have seen, g is a Lie algebra bundle, there is a covariant derivative
D? on § and a §-valued 2-form B, and in addition, there is a Lie algebra
structure on the space of sections of T(Q/G) ® § which is related to D*, B
and the Lie algebra structure on fibers of g by the formula of Theorem 5.2.4.

In this section we show how to reduce further these kinds of objects. They
are, in a sense, special cases of Lie algebroids (see Mackenzie [1987], Wein-
stein [1996, 1998] and Cannas da Silva and Weinstein [1999]) although we
consider some extra structure on them. We also recall (see Weinstein [1996]
and Marsden, Pekarsky and Shkoller [2000]) that these notions are very useful
in discrete Lagrangian mechanics. Further exploration of the link between our
work, that of groupoids and algebroids as well as noncommutative differential
geometry would of course be very interesting.

In the next section, we will show that the reduction process can be per-
formed by stages, and also how to write explicit expressions for Lagrangians
and variational principles reduced by stages.

Even though the most important objects of £J3 seem to be those of RT, it
is natural to first deal with the larger category £ rather than the category
RET.

The objects in the category £ of Lagrange-Poincaré bundles are vector
bundles of the type T'QQ & V where V is a Lie algebra bundle over the base )
and which carry

1. a covariant derivative D on V
2. a V-valued 2-form on () and

3. a Lie algebra structure on I'(T'Q @ V') that satisfies an equality formally
similar to the formula of Theorem 5.2.4.

We shall make this more explicit and describe the mappings in this category
shortly.

We will show that the category RT is strictly contained in the category
£B. Moreover, the simplest way of describing RY is by defining it as the
smallest subcategory of £33 that contains the tangent bundles 7'Q). The special
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importance of the category AT however, is that every object of it is a reduced
tangent bundle, after some number of reduction stages, and reduced versions of
Euler-Lagrange equations corresponding to invariant Lagrangians on tangent
bundles can be written in terms of these reduced tangent bundles.

It is important to remark at this point that we can obtain a generalization of
all this, that is a category bigger than £3, which contains in particular vector
bundles which are some subbundles of bundles of £, to describe reduction in
non-holonomic mechanics. This as well as other interesting topics like a local
study of objects of £ will be the purpose of future work.

An important result in this section is an explicit expression for the reduc-
tion by stages of the Lie algebra of sections of bundles which are objects of
LY. This, together with the results of §5.2, will be related in the next section
to the Poisson bracket on the dual bundles of the bundles which are objects of
L. These dual bundles carry a Poisson bracket induced by the structure of
the objects of £9. Therefore, by duality, we obtain a direct link to the topic
of Poisson reduction by stages of at least some important examples of Poisson
Manifolds. The special case of duals of elements of RT gives cotangent Pois-
son reduction (see Montgomery, Marsden and Ratiu [1984] and Montgomery
[1986]). A generalization of all this for more general Poisson manifolds is tied
to the consideration of a category bigger than £ as indicated above, and will
be also the purpose of future work.

6.1 The Geometry of Lagrange-Poincaré Bundles

We will need to fix some notation for maps induced on quotients. Recall
that if a Lie group G acts on manifolds £ and F' and f : £ — F is a G-

equivariant map, then there is a natural quotient map, which we denote by
f/G: E/G — F/G, defined by

f1G (ale) = [f(a)]g-

Lagrange-Poincaré Bundles. We now give the details of the definition of
a Lagrange-Poincaré bundle.

Definition 6.1.1 The category £B of Lagrange-Poincaré bundles is de-
fined as follows:

(A.) The objects of £P are vector bundles which are Whitney sums of the
form @71 : TQ OV — Q where g : TQ) — Q 1is the tangent bundle
of a manifold QQ and 7 : V — @Q 1is a vector bundle, together with some
extra structure given by

(a) A Lie algebra structure on each fiber of V', in such a way that V is
a Lie algebra bundle. The Lie bracket of given elements v; and vo
in 771(q) is denoted [vy,vs)].
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(b) A V-valued 2-form w on Q.

(c) A covariant derivative D for curves in V', related in the standard
way to a connection NV on V', namely, let v(t) be any curve in V,
consider the curve q(t) = 7 (v(t)) on Q and let

T/ gt +h) — 7 g(t)
be the parallel transport along q(t) defined by V. Then

Du(t) d
Dt = %Y}/H_hv(t + h)

h=0

(d) In addition, the operation defined on sections X ®u of TQ &V by

(X1 & ur, Xo & ug] = [Xi1, Xo] & Vxius — Vxour — w(Xi, Xa) + [us, u]
is assumed to be a Lie bracket on I'(TQ & V).

(B.) A morphism [ : TQy & V), — TQy ® Vy between Lagrange-Poincaré
bundles is a vector bundle map satisfying the following conditions, where
fo: Q1 — Qo is the induced map on the base:

(a) f(TQq) C TQy and, moreover, f|TQ1 =T f.

(b) f(Vi) C Va and the restricted vector bundle map f|Vi commutes
with the structure on V' given by [,], D and w. More precisely, if
u; € 7 1(q) and X; € 75/ (q) are given for i = 1,2 and if v(t) is
also given, then

I ([ur, ug]) = [f(ur), fuz2)],

f (W(Xsz)) =w (f(Xl)a f(XQ))

and

7 (But) D1 o)

Bundles of the type T(Q/G) @ g as considered in previous sections are impor-
tant examples of elements of £P.
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Projections and Injections. The following lemma is an easy consequence
of the previous definition.

Lemma 6.1.2 Let TQ®V be an object of £ and let V, w, [,] be the structure
on V. Then

(a) The maps D(TQ ® V) — I'(TQ) given by X ®v — X and I'(V) —
D(TQ® V) given by v — 0@ v are Lie algebra homomorphisms.

(b) Let p € C®(Q) be given and let X; € T'(TQ) and v; € T'(V) be also

gwen, fori=1,2. Then we have

[v1, o] = vy, Vo]

(X1, pXo] = X1[0] Xo + [ X1, Xo]

[X1, pva] = Xi[p]va + [ X7, v
]
]

[@XbUQ = SO[XbUQ]
(X1 @ v, p(Xo @ v2)] = X1 [0 (X © v2) + @[ X1 @ vy, Xo @ vy).

Let us denote W = TQ @&V and also w; = X; ® v;, for v = 1,2. Denote
wilp] = Xi[p]. Then the previous equalities can be converted into a single
equality

(w1, pws] = plwy, wa] + w1 [plws.

Morphisms between Lagrange-Poincaré Bundles. The nature of mor-
phisms between Lagrange-Poincaré bundles is clarified by the following.

Lemma 6.1.3 (a) Let TQ &V be an object of LB and let V, w, [,] be the

structure on V. Assume that there is an structure V', o', [,]" on 'V such
that the Lie algebra on I'(T'Q & V) defined by V', ', [,] is the same
as the Lie algebra defined by V, w, [,]. Then V' =V, o' = w and

[7]/: [7]
(b) Let TQ; ®V; be objects of LB fori=1,2. Let f: TQ1 D Vo — TQoy® Vs

be a vector bundle isomorphism. Assume that
[ T(TQ1 @ Vo) — T(TQ2 @ V2)

is a Lie algebra homomorphism. Then f(Vi) = V,. Assume, in addition,
that f(TQq1) C TQs. Then [ is an isomorphism of £, that is, of
Lagrange-Poincaré bundles.
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Proof. (a) By hypothesis, we have, for all X; @u; e T(TQ®V),i=1,2,

[X1, Xo] @ Vxyuz — Viur — w(X1, Xa) + [ug, ug)
= [X1, Xo] ® Vi ug — Vi ur — (X7, Xa) + [ug, ug]'.

Taking u; = us = 0 and X; arbitrary for ¢ = 1,2, we obtain w’ = w. Taking
X7 = Xy = 0 and w; arbitrary for i = 1,2, we obtain [,]' = [,]. Taking u; =0,
X5 =0 and, also, uy and X7 arbitrary we obtain V' = V.
(b) First, we will prove that f(V;) = V2. Using contradiction, assume that
there is an element ©; € V; such that f(v;) = X, @ ¥, where Xy € T'Qs,
say Xy € Ty, @2, satisfies X5 # 0. Then there exists o, € C*°(@Q2) such that
Xo(p2)(q2) # 0. Let 1 = f5'(q2) and @1 = fiws = @y 0 fo. Let vy € FEVl) be
such that v1(¢q;) = v and let f.v; = Xo @ ve. Thus, Xo(q2) D ve(q) = Xo @ Us.
We obviously have [p1v1,v1] = ¢1[v1, v1] = 0, and therefore f.[p1v1,v1] = 0.
On the other hand, using the fact that f, is a Lie algebra isomorphism and
also Lemma 6.1.2, we have

felprvr, v1] = [p2(Xo @ v2), Xo @ vy
= —Xo(p2)(Xa @ v2) + v Xo ® v, Xo ® v
= —Xo(p2)(X2 ® v2),

which gives a contradiction since Xy(p2)(g2) # 0 and Xy(qe) = Xo # 0. We
have proven that f(V) C V.

We can prove in a similar way, using the fact that f~! is a vector bundle
isomorphism and that (f~!), is a Lie algebra isomorphism, that f~1(V5) C V;.
Therefore, f(Vy) = Va.

Now let V;, w;, [,]; be the structure on the bundle V; for i = 1,2 and
assume that f(7Q;) C TQ,. Using this and the fact that f(Vi) = Vo, it
follows that f(TQ1) = TQs. Using this and the fact that f is a vector bundle
isomorphism and also that f. is a Lie algebra isomorphism, we have (with
an obvious meaning for [,];, V; and w;, i = 1,2. for any X @ v, X' & v €
DT & W),

X @v, X @] = [fi(X®v), (X D)),
= [ X @ fov, L X' D fu]
= [£:X, X' @ Vo x fuv' — Vap xi fev
— wy(fu X, f*X,) + [fev, f*vl]Q'

Taking X = X' =0, we get f.[v,v']y = [fev, fiv']2. Next, taking X’ = 0 and
v = 0 we obtain f.Vixv" = Vys x fiv'. Finally, taking v = v = 0, we have
few1 (X, X') = wo ([ X, fuX') and also f.[X, X'] = [f. X, f. X].

To show that f is a morphism of Lagrange-Poincaré bundles (i.e., a mor-
phism in the category £9), it remains to show that f|TQ; = Tfo. Let
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X € I(TQ1) and ¢ € C*(Q1). Then we have

X X = [ (X[p]X) = fi (X)) £ X

On the other hand,

FIX o X] = [fX, fu(0X)] = [f.X, fupfe X] = (£ X) (fup)) (f:X).

Therefore we have proven that for any X € I'(T'Q) and ¢ € C*(Q;) we have
[« (X)) = (o X)[fe]). In view of this, one proves that f|TQ, =T fy by a
standard argument. W

Morphism-related Sections of Lagrange-Poincaré Bundles. Let f :
TQ1® V1 — TQ2d Vs be a given morphism of Lagrange-Poincaré bundles and
let Xbue(TQ & V1) and Y @v € I'(TQ2 @ V2) be given. Then X @ u and
Y @ v are said to be f-related if

f(X(q) ®@ulq) =Y (folg) ®v(folq))

for all ¢ € ();. In particular, it is easy to prove that if X & v and Y & v are
f-related then X and Y are fy-related as vector fields according to the usual
definition.

Lemma 6.1.4 Let [ : TQ, & V), — TQy & Vo be a morphism of Lagran-
ge-Poincaré bundles and let X; ® u; € I'(TQ1 & Vi) for i = 1,2 and also
Y, @v; € (TQs ® Va) fori = 1,2 be given. Assume that X; & u; and Y; B v;
are f-related for i = 1,2. Then [X; @ ui, Xo @ us| and [Y1 & v1,Ys @ vy] are
also f-related.

Proof. For all ¢ € Q; we have

[ (X1 @ ur, Xo @ usl(q))
= f(([X1, X2] & Vxius — Vxour — w(Xy, Xo) + [u1, ug]) (q))
- [Yiv Yé](q) S lev2 - VY2U1 - w()/lv YQ) + [Ulv UQ] (fO(Q)) ,

where the first equality is a consequence of Definition 6.1.1 and the second is a
consequence of Definition 6.1.1, the fact that f is a morphism in the category
£ and the fact that X; ® u;, and Y; & v; are f-related fort =1,2. N

Lemma 6.1.5 Let f : TQ1 & Vi — TQs & Vo be a morphism in £P and
assume, in addition, that f is a linear isomorphism on each fiber. Then f* :
D(TQy® Vo) = T(TQ, & V1) is a Lie algebra homomorphism.
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Proof. It is a consequence of the remarks following Lemma 5.2.1 that f* is
well defined and that, for given YV; ® v; € T(T Q2 @ V3), i = 1,2, f*(Y; D v;) is
a well defined section in I'(T'Q & V') and, moreover, f*(Y; ® v;) = f*Y; & f*v;
and Y; @ v; are f-related for ¢+ = 1,2. Then, according to Lemma 6.1.4,
[f*(Yr @), ff(Ya @ v2)] and [Y1 @ vy, Ys @ 1] are also f-related. Therefore,
since under our hypothesis, there is one and only one section of T'Q); & V;
which is f-related to a given section of T'Q)s @ V5, we can conclude that

FYiow), ffYVa@w)=F(V1dv,Y2dv,)). R

Group Actions on Lagrange-Poincaré Bundles. As we have already
indicated, when tangent bundles are reduced, one enters the category of La-
grange-Poincaré bundles and so to continue the process of reduction, it is
important to know how these objects themselves behave under reduction. The
first job is to examine group actions on vector bundles with the extra structure
given in Definition 6.1.1.

Definition 6.1.6 Let 7 : V; — Q;, i = 1, 2 be vector bundles with extra
structure [,], w and D satisfying conditions (a), (b) and (¢) of Definition
6.1.1. Recall that a vector bundle map [ : Vi — V5 s called a morphism if it
commutes with the structure given by [,], w and D, that is, if conditions stated
in Definition 6.1.1B(b) are satisfied.

An action p : G XV — V of a Lie group G on a vector bundle 7 : V — Q)
with the extra structure [,], w and D as before, is a vector bundle action such
that, for each g € G, p, : V. — V is a morphism in the previous sense. More
precisely, we assume

(a) glv1,ve] = [gv1, gue] for all g € G and all elements vy and vy in V such
that T(vy) = 7(vg).

(b) gw(X,Y) =w(gX,gY), for all g € G and all X and Y in T'Q such that
TQ(X) = 1o(Y).

(c)
Dgu(t) Do(t)

bt
for any curve v(t) on'V and any g € G.
Now we shall state the following lemma whose proof is straightforward.

Lemma 6.1.7 Let 7° : V; — Q;, i = 1, 2 be vector bundles with an extra
structure given by | ,] and w satisfying conditions (a), (b) and (¢) of Definition
6.1.1A. Let p : G xV — V be a vector bundle action. Then, assuming
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invariance under the action p of any one of the structures [,]| or w, it gives
rise to a corresponding quotient structure on the quotient vector bundle V/G.
These quotient structures are naturally defined by the following conditions:

(a) [[vila, [vala] = [[v1, va]lg for all elements vy and vy in' V' such that T(vy) =
T(vg).

(b) wla (Xl [Ya) = [w(X,Y)]s for all X andY in TQ such that 7o(X) =
TQ(Y).

We will sometimes use the isomorphism aa of Lemma 2.4.2 as an identi-
fication and, consequently, write [X]g = TnX & € and also [Y]|g =TnY &7
and therefore

wle ((X]e: [Yie)
= [wlg (TnX ® &, TTY & 1)
= [wlg (TnX,T7Y) + [we (T7X,7) + [w]e (§, T7Y) + [wa (& 7) -

Invariance Properties of Covariant Derivatives. To pass covariant deriva-
tives to quotient bundles, we will need some preparatory lemmas.

Lemma 6.1.8 Let 7 : 'V — @) be a vector bundle and let D be a covariant
deriwative associated to an affine connection V on V, as we explained before
(see the note following Definition 2.3.1 and the remark following Lemma 2.3.2).
Let p: G xV — V be a vector bundle action. If p commutes with D in the
sense of Definition 6.1.6(c) ), then V is invariant in the following sense:

Vg*Xg*U = g*vXU

for all X € X*°(Q), allv € I'(V) and all g € G. Conversely, if V is invariant
then D s invariant.

We will omit the proof of this lemma, which is more or less straightforward.

Horizontal and Vertical Components of Connections. To define the
notion of quotient derivative or quotient connection, we will need some extra
structure, namely, a principal connection on (). Our first job is to synthesize
this connection with a given connection on a vector bundle to obtain horizontal
covariant derivatives and connections.

Definition 6.1.9 Let 7:V — Q) be a vector bundle and let D be a covariant
derivative associated to a connection V on V. Let p: G XV — V be a vector
bundle action. Let A be a principal connection on the principal bundle Q) with
structure group G where pg : G X QQ — Q is the action. Let v(t) be any curve
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in V and let q(t) = 7 (v(t)) for all t. Choose ty and let go = q(to). Let g, and
qn be as in §2.1, thus q(t) = g,(t)qn(t) and g,(to) = e. Then we define

va(t) = g4 (t)v(t)

DWH)y(t) _ Duy(2)
Dt |_, Dt |_,.
and
DA Vy(t) ~ Du(t) DWH)y(t)
Dt |_, Dt |_, Dt |_.
We will call
DWH)y(¢)
Dt
the A-horizontal covariant derivative of v and
DAV)y(t)
Dt

the A-vertical covariant derivative of v. We also define Vg?’H)v and
Vg?’v)v by

DWAH)
v u(g0) = u(t)
X Dt 1o
and
DAV)
AV
Ve u(a) = T ()

t=to

where, for each qo € @, each X € X*°(Q) and each v € T'(V), we have, by
definition, that q(t) is any curve in @ such that §(to) = X(qo) and v(t) =
v(q(t)) for all t. We will call VA the A-horizontal component and
VAY) the A-vertical component of the connection V.

We see from this definition that
Vxv(qo) = Vg?’H)v(qo) + Vg?’v)v(qo).

The following lemma gives, in particular, an alternative characterization
of Vg?’H)v and Vg?’v)v for invariant v. It also shows that when restricted to
invariant sections v € I'“(V), the operator V(4-#) has the formal properties of
a connection.
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Lemma 6.1.10

(a) Let Hor*(X) = Xy and Ver®(X) = Xy, for short. Then we have, for
each qo € Q, each X € X°(Q) and each v € T¢(V),

VEI(LLH)U(QO) = Vx,v(q)
and

Vi u(a) = Vi o(a).
In particular,

Vxv(qo0) = Vx,v(q0) + Vi, v(q).

(b) Let v € TS(V) and et q(t) be any curve in Q such that ¢(ty) = X (qo)
and let gn(t) and g,(t) be as in §2. Then

D

VR ola0) = 359, (0()

and

D
v ulan) = 5, 04(1)0(to)

t=to
In particular, Vg?’v)v(qo) depends only on & = g,(to) and v(q) = v(to).

(c) Let v € TE(V), let q(t) be any curve in Q and let v(t) = v (q(t)) for all

t. Then
DAH) D D
@) = =g, W) = =)
Dt ey DI ey Dt —to
and
DY) D
i v0| = ppatie)|
=10 =10

Proof. (a) Let ¢(t) be any curve in @ such that ¢(tg) = X(q) and let
v(t) = v (q(t)) for all t. Then we can easily see that 7 (v,(t)) = gn(t) for all
t. Since v is invariant we have v(t) = g¢,(t)v (gn(t)). This argument and the
definition of V, VAH) and VAVY) shows that part (a) of the lemma follows
without difficulty.
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(b) This part is basically a restatement of part (a). The first equality is a
direct consequence of the definition of V4H). Now Let & = g,(to). Then

Xv(q) = &oqo = %(Qq(t)%)

t=to

Therefore the second equality is a consequence of the second equality of part
(a) and the invariance of v.

(c) To prove this part we can proceed essentially as in the proof of parts
(a) and (b). Alternatively, we can deduce it directly from part (b). W

As a technical point, we note that in the proof of the previous lemma
we are strongly using the fact that the covariant derivative D comes from a
connection V which, in particular, has the formal property Vx.y = Vx+Vy.

The next two lemmas establish some basic properties of invariant covariant
derivatives and invariant connections.

Lemma 6.1.11 (A) Assume the same hypothesis as in Definition 6.1.9 and,
in addition, that D is invariant in the sense of Definition 6.1.6(c). Then

D(AH) p D@AV)
ot " T

are also invariant in the following sense

DM gy(t)  DAHy(t)

Dt Dt

and

DA Vigu(t)  DWVy(t)
bt 9 Di

for all curves v(t) on'V and all g € G.

(B) Let VA and VAY) be the horizontal and vertical components of a
given connection V on V and assume that V is invariant (see Lemma
6.1.8). Then VA and VAY) are also invariant in the following sense:

AH AH
Vé*x g.v = Q*Vg( v

and
AV AV
V;*X g0 = Q*Vg( v

for all X € X°(Q), allv e I'(V) and all g € G.
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Proof. (A) Let a € G and v(t) be given. Let 7 (v(t)) = ¢(¢). Then we imme-
diately have 7 (av(t)) = aq(t). For any chosen t, we have aq(t) = guq(t)(aq)n(t)
and q(t) = g,(t)qn(t) with g,,(to) = g4(to) = e. We know that (aq),(t) = aqn(t)
for all ¢. Using these equalities we can easily see that gu,(t) = ag,(t)a™! for
all t. Then

DAH) D D _
() = g Wav(t)| = Sag, (D au(d)
t=to t=to t=to
D D
= 5709, (Dv(t)| = -ava(t)
Dt 71 —ty Dt it
D DAH)
= a—uvp(t) =a v(t)
Dt it Dt t—to

To prove that

for all curves v(t) on V and all @ € G we simply use Definition 6.1.9 and
invariance of D and of DH),

(B) To prove invariance of VAH) and VAY) we use part (A) and the
definitions of V) and VAYV). 1

To prove the preceding lemma for invariant v, we can use, alternatively,
Lemma 6.1.10 and recall that for any ¢ € G and any X € X*°(Q) we have
(9+ X)) = 9. Xy and also (. X)y = g. Xv.

Lemma 6.1.12 Assume the same hypothesis as in Lemma 6.1.11. Then for
any curve a(t) on G and any curve v(t) on V we have

D(A’H) D(A’H)
o at)u(t)] = at) =75 —v(0).

Proof. Let ¢(t) = 7 (v(t)), then a(t)q(t) = 7 (a(t)v(t)). Choose ty. Then
we have, for all £, gu.(t)(aq)n(t) = a(t)q(t) and also g,(t)qn(t) = ¢(t), where
Gag(to) = g4(to) = e. We can easily check that (aq)n(t) = a(to)gn(t), for all
t. Then a(t)q(t) = gaq(t)a(to)gn(t), for all . On the other hand a(t)q(t) =

a(t)gq(t)qn(t). Therefore goq(t) = a(t)g,(t) (a(te))”". Using this and invariance
of D we obtain

(A.H)
e tnn)] = et ) aattntn)|
= alto) p; (0a(6) " 00)]

= a(to) D v(t)
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Properties of Horizontal Connections. The next two lemmas are in-
cluded for the sake of completeness only, although they will not be used in an
essential way in the present work.

Lemma 6.1.13 Assume the same conditions as in Definition 6.1.9. Let v(t)
be a curve in'V, q(t) = 7 (v(t)), and let f(t) be a real valued function. Then

DAH) . DAH)
S Bu(0)] = Fye) + £ =)

for all t and
DAY) DAY)
B Dt

u(t)
for allt.

Proof. It is not difficult to prove this lemma from the definitions. We will
omit the details. W

The following lemma generalizes Lemma 6.1.12

Lemma 6.1.14 For each curve q(t) in QQ and each choice of ty define £(ty) =
Gq(to). Thus, as ty varies, £(to) describes a curve in g which we will denote
&,(t). Assume the same conditions as in Definition 6.1.9. Now let v(t) be a
curve iV and let q(t) = 7 (v(t)) for all t. Let a(t) be any curve in G. Then
we have

(A)

Eaq(t) = Adaqr) §(t) + alt)a™ (1)
for all t. For each t,

DAV)
——la(t)(t)

only depends on a(t)v(t) and &u(t).

Proof. (A) The proof of this part is an immediate consequence of the last
part of the proof of Lemma 6.1.12.

(B) From the proof of Lemma 6.1.12 it follows that g,,(t) = a(t)g,(t) (a(to))
Using this, we can easily prove that {,,(t) = Ada) &(t) +a(t)a'(¢). W

-1
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6.2 Reduction of Lagrange-Poincaré Bundles

Now we embark on the task of reducing Lagrange-Poincaré bundles. The goal
is to see how the structures on these bundles pass to the quotient bundle so
that the result is still a Lagrange-Poincaré bundle. Most of this structure
passes in a fairly straightforward way. However, things are not quite so simple
with the covariant derivative so that we need to pay special attention to this.

Quotient Covariant Derivatives and Quotient Connections. Now we
are ready to pass covariant derivatives as well as horizontal and vertical co-
variant derivatives and connections to the quotient.

The notion of quotient connection may be defined without any reference to
quotient covariant derivatives. However, here we prefer a parallel treatment of
these two related topics, in view to further application to variational principles.

There are some interesting links between the constructions here and those
that appear in the theory of geometric phases (see Marsden, Montgomery and
Ratiu [1990], §13), but this will not be pursued in this paper.

First, we define the notion of reduced horizontal covariant derivative and re-
duced horizontal connection. The consistency of the definitions of [D(A7H )/ Dt] o
and [V(A’H)]G below is a consequence of Lemmas 6.1.12 and 6.1.11(B). We
omit the details of the proof, which can be obtained without difficulty.

Definition 6.2.1 Let us assume the conditions of Definition 6.1.9 and, in ad-
dition, assume that D 1is invariant, and therefore, the associated connection V
on the vector bundle V is also invariant. We define the reduced horizontal
covariant deritvative [D(A’H)/Dt}G on the vector bundle V/G by

25 b= |2

for any curve v(t) on V.
We define the reduced horizontal connection [V(A’H)] o by

AH _ (AH)
(VAN e = [VE]
for given [ Xl in T'(TQ/G) and [v]lg in I'(V/G) and corresponding X €
ITQ) and v € TY(V). (recall that we can identify elements of T¢(TQ) with
elements of T(TQ/G) and also elements of T% (V') with elements of T'(V/G)
using Lemma 5.2.2). Then the connection associated to [D(A’H)/Dt}G s pre-

cisely [V(A’H)} o

The reduced horizontal connection can be naturally interpreted as a con-
nection, say V, on the vector bundle V/G in the usual sense (as in the note
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following Definition 2.3.1), as follows. Let Y be any vector field on Q/G, let
Y" be the horizontal lift of Y. For any given [v]g € ['(V/G) as before let

Vy[v]e = [vww] i

Then we can check that the properties defining a connection hold for V. More-
over, we can easily see that if X is any vector field such that Xz = Y then

Vy[v]e = [vg?%]G

It is important for us to define some kind of quotient vertical covariant
derivative and also quotient vertical connection. However, those will not be a
covariant derivative and a connection in the usual sense. Let us begin with a
simple case, namely, the case of a constant curve. This is instructive because
the answer turns out to be nonzero.

Let [vo]e € V/G be given and choose [qo, &o]a € 8y, Where 2o = 7/G ([vo]c)-
We are going to think of [vy]¢ as being a constant curve and we want to define
the covariant derivative of it with respect to [qo, £]g. Let us choose vy € V and
also gy € @ such that 7(vg) = qo. Thus, since [qo, {o]c is given, & is uniquely
determined. Choose a curve go(t) on G such that go(to) = e and go(to) = &o.
Let vo(t) = go(t)vo. Then it is easy to see that

D(A’H)UO (t)

=0
Dt

t=to

and therefore,

D(A’V) Vo (t)
Dt

_ D(A) Vo (t)
Dt

t=to t=to

It is clear that the right-hand side does not depend on the choice of the curve
go(t) satisfying the previous conditions, and now we shall see that it depends
only on [vo]le¢ € V/G and [qo,&]¢ € 8z, and not on the particular choice
of vy and o satisfying the previous assumptions. Let us choose v; € [vg]a
and also ¢; € [q]¢ such that 7(v;) = ¢;. Then there exists h € G such
that ¢ = hqy and & = h&h™!, and we also know from Lemma 5.2.1 that
vy = hvy. If a curve go(t) on G satisfies go(tg) = e and go(ty) = & then
we can choose, without loss of generality, the curve g;(t) = hgo(t)h™! that
satisfies, ¢1(tg) = e and §1(ty) = & . Define, v1(t) = gi(t)v; then we have
v1(t) = hgo(t)h " hvg = hvg(t). Then using Lemma 6.1.11, we obtain
DWWy, (t) ] B ] B ]
Dt t=to | & t=to | o t=to | &

D(A) Vo (t)
Dt

D(A) Vo (t)

h
Dt
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Then we can consistently define the reduced vertical covariant derivative of
the constant curve [vg]g on V/G with respect to [qo, {o]¢ where 7/Gvo]a = xo
and [qo, &ola € 8z, as we explained before, by the formula

ttj G

Similarly, we can define the reduced covariant derivative of the constant curve
[vo]e on V/G with respect to [qo, £o]g where 7/Glvola = zo and [qo, &ole € G

by
t=t0] G |

We see from previous formulas that, for constant curves, the reduced vertical
covariant derivative and the reduced covariant derivative coincide and of course
in general this is not zero. Next we shall consider the general case.

Let [v]g(t) be acurve on V/G and z(t) = 7/G ([v]¢(t)]¢). Choose [qo, &ola €
9.0, Where xg = x(to) = 7/G ([v]c(to)). We want to define the covariant deriva-
tive of [v]g(t) with respect to [qo, &o]a at t = to. Let us choose vy € V' and also
go € @ such that 7(vg) = qo. Thus, since [qo, &o]e is given, & is uniquely deter-
mined. Choose a curve go(t) on G such that go(to) = e and go(ty) = &. We can
easily see from Lemma 5.2.1 that there exists a unique curve v} (t) on V such

that [v} (t)]G = [v]¢(t) and 7 (v (t)) =l (¢) for all t. Let vo(t) = go(t)vl (2).

Also from Lemma 5.2.1 we can see easily that vy(t) is the only curve on V such
that [vo(t)]5 = [v]a(t) and 7 (vo(t)) = qo(t) for all t. Then it is easy to see that

D(A’V) Vo (t)
Dt

DWAY)
{ ol

Dt

:| G[QO:EO]G t=to

D(A)UO (t)

Dt

[D(A) [vol

Dt :| Glgo,é0]c

t=to

D(A’H) Vo (t)
Dt

DA (t)
Dt

_ D(A)vg(t)
Dt

t=to

t=to t=to

does not depend on the choice of [qo, {]g as before (in fact, one can prove that
it only depends on d[v]g(t)/dt|,_, .) Then, we have

D(A’V) Vo (t)
Dt

_ D(A) Vo (t)
Dt

D)
Dt

t=to t=to t=to

It is clear that the right-hand side does not depend on the choice of the curve
go(t) satisfying the previous conditions, and now we shall see that it depends
only on the curve [v]g(t) on V/G be and on [q, )¢ € 8z, and not on the
particular choice of vy and ¢qq satisfying the previous assumptions. Let us
choose v; € [vg]g and also ¢; € [go]¢ such that 7(v;) = ¢;. Then there exists
h € G such that ¢; = hqy and & = h&h™!, and we also know from Lemma
5.2.1 that v; = hvy. If a curve go(t) on G satisfies go(to) = e and go(to) = &o
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then we can choose, without loss of generality, the curve g;(t) = hgo(t)h™*
that satisfies, g1(to) = e and §1(ty) = &. We can easily see from Lemma 5.2.1
that there exists a unique curve v/ (£) on V such that [0} (¢)] o = [la(t) and
7 (vh () = ! (t) for all t. Define, v1(t) = gi(t)v} (), for all ¢, then we

q1
see that vi(t) = hgo(t)h thvy = huvy(t) and, also from Lemma 5.2.1, we can

see easily that v (t) is the only curve on V' such that [vi(t)], = [v]¢(t) and
7 (v1(t)) = q1(t) for all ¢. Then using Lemma 6.1.11, we obtain
t=t0] G |

D(A)Ul (t) —|n D(A)Uo(t) _ D(A)Uo(t)
t=to G Dt t=to G Dt

Dt
This and the definition of the vertical covariant derivative shows that

D(A’V)Ul (t) —|p D(A’V)Uo(t) . D(A’V)Uo(t)
t=to G t=to G t=to G

Dt Dt Dt
This justifies the following definition of the reduced covariant derivative and
also the reduced vertical covariant derivative.

Definition 6.2.2 Assume the same conditions as in Definition 6.1.9 and as-
sume that the connection V and therefore also the covariant derivative D /Dt
is invariant. Let [v]g(t) be a given curve in V/G and choose [qy,&la €

7 ([]e(to))-

(A) The reduced covariant derivative [DY/Dt]cy.c010[V]c(to) of the
curve [v]g(t) with respect to [qo,&olq at t =ty is defined by

DWW B Dy (t)
t=to G‘

Dt :|G[QO150}G Dt
(B) The reduced vertical covariant derivative [DY) / Dt)ciy ¢o1c V] (to)
of the curve [v]g(t) with respect to [qo, o) at t = to is defined by

ttj G

The following formula is a direct consequence of the previous definition
and previous equalities

[vla(?)

t=to

DWAV)
Dt

D(A’V) Vo (t)
Dt

[vla(?)

] Glqo,éolc

t=to

D@
[ﬁ] Ua(t)
Glqo,é0]c t=to
DAV) DAH)
:[ 5| o]+ P5] e
Glqo,éolc t=to G t=tg




Next we consider an important particular case in which the reduced vertical
covariant derivative can be calculated with a formula entirely similar to the
one derived before for the case of a constant curve.

Lemma 6.2.3 Assume the conditions of the previous Definition, and in ad-
dition, assume that there is an invariant section v' € I' (V') such that vy(t) =

V' (go(t)ah (t)(t)). Then

[ DAV)
Proof. The proof is a direct consequence of Lemma 6.1.10(c) H

[vla(?)

Dt Dt

} B [D(A) go(t)vg
Glgo,é0)c t=to

Reduced Vertical Connections. Now we will describe the notion of re-
duced vertical connection and also reduced connection.

Definition 6.2.4 Let [qo,&olc € 8 with Talqo, ol = [q]e and let [v]g €
[(V/G), where v € T(V) according to Lemma 5.2.2. Let Yy € 1%(Q) such
that Ba(Yo) = [qo, &olc, according to Lemma 5.1.2. Then

(A) The reduced vertical connection [VV)]

condition

Glaoole S defined by the

(A,V) o AV
|:VYO U]G o [v( )]Gy[QOafo]G [U]G’

(B) Let, in addition, Xo € Tjy).(Q/G) and define Xo = X!, therefore X, €
18(Q), and also define Zy = Xo+Yy. The reduced connection [VY] o
1s defined by the condition

_ [v(A
[VZOU]G - [v( )}G,Xo@[%éo]c [v]-

The consistency of Definition 6.2.4 is easily proven using Lemma 6.1.11, which

establishes invariance of VAV) and VA and also Lemma 5.2.2.

The following lemma establishes the link between the notions of reduced

vertical covariant derivative (resp. reduced covariant derivative) and reduced
vertical connection (resp. reduced connection)

Lemma 6.2.5 Let [qo,&)c € g and let [vlg € T(V/G). where v € T(V)
according to Lemma 5.2.2. Let [qla(t) = z(t) be any curve in Q/G such
that 7 ([q0,0lc) = lgla(to) and let, with a convenient abuse of notation,
[v]a(t) = [vlg ([¢lg(t)). Assume that D is invariant. Then we have
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DY) (AV)
{ Dt :|G7[QO7§O]G e t=t B [v }Gv[qOéo}G [v]e (ld)a(to))
(B)
DA
{—Dt ] We| = [V g ssmen Ve (dato)
G,lgo.60lc —to

Proof. The proof is a direct consequence of Lemma 6.2.3 and the fundamental
link between covariant derivatives and connections in a vector bundle explained
before (see the paragraph Affine Connections in §2.3). W

Group Actions on Lagrange-Poincaré Bundles. Now we shall define
the notion of an action of a group G on an object of £J.

Definition 6.2.6 An action in the category £ of a group G on an object
TQ®V of LB is a vector bundle action p: GXTQ BV — TQ DV such that,
foreach g € G, pg : TQOV — TQ®DV is an isomorphism of £P. Sometimes
we will call an action in the category £P simply an action, if the fact that it
s an action in the category £ s clear from the context.

Corollary 6.2.7 If p: G xTQ &V —TQ &V is an action in the category
LB then we have

(1) p : GXxTTQ®V) = I(T'Q & V) is a Lie algebra representation
of G, that is, a linear representation such that, for each g € G, pg. :
NTQeV)—-T(TQ & V) is a Lie algebra isomorphism.

(2) p: G X TQ — TQ is the tangent lift of the action py: G X Q — Q.

Proof. (1) is a consequence of Lemma 6.1.5 and (2) is a consequence of the
definition of morphism in the category £P.

Definition 6.2.8 Let7:V — @ be a vector bundle and let p : GXV — V be a
vector bundle action. As usual, the action py : GXQ — Q is assumed to give Q
the structure of a principal bundle. We will denote 1q(V) : Ig(V) — Q/G the
vector bundle whose fiber at the point [ql¢ € Q/G is the space of all invariant
sections of V' on the orbit Gq = [q|g. In addition, we will denote v(V') the
vector bundle isomorphism vo(V') : Ig(V) — V/G given by

6(V) (vge) = [vige(@)] 4

(here, vy, s a section of V' on the orbit Gq = [qla !).

G
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It is easy to see that y5(V) is a well defined vector bundle isomorphism.
Observe that Definition 6.2.8 is consistent with Definition 5.1.1; in fact, we
can easily see that IH(TQ) = Ig (Hor(TQ)) and 15(TQ) = Ig (Ver(TQ)).
Obviously we have a vector bundle isomorphism

v IE(TQ) ® IL(TQ) ® I6(V) — Hor(TQ)/G & Ver(TQ) /G & (V/G)
defined by

v = ¢ Hor(TQ)) & 6 (Ver(TQ)) & e (V)
ve (Hor(TQ) @& Ver(TQ) V) .

Isomorphisms Between Quotient Bundles. Using Lemma 5.1.2 and tak-
ing into account the natural identifications 7'Q) = Hor(7'Q) @ Ver(T'Q)) and also
TQ/G = Hor(TQ)/G @ Ver(T'Q)/G, we obtain a vector bundle isomorphism

Ba®e(V): IE(TQ) @ I5(TQ) ® I6(V) — T(Q/G) @ g & (V/G).
Also from Lemma 5.2.2 we see that there are linear isomorphisms

(V) : T(V/G) — % (V),

ra(Hor(TQ))" : T (Hor(TQ) /G) — T (Hor(TQ))
and

1a(Ver(TQ))* : T (Ver(TQ)/G) — I'Y (Ver(TQ)) .
Definition 6.2.9 Define the linear isomorphism

7 : T¢ (Hor(TQ)) © T (Ver(TQ)) @ T¢(V)
— I'(Hor(TQ)/G) @ T (Ver(TQ)/G) @ T'(V/G)

by

T, = (ma(Hor(TQ))* & ma(Ver(TQ))* @ me(V)*) ™"
Similarly, the linear isomorphism

P =0a(Q,G,V) = pa: I (Hor(TQ)) & T (Ver(TQ)) ® I(V)
—I(TQ/G)) el (g e I'(V/G)
is defined by
p=(Ba®(V)), 07" om..

If we consider v* o 7w, as being an identification, which is natural in the
present context, we can write ¢ = (64 B ve(V)),. Likewise, if we con-
sider v* and m, as identifications we can write ¢ : I'(TQ/G) @ I'(V/G) —
r ((TQ/G) © Q) S F(V/G) as p = O‘j:l & id(v/g)*.
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Structure of Reduced Lagrange-Poincaré Bundles. Now we state and
prove our main result in this section.

Theorem 6.2.10 Let 1o @7 : TQ &V — Q be an object of LB and let V,
w, [,] be the structure on V. Let p: G x (TQ @& V) — TQ @V be an action
n the category £B. Choose a connection A on the principal bundle ¢ with
structure group G. Consider the bundle

TQ/G)egs (V/G).
Define the structure V8, w8, [,]ﬁ ong® (V/G) by

Ve (€ [v]e) = @ VAP axv]e — wa(X,€)
wﬂ(x1 ) BA(Xl,Xg)@[w]G(Xl,Xg)

(&1 @ [v1]e, & @ [vaa]® = 161, 8] & [V gg, [vala — [V g o] e
— [Wle(&1, &) + [[vie, [vaa] -

Then the bundle T(Q/G)®gd(V/G) with the structure on the bundle gb(V/G)
given by V&, w8, [ 1% is an object of the category £P.

Remark. Theorems 6.2.10 and 5.2.4 seem to shed light on the structure of
Lie group extensions, namely that they necessarily have the structure, roughly
speaking of a semidirect product with a curvature cocycle. It would be of
interest, perhaps, to explore this technical point further.

Proof of the Theorem. It is ecasy to see that V8 is a connection on
g ® (V/G), that is, it satisfies the properties stated in the note following
Definition 2.3.1. It is also easy to check that w?® is a g® (V/G) -valued 2-form.
We must now show that the expression of [,]¢ given in the statement of the
theorem defines a Lie bracket on fibers of g @ (V/G) that gives this bundle
the structure of a Lie algebra bundle. It is clear that each one of the terms
(€1, &), —[w]a(€1, &) and [[v1]g, [v2]¢]] defines a bilinear and skew symmetric
operation on fibers of g @ (V/G). Now using Lemma 6.1.10 and Definition
6.2.4 we can see that the term

VA g [oale — [V gg, [v)a

also defines a bilinear and skew symmetric operation on fibers of g @ (V/G).
So far we have proven that the expression of [,]¢ defines a bilinear and skew
symmetric operation on fibers of g @ (V/G). Moreover, it is easy to see that
for any function f € C*°(Q/G) we have

G @ [ve, f (& [UQ]G)}Q =fla®vleb® [02]G}g‘
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It remains to prove that [,]? satisfies the Jacobi identity. For this we must
first study the Lie algebra structure on

rre/ael(@ael(V/G)=T(TQ/G) s (V/G)).

According to Definition 6.1.1 the operation on sections Z;®v; € I'(TQ®V),
1 =1,2 given by

(21 ® 01, Zy B va] = [Z1, Za) B V7109 — V 901 — w(Z1, Za) + [v1, 2]

is a Lie bracket.
Invariance of V, w and [,] implies that

r'YTQ o V) =T%Hor(TQ)) T (Ver(TQ)) ® TY(V)

is a Lie subalgebra. Using this and the linear isomorphism ¢ we can define a
Lie algebra on

MNT(Q/G)) el (g) o I'(V/G)
by
[(Xi0& D []e, XaD&d e = (XK@ & @ vie) ,
! (X2 DD [UQ]G’)] .

We are going to show that this Lie bracket coincides with the one constructed
on

MrQ/G) el (g el (V/G)

using the structures V¥, w?® and [, ]?, according to Definition 6.1.1. We know
that =1 X; = X! fori = 1,2. Let o1& = Y; and ¢ Mvilg = vy, for i = 1,2
(recall that there is a unique v; € I'“(V) in each class [v;]g). By Definition
6.1.1 we have

(XP YL@ v, XP DY, D )
= [XI + Y1, X3 + V2] @ Vg v2 — Vigiyt
—w( XM Y, XD 4 Y,) + [ug, ).
Since ¢ |TY(TQ) = aa. |T9(TQ) we have, using Theorem 5.2.4, that
SO[X{L D Y1>X£L DY =Xy, Xo| @ 634(152 - @§2§1 — BA(X1,X2) + €1, &)
Using Definition 6.2.4 we have, for {i,j} = {1, 2},
P(Vxravty) = [V o [oile + [V o Iojle.
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Using Lemma 6.1.7 we can easily see that

pw(XT + Y1, X5 +Ys)
= [w]a(X1, Xo) + [w]a(X1, &) + [wWa(Er, X2) + [wWa(é, &)

and also that

plvr, va] = [[v1]a, [va]] -

Thus, we have proven that the operation on

r(rR/G)eee (V/G)

using the structures V@, w?® and [,]¢, according to Definition 6.1.1 is a Lie
bracket, moreover we have a description of this bracket using the isomorphism
@. It follows that the restriction of this Lie bracket to I' (g @ (V/G)) is also a
Lie bracket. This restriction is given by [,]¢, therefore the Jacobi identity for
the bilinear and skew symmetric operation on fibers of I' (g & (V/G)) defined
by [,]¢ must be satisfied. This finishes the proof of the theorem. W

Now we shall introduce some more notation.

Definition 6.2.11 Assume the hypothesis of Theorem 6.2.10. The bundle
TQ/G)eae (V/G)

with the reduced structure V¢, w8 and [,]® on g ® (V/G) is called the re-
duced bundle with respect to the group GG and the connection A. The
reduced Lie algebra structure on

Nre/G)ogo (V/G)

is the one described in Theorem 6.2.10 using the reduced structure Ve, w8 and
[,]%, according to Definition 6.1.1. Let W = TQ @V, for short. We will
denote o the natural map

af (TQaV)/G—-TQ/G)®aa (V/G),

more precisely, o' = a, @ idyg, where ay is the map of Lemma 2.4.2. To

make the notation consistent in the case V.= 0, that is, W = TQ, we will

: T
write ay = @AQ.

Lemma 6.2.12 Assume the hypothesis of Theorem 6.2.10. Then we have
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(a) The push forward map
af, :T((TQaV)/G) = T(T(Q/G)ege (V/G))

is a Lie algebra isomorphism. Here the Lie algebra on T' ((TQ & V)/G)
is the natural quotient Lie algebra structure, as defined in the comments
following Lemma 5.2.2.

(b) Let A" be another connection on the principal bundle QQ with structure

group G. Then oY%, o (&)™ is an isomorphism in the category LB if

and only if A=A’

Proof. (a) The proof of this part is an easy consequence of the proof of
Theorem 6.2.10.
(b) Let

X=Xa000el(T(Q/G)Dagd (V/Q)).

The proof of Theorem 6.2.10 shows that («!}')~'(X) is the horizontal lift of
X with respect to the connection A and then that (' o (@!f)7!)(X) can be
written

(a0 (0 ) (X)) = X @,

where ¢ € g. Also, by the same argument from the proof of Theorem 6.2.10,
we can see that £ = 0 if and only if (a})~!(X) is horizontal with respect to the
connection A’. On the other hand it is clear, also from the proof of Theorem
6.2.10, that for any

EDPle=00Ea e e T (T(Q/G) 5D (V/G))
we have
(a0 (@i)™) (E@)e) eT (@ (V/G)).
Using what we have proven so far, we can deduce that the conditions
(@l 0 (0 ) T(Q/G) = T(Q/G)
and
(e o (@) ™) @e (V/G) =ae (V/G)

are satisfied if and only if A=A". N
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6.3 Reduction by Stages of objects of £3

We shall begin by recollecting, without proof, some more or less standard facts.
In this section G will be a Lie group and N C G a normal Lie subgroup.

Lemma 6.3.1 Assume that a group G acts on the left on a manifold Q) (this
time we do not need to assume that, with this action, ) becomes a principal
bundle) and let N C G be a normal subgroup. Then the rule [g]n[q]ny = [99]n
defines an action of G/N on Q/N. The map

i2y 1 Q/G — (Q/N)/(G/N)
given by

g (dle) = vl
1 a bijection.

If the action of G on Q) is free then the action of N on Q) s free and also
the action of G/N on Q/N is free. Conversely, if the action of N on Q is free
and also the action of G/N on Q/N is free then the action of G on Q is free.

Now assume, in addition, that 7 : Q — Q/G, is a principal bundle with
structure group G. Then the map ig/N s a well defined diffeomorphism. More-
over, Q/N is a principal bundle with structure group G/N and Q is a principal
bundle with structure group N. Conversely, if Q/N is a principal bundle with
structure group G/N and Q is a principal bundle with structure group N then
Q 1s a principal bundle with structure group G.

We are interested in cases of the previous lemma in which the manifold @
carries some extra structures which remain invariant under the action of the
group GG and we also want to show how to obtain the corresponding quotient
structures by stages. The next lemma considers the case of an invariant vector
bundle structure. We will use some notation and results described in section
§5.2, in particular Lemma 5.2.1

Lemma 6.3.2 Let 7: V — @Q be a vector bundle and let p: G xV — V be a
vector bundle action of the group G on V' such that the action py : G X Q) — Q

gives Q) the structure of a principal bundle. Let N C G be a normal subgroup.
Then

7/N:V/N —-Q/N and 7/G:V/G— Q/G

are vector bundles and G/N acts with a vector bundle action on V/N. The
quotient

(r/N)/(G/N) - (V/IN)(G/N) = (Q/N)/(G/N)

15 a vector bundle. The isomorphism ig/N 1s a vector bundle isomorphism.
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Now we state the following lemma whose proof is straightforward:

Lemma 6.3.3 Assume the hypothesis of Lemma 6.1.7 and, in addition, as-
sume that N is a normal subgroup of G. Thus, in particular, any one of the
structures (a) or (b) defined in Lemma 6.1.7 which is invariant under the ac-
tion of G is also invariant under the restricted action of N, then it gives rise to
a corresponding quotient structure on the quotient vector bundle V/N. Then
the quotient structures so defined are invariant under the action of G/N on
V/N described in Lemma (6.3.2) and then define corresponding quotient struc-
tures on the bundle (V/N)/(G/N). Moreover, the isomorphism ig/N described
in Lemma (6.5.2) commutes with those structures, in other words, it is also
an 1somorphism with respect to them.

Let us now consider an important example of this situation. Let us assume
the hypothesis of Lemma (6.3.1). Let n be as in Definition 2.3.3. Then G/N
acts on n as follows:

[g]N[Q> S]N - [QQ> Adg g]N

We will prove that this action is well defined. Since N C G is a normal
subgroup, for any g € G' and any n € N there exist ny,n; € N such that
gn = nyg and ng = gn;. Besides, for any §{ € n we have Ady{ € n. Now let
n; € N be given for i = 1,2. Then we have

[nlg]N[nQQ> Adn2 g]N nignag, Adnlg Adn2 S]N
nlnggg(L Adnlnégg g]N
nlnIQgQQ> Adnlnég Adg S]N

949, Adg §]N7
which shows that the action is well defined.

Now we will study invariance properties of the structures of n. We will
omit the proof of the next lemma, which is straightforward.

=
=
=
=

Lemma 6.3.4 Assume the same hypothesis as in Lemma 6.3.3 and, in addi-
tion, choose a connection Ay on the principal bundle Q) with structure group
N. Then the action of G/N on n defined above commutes with the Lie algebra
structure on fibers of n defined in Lemma 2.5.5 and also with the n- valued
curvature 2-form BAN defined by equation (3.1.1). More precisely, for any
[q,&ven, i=1,2, any X; € Tigy (Q/N), 1 = 1,2 and any g € G we have

lg]nla, &ulw, [9]n g, §2)n] = (9] [lg, §ulw, [g; Eo] ]

and

B ([gln X1, [g]nX2) = [gln B (X1, Xa).
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It is not generally true that for any connection Ay the covariant derivative
DA~ or, equivalently, the connection VA~ on the bundle #, is invariant under
the action of G/N. However there is always a connection Ay having this
property, that is, having the property that the action of G/N commutes with
DA~ or, equivalently, with the connection VA~ as we shall see next. Let (,)
be any G-invariant metric on ). Then for each ¢ € () we have a direct sum
orthogonal decomposition

T,Q = VerN(TqQ) + Hn(q),

where Hy(q) is the orthogonal complement of Ver™ (TQQ). Given v, € T,Q
we can then write v, = g + vym,, where vy, € Hn(g) and £ € n. We can
easily see that the restriction

Tymn | Hy(q) : Hy(q) — Tig 5 (Q/N)

is a linear isomorphism and that the collection of all Hy(q) is G- invariant,
therefore, also N-invariant. Thus the collection of all Hy(q) defines a con-
nection on the principal bundle ) with structure group N. Let Ay be the
corresponding connection 1-form. By definition, we have for v, = {g+v,m, as
before, Ax(v,) = £. The horizontal spaces of this connection are Hor’q“N (TQ) =
H N(q) .

Lemma 6.3.5 Let Ay be the connection associated to a G-invariant metric
(,) as explained above. Then for any g € G and any v, € T,Q) we have
An(gvy) = Adg An(vy).

Proof. For any g € G and any v, € T,() we have

An(gvy) = An(9€q + gvgmy) = An(96q) + An(gVgmy)-

Since the collection of horizontal spaces is invariant, it follows that gv,m, €
Hy(gq) and therefore Ay (gvgm,) = 0. On the other hand we have Ay(géq) =
An(Adg&gq). Since n is normal, we have Ady & € n. Then we have

An(gvy) = Ad, € = Ady; An(v,) forall ¢ge@. A

Lemma 6.3.6 (a) Let Ay be a connection on the principal bundle Q with
structure group N having the property that for any g € G and any
v, € T,Q we have Ax(gv,) = Ad, An(v,). Let DAV be the covariant
derivative on n associated to Ay according to Definition 2.3.1. Then
DAN s G'/N- invariant.

(b) Assume the same conditions as in a). Then the action of G/N on
T(Q/N) & n defined by the natural actions of G/N on T(Q/N) and
on n defined above commutes with the isomorphism ca, : TQ/N —
T(Q/N)@®n (see Lemma 2.4.2).
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Proof. (a) Using the previous lemmas the proof of this part is straightfor-
ward. According to Lemma 2.3.4 we have

DA~ [g(s),&(s)la
Ds

= |a(s), = [Ax (a(s),d(5)) ()] + €(5)|

o
Given any [g]y € G/N we have

D~ (gq(s), Ady &(s)]e _
Ds

94(s), = [An (9a(5). 9i(s)) . Ad, (5] + Ad, £(5)]
94(s), — Ady [Ay (g(5), 4(s)) . £(5)] + Ady £(s)]
= [glv |a(s) = [Ax (a(s),d(5)) ,£()] +€(5)]

[ e B aa—

N

(b) Using the previous lemmas the proof of this part is straightforward.
We shall omit the details. W

Theorem 6.3.7 Let Q) be a principal bundle with structure group G and let
N be a normal subgroup of G. Let Ay be a connection on the principal bundle
Q with structure group N having the property that for any g € G and any
vy € T,Q we have Ax(gv,) = Ady Ax(v,). Consider the action of G/N on
T(Q/N) @& n such that its restriction to n coincides with the natural action,
defined above, and its restriction to T(Q/N) coincides with the tangent lift of
the action of G/N on Q/N defined in Lemma 6.3.1. Then this action is an
action in the category £P. The reduced bundle of T(Q/N) & n by the group
G/N with respect to any connection Ag/n on the bundle Q/N with structure
group G/N is an object of £P.

Proof. The proof is a direct consequence of Definition 6.2.4, Lemmas 6.3.4
and 6.3.6 and Theorem 6.2.10. W

More Preparatory Lemmas. Before we can state and prove our main
result on Lagrangian reduction by stages we need a few more lemmas.

Lemma 6.3.8 Assume the conditions of Theorem 6.5.7 and, in addition,
choose a connection Ag on the principal bundle Q) with structure group G.
Let K = G/N. Consider the following vector bundle isomorphisms:

(a) the quotient isomorphism (see Lemma 6.3.6 and Definition 6.2.11)

[@ailan = (TQ/N)/(G/N) — (T(Q/N) ®#) /(G/N),
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(b) the isomorphism (see Lemma 6.3.1)
igh 1 TQ/G — (TQ/N)/(G/N),
(c) the isomorphism (see Definition 6.2.11)
aye: TQ/G — T(Q/G) @ g,
(d) the isomorphism (see Definition 6.2.11)
apeE(T(Q/N) @1) /(G/N)
= T((Q/N)/(G/N) ®t® (#/(G/N)),

where € is the Lie algebra of K, thus we have a Lie algebra isomorphism

t=g/n

Then the linear isomorphisms, given by the push forward of maps correspond-
ing to the previous vector bundle isomorphisms

(a))
[@%e/ne : T((TQ/N)/(G/N)) — T (T(Q/N) &) /(G/N))
(v)
iGiv. :T(TQ/G) = T (TQ/N)/(G/N))
()
a2, T(TQ/G) — (T(Q/G) @ §)
()

TQINSR . D (T(Q/N) @ #) /(G/N))

~ 1 (T((@Q/N)/(G/N) & e (3/(G/N)))

are Lie algebra isomorphisms.
Consider the composition

(e)

{1 _ TQ/N)@h 1 TQ TQ

TQ -1
AnAgnAc) = YA [aAN]G/N Olg/n © (aAG) )
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which 1s a vector bundle isomorphism from
T(Q/G)®§ onto T((Q/N)/(G/N))@te (3/(G/N)).

Then G{AQN A nAc) induces a Lie algebra isomorphism
(€)

6F{AQN,AG/N,AG)* I((T(Q/G) @ g))

— T (T(Q/N)/(GIN) & k& (3/(G/N))) .

Proof. The conclusion follows using Lemmas 5.2.1, (6.3.6), (6.2.12), the para-
graph on quotient Lie algebras in section §5.2 and standard work with quotient
manifolds. W

It is not generally true that e(TfN AgynAc) is an isomorphism in the category

£, for arbitrary choices of the connections Ay, Ag/n and Ag. Next we will
show that it is always possible to choose Ay, Ag/n and Ag in such a way that
e is is an isomorphism in the category £33

(AN, Ag/n:Ac) p gory .

Lemma 6.3.9 Assume the hypothesis of Lemma 6.3.5 and define the connec-
tion Ay as in that lemma. Define the connection Ag on the principal bundle
Q with structure group G by the condition that, for all ¢ € @, Hor?G (TQ) is

the orthogonal complement of Verf(TQ). For each [g]y € Q/N let

Higy(T(Q/N)) = T'my Horg(TQ),

where T : Q — Q/N is the natural principal bundle projection. Then the
collection of all Hig, ((T(Q/N)) as [q]n varies in Q/N defines a connection
Ay on the principal bundle Q /N with structure group G /N, by the condition

Hyg (T(Q/N)) = Hor, /Y (T(Q/N) .

I~

The following property is satisfied: for all vy € TQ and all ¢ € Q) we have
Ac(vg) = 0 if and only if Ax(vg) =0 and Ag/n (T'mn(vg)) = 0.

We shall omit the proof of this lemma which can be carried out in a standard
way using the preceding results.

The next theorem, together with its generalization for arbitrary objects of
LB given in Theorem 6.3.14 constitute our main result on Lagrangian reduc-
tion by stages.
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Theorem 6.3.10 Assume the hypothesis of Theorem 6.3.7 and, in addition,
choose the connections Ay, Aq/y and Ag in such a way that the following
property is satisfied: for all vy, € TQ and all ¢ € Q we have Ag(v,) = 0 if and
only if An(vq) = 0 and Ag/n (Tmn(vg)) = 0 Then e(TAQN’AG/N’Ag) (see Lemma
6.3.8 1s an isomorphism in the category £P.

Proof. Taking into account Lemmas 6.3.9 and 6.1.3 we see that we only need
to show that

€t i) (T(Q/G)) = T (Q/N)/(G/N)).

However, this can be established easily from the definition of G(TAQN
We shall omit the details. W

Ag/nAg)

The following corollary gives an structure theorem for Lie algebras.

Corollary 6.3.11 Let G be a Lie group, let N be a normal subgroup and let
K = G/N. Letg, n and ¢ be the Lie algebras of G, N and K respectively.
Choose an identification g = € ® n as linear spaces. Choose any connection
AN on the principal bundle G with structure group N such that An(gv,) =
Ady An(vy) for all g € G, all v, € T,Q and all ¢ € Q. Then the Lie algebra
structure on g can be written in terms of the Lie algebra structure on n and €
and also VANY) and BAN as follows:

[K1 ® N1, ke @ o] = [K1, ko] B [V(AN’V)]G/NMT]Q — [V(AN’V)]G/N@m
- [BAN]G/N(M, Ka) + [, M)

Proof. The proof is a straightforward application of Theorems 6.2.10, 6.3.7
and 6.3.10. W

Now we shall generalize Theorem 6.3.7, Lemma 6.3.8 and Theorem 6.3.10
for arbitrary objects T'Q) &V rather than the particular case V' = 0 considered
in those results. We will give precise statements, however, we shall omit the
proofs, which can be performed in a way entirely similar to the proofs of
Theorem 6.3.7, Lemma 6.3.8 and Theorem 6.3.10.

Theorem 6.3.12 Let W =TQ &V be an object of LB and let G x W — W
be an action in the category LB of a Lie group G on W, in particular, this
action induces a principal bundle structure on ) with structure group G. Let
N be a normal subgroup of G and let Ay be a connection on the principal
bundle Q) with structure group N having the property that for any g € G and
any vy € T,Q we have An(gvy) = Ady, An(vy). Consider the action of G/N
on T(Q/N)@®n® (V/N) such that its restriction to T(Q/N)@®n coincides with
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the action defined in Theorem 6.3.7 and its restriction to V/N 1is the quotient
action of the action of G on'V by N (see Lemma 5.2.1. Then this is an action
in the category £B. The reduced bundle of T(Q/N)®nd (V/N) by the group
G/N with respect to any connection Ag/n on the bundle Q/N with structure
group G/N is an object of £P.

Lemma 6.3.13 Assume the conditions of Theorem 6.5.12 and, in addition,
choose a connection Ag on the principal bundle Q) with structure group G. Let
K = G/N. Consider the following vector bundle isomorphisms:

(a) the quotient isomorphism (see Lemma 6.3.6)
oy Jew = (W/N)/(G/N) = (T(Q/N) @a @ (V/N)) /(G/N),

(b) the isomorphism (see Lemma 6.3.1)
ig/n + W/G — (W/N)/(G/N),

(c) the isomorphism (see Definition 6.2.11)

af W/G—-T(Q/G)@ g (V/G),

(d) the isomorphism (see Definition 6.2.11)

@MV (T(Q/N) @ R @ (V/N)) /(G/N)

— T((Q/N)/(G/N) @& (ne (V/N)) /(G/N),

where t is the Lie algebra of K.

Then the corresponding linear isomorphisms

(a’)
o4y Jo/ne 1 T((W/N)/(G/N)) = T (T(Q/N) &n & (V/N)) /(G/N)),
(b’)
iG/ne 1 T(W/G) = T (W/N)/(G/N)),
(¢))

A 1 TW/G) > T(T(Q/G) ® g & (V/G)),
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(@)
a QIEREVING P (T(Q/N) @ 2 & (V/N)) /(G/N))

AG/N*

=T (TQ/N)/(GIN) @& (e (V/N) /(G/N))

are Lie algebra isomorphisms. Consider the composition

(¢)

1% _ T(Q/N)en®(V/N) w W W o\—1
C(An,Ag/nAc) = YAg)n © [aAN]G/N Olg/n © (@AG) )

which is a vector bundle isomorphism from T(Q/G) ® g ® (V/G) onto
T((Q/N)/(G/N)) @ t® (ne (V/N)) /(G/N).
Then EYL/‘N:AG/NaAG) mduces a Lie algebra isomorphism
(¢))
o ne e T(T(Q/G) B 5 @ (V/G))
=T (T(Q/N)/(GIN)) & k@ #/(G/N) & ((V/N)/(G/N))).

Theorem 6.3.14 Assume the hypothesis of Theorem 6.5.12 and, in addition,
choose the connections Ay, Aq/n and Ag in such a way that the following
property is satisfied: for all v, € TQ and all ¢ € Q we have Ag(v,) = 0 if
and only if An(vy) = 0 and Ag/y (T'nn(vy)) = 0 Then GKZ;N:AG/N:AG) is an
tsomorphism in the category £9.

6.4 The Subcategory RT and Reduction by Stages of
Variational Principles on 7TQ).

Let 7 be the category of tangent bundles of manifolds and tangent lifts of
maps, which is a subcategory of £3. The category RT is defined as the
smallest subcategory of £ that contains 7 and is closed under reduction.
Thus, as vector bundles, elements of RT are constructed by an inductive
procedure of the type Vo = TQ, Viy1 = Vi/G;, where for each i = 1,2,...,
G, is a group acting on V;. Using this and the fact that tangent bundles
are always orientable manifolds we can easily prove that objects of RT are
orientable manifolds. This shows in particular that SRT does not coincides with
P since there are simple examples of objects of £ that are nonorientable
manifolds. For instance, let Q@ = S and consider the vector bundle TQ & M.
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where M is the Mobius band, thus, as a manifold 7'Q) & M is nonorientable.
The Lie algebra structure on fibers of M must be 0 because the fibers are 1-
dimensional. The M- valued 2- form w must be 0 because () is 1-dimensional.
Now choose a vector bundle metric on M. Then define the connection V on
the vector bundle M by the condition that a curve in M is horizontal if and
only if its distance to the 0 section is constant. Then we can check that, with
this structure, T'Q) & M is an object of £3.

It is immediate that all the results of the previous sections involving generic
objects of £ are valid for generic objects of RT. A study of the local struc-
ture of objects of RT or £P and the study of categories bigger that £, in
connection with nonholonomic mechanics, Poisson geometry and other topics
is being planned for a future work.

In this section, we shall expose the theory of Lagrangian reduction by stages
for the bundle T'Q), where () is a principal bundle with structure group G having
a normal subgroup N. This theory explains how the Hamilton’s variational
principle corresponding to a given Lagrangian L : T'() — R invariant under
the action of G, and therefore also under the action of N, is reduced by stages,
first under the action of N and then under the action of G/N. The reduced
bundles for these reduced variational principles and corresponding Lagrange-
Poincaré operators are elements of RT, as we saw in section §3.2 where the
case of 1-stage reduction was studied. A more general theory of reduction
by stages of variational principles for any given object of £ including the
reduction of the corresponding variational principles is being planned for a
future work.

We shall begin with some remarks on the geometry of variations, using a
notation slightly more precise than the one used in sections §2.1, §3.1 and §3.2.
In this section, we will often use, for short,the notation T'Q) & V' to denote an
element of AT, meaning that this bundle is isomorphic to a bundle of the type
T(M/K) @ ¢, where M is a principal bundle with structure group G.

Let @ be a manifold. The tangent lift of a given curve ¢ € Q(Q) is the
curve {(q) on ¢ € Q(T'Q) defined by ¢(q)(t) = (¢q(t), ¢(t)) for all ¢, thus we have
amap £ : Q(Q) — QUTQ).

The space of allowed variations of a curve ¢ is the tangent space A, =
T,Q; qo, 1), that is, elements of A, are variations d¢g such that dq(¢;) = 0
for ¢ = 1,2, where, as usual, dq is the derivative of some deformation g,(t),
that is, for all ¢, we have

Sa(t) = (1)

A=0

We have a canonical inclusion map T,2(Q) — Q(T'Q). The space of lifted
allowed variations of a curve ((q) is the subspace Al of Ty QT Q) defined
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Ag = Tl (T;Q5 0, 1))
where
Tyl : T,Q) — Ty UTQ)

is the tangent map of /. A generic element of Ag can therefore be written
T,L.0q, for some variation dq of ¢ such that dg(t;) = 0 for ¢ = 1,2. It is easy
to prove that the restriction of T,¢ to T,2(Q; o, q1) = A, is a linear bijective
map onto AL,

The following definition is inspired by Lemmas 3.1.4 and 3.1.7.

Definition 6.4.1 Let TQ) ®V be an object of RY and let 7 : V — @) be the
projection. We denote (Q(Q) @ Q(V) the set of all {(q) v € UTQ V).
Likewise £92(Q; qo) ® QV'; qo) is the subset of all £(q) B v € QTQ ® V) such
that q(to) = qo and (2(Q;qo,q1) & UV q0,q1) is the subset of all {(q) ®v €
QTQ ® V) such that q(ty) = qo, and q(t1) = qi, (see §2.1). Let v be a
curve in Vo and let ¢ = Tv. We will sometimes think of the manifold () as
being identified with the vector bundle having base Q) and 0-dimensional fiber
(see §2). Thus if ¢ = Tv we can write v = q ® v. The space of allowed
variations of ¢ ® v is the subspace Ay, of T,UQ) & QV) of all curves of
the type

Dw

1) ov=>9
q D ov q@Dt

+ [v,w] — w(q)(4,0q),

where dq is a variation of q with 6q(t;) =0 for i = 1,2, that is, 6q € Aq, and
w is a curve in'V such that T (w(t)) = q(t) for allt and w(t;) =0 fori=1,2.
The space of lifted allowed variations of a curve {(q) v € QUTQ & V)
18 the subspace

Do = Dg @ V) of Ty ATQ) & (V)
of all variations of the type

Dw

T0.5
at-00 D 1y

+ [v, w] — w(q)(q, 6q),

where dq is a variation of q with dq(t;) =0 fori=1,2 and w is a curve in V
such that T (w(t)) = q(t) for allt and w(t;) =0 fori=1,2.

Assume that the group G acts on the manifold Q). Then we have maps (see
Lemma 5.2.1 and Lemma 2.4.2)

Te(TQ):TQ - TQ/G and as:TQ/G—T(Q/G) D g.
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Let 4(q) € Q(TQ). Then we have

Q(aaomg(TQ)) (Uq)) = l(x) B¢,
where
2(t) = [gla(t) and &(t) = [q(t), A(q(t), 4(1))]e
for all ¢.
Lemma 6.4.2 Assume the hypothesis of Lemma 2.4.2. Then the map
Q(aaomg(TQ)) : AUTQ) — Q(T(Q/G) @ g)
restricted to 6Q(Q; o) is bijective. The image of this restriction is
Q2 (Q/G; wo) & (85 0) -

Proof. Let @(t) @ £(t) = ((z)(t) @ £(t) be given such that x(tg) = zo. We
must show that there is a unique curve q € Q(Q; qo) such that

Yan o m6(TQ))g) = l(x) & &.

We can always write £(t) = [2] (t),£(t)]g. Let q(t) = g(t)zh () where g(t) is

q0 q0
a curve in G. Then we can see that

Qs o m6(TQ))g) = (#(t) & [l (). g7 (Dd()]c)

Thus ¢(t) must satisfy ¢(t) = g(¢)(t) for all ¢ and g(tg) =e. W

Corollary 6.4.3 The map
Q(aaome(TQ)) : UTQ) — Q(T(Q/G) & g)
restricted to (2(Q; qo, q1) 1S injective.

Lemma 6.4.4 Assume the hypothesis of lemma 6.4.2. Then the restriction of

the map T,Q (a0 716(TQ)) to AL is a linear isomorphism onto Ai@g where

i@ ={(r)®E=Qasoms(TQ))(q)

and Ai@é is the space of lifted allowed variations of £(z) ® & (see Definition
6.4.1).
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Proof. Using Lemmas 3.1.4, 3.1.7 and 6.4.2 and considering that an element
of Al can be represented as the derivative of a deformation £ ((¢x(t)) of a curve
q(t) = qo(t) at A =0, it follows easily that

T, (a0 ma(TQ)) Ay C AL e
Injectiveness and also surjectiveness of the restriction T,Q (aq 0 1a(TQ)) | AL

can be proved using a reconstruction procedure as in the proof of lemma 6.4.2.
Namely, let be given a deformation

Uazn) @&y of L(x)@E,

where &5(t) = [zl \(t),6\(t)]¢. This gives a unique deformation g,(t) of g
satisfying gx(t) = ga(£)&x(t), and this gives a unique deformation g¢,(t) =
ga(t)z) \(t) of q. Therefore by differentiation with respect to X at A = 0 we
obtain the inverse of the tangent map 7,0 (a4 o 7¢(7Q)). W

Lemma 6.4.2 and corollary (6.4.3) can be easily generalized for any object
of £ instead of T'Q). However, a generalization of Lemma 6.4.4 involves a
careful study of the geometry of spaces of variations and will be the purpose
of a future work on general Lagrangian reduction in the category £33, as we
have said above. More precisely, we have

Lemma 6.4.5 Assume the hypothesis of lemma 6.4.2 and, in addition, let
W =TQ®V be an element of LP. Then the map

Q (olf o ma(IV)) : QW) — QT(Q/C) & § & (V/C)
restricted to (2(Q; qo) ® (V5 qo) is bijective. The image of this restriction is
Q)G z0) & QG; o) ® QUV/G; x0).
Proof. For a given curve
(t) @ ER) @ []a(t) with x(ty) = 2

we find, using the curve i(t) @ £(t), the curve ¢ € Q(Q; qo) as in lemma 6.4.2.
Then using Lemma 5.2.1 we see that there is a unique curve v € (V') such
that Tv(t) = q(t), where 7 : V. — @ is the projection of V| and its class is
[v]g(t) forallt. W

We shall now state the generalization of corollary (6.4.3) However, we will

omit the proofs which is similar to the proofs of that result, but using Lemma
6.4.5 instead of lemma 6.4.2.
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Corollary 6.4.6 The map
Q (&E‘V o ’/T(;(W)) QW) - Q(T(Q/G)dgd (V/G))
restricted to £ (Q; qo, q1)) ® Q(V) is injective.

Next we will see how the space of lifted allowed variations is transformed
under reduction by stages.

Lemma 6.4.7 Assume the hypothesis of Theorem 6.5.14. Then we have

w w
(AN, Ag/n.Ac) © XAg © Ta(W)

= IV o g (T(Q/N) @ @ (V/N)) 0 auay o mn(W).

Proof. We can prove in a straightforward manner that
ig/n © ma(W) = m6/n(W/N) o my (W)
[ Jav o man(W/N) = meyn (T(Q/N) @ v @ (V/N)) ol
Using this and the definition of GYL/‘N’ Agn.Ag) We can prove the lemma without

difficulty. W

Theorem 6.4.8 Assume the hypothesis of Theorem 6.3.10. Then we have
0 oTQ (0% o ne(TQ)
(AN Ag/NAc) Ac G
—TQ (ﬁgjjv) o nayn (T(Q/N) & ﬁ)) 0T ( o WN(TQ)>

Let g € Q(Q) and let

0 (042 0 m6(TQ)) (U0)) = ldle €.
0 (42 0 mn(TQ)) (¢(a)

0 (]9 o gy (T(Q/N) @ 1)) (E(lalv © 7))

Then
1o (v

7Q))

(O‘A omn(T ) Aq = Agyen
)
):

[q]N S¥ 77]7

Hq]N]G/N k& [le/n-

AL 5 Af

q e

(Q/N)oi ¢ ¢
o <aAG/N ° WG/N T(Q/N)on A[Q}N@ﬁ - AH INlg/NOREO[MG/n
y4 y4
Y < €(An,Aq/n.Ac) A[Q}G@ - A [l n]e/nOR®M G/N

are linear isomorphisms.
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Proof. The first equality in the statement of the theorem is a consequence of
Lemma 6.4.7. The fact that

TQ - A¢ ¢
T (aAG ° WG(TQ)) A Dgges

kY <a£g o WN(TQ)) : Af} - qulw@ﬁ’

TQ AL l
Tﬂ(ﬂmw%mﬁd)'AMw%‘*AMMMW®@m@N
are linear isomorphisms is a consequence of lemma 6.4.4 and Theorem 6.3.10.
Then it follows from the first equality in the statement of the theorem that
also

T(Q/N)®n ~ N 0
Ay (aAG/N ©TG/N (T(Q/N) D 11)) : A[Q}N@ﬁ - A[[Q}N]G/N@R@[ﬁ}cm

is a linear isomorphism. W

The previous theorem says that, in the process of reducing the bundle 7'Q)
by stages, the spaces of lifted allowed variations can also be reduced by stages.
This leads to reducing variational principles by stages, as we will see next.

First we need to generalize the notion of action. Let T'Q) &V be an object
of RT, where where 7 : V' — () is the projection of V', and the structure on V'
is given by V, w, [,]. Let

L:TQ®dV — R

be a given Lagrangian, let v € Q(V') be a given curve and let ¢ = 7v. The
action of L at the curve v € Q(V) is, by definition,

= [ " Lig.d.0)dt.

to

We will also call this quantity the action of L at the curve ((q) ® v of
Q(TQ @ V) and denote it, also, J(L) (¢(q)).

The following definitions are obviously inspired in the results of §3.2. The
Lagrange-Poincaré operator is a bundle map

LP(L):TPQ@2V - TQaV*
defined by

(LP)(L)(0g & o0v) = Hor(LP)(L)dq + Ver(LP)(L)dv,
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where the wvertical and horizontal Lagrange-Poincaré operators are
given by

D 0L

: LOL
Ver(P) (L0 = (~ e S o) + ad S d.0) ) v

Hor(CP) ()60 = (5 00d0) = o 5 () ) 1 = 520 0ho(a) 0, 00),

Here we must choose an arbitrary affine connection V on () to make sense
of the covariant derivatives, in a similar way as we explained in §3.2 for the
case V' = g. For instance, in local coordinates, we can choose the Euclidean
connection.

Now assume that there is an action of the group G on T'QQ & V in the
category £ and that the Lagrangian L is invariant under the action. Then
for any choice of a connection Ag on the principal bundle ) we can identify

(TQ®V) /G with T(Q/G)®ad (V/G)

TQ®

. . . v . . .
via the isomorphism a4 7" and we obtain an induced Lagrangian

L9 17Q/G)eg® (V/G) — R,

called the reduced Lagrangian (to make the notation consistent with the
one used in the particular case V' = 0 considered in Theorem 3.3.4 we should
write | = L(%) | in that particular case). If, furthermore, L(%) is invariant under
the action of another group K on the object

TQ/G)oge (V/G)

in the category £J3, and we choose a connection Agx on the principal bundle
@/G with structure group K, then we will denote the reduced Lagrangian

simply LX) instead of (L(G))(K), for short. We have
LCR T7(Q/G)/K)ote (§/K)a (V/G)/K) — R.

As we said before, in this work we will explain how to perform reduction
by stages only for the case V = 0, leaving a more general theory for a future
work.

Assume the hypothesis of Theorem 6.4.8, let K = G/N andlet L : TQ — R
be a given Lagrangian. Then we have reduced Lagrangians

L9 TQ/G)®g —R,

LM T(Q/N)®da—R
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and
LYR T ((Q/N)/(K)) @t ® (/K — R.
For any given curve ¢ € (Q) let
Q (al201a(TQ)) (Ua) =2 &,
0 (ah9 0 mn(TQ)) (Ula) =y &7,
Q (&M o m (T(Q/N) & 1)) (Hly & 1)) = 2 & & & [l
as in Theorem 6.4.8. The next theorem is the main result of this section

Theorem 6.4.9 Assume the situation explained above. Then the following
conditions are equivalent:

(i) The curve q(t) is a critical point of the action functional
t1
| Haia
to
with restrictions on the variations given by Aé.

(i) The Euler-Lagrange equations
(EL)(L)(g) =0

are satisfied.

(1ii) The curve x(t) @ £(t) is a critical point of the action functional
t1 _
|1 w.a0.60)
to
with restrictions on the variations given by Ai@é'
(iv) The Euler-Lagrange equations

EL) L)z ®E) =0
are satisfied.

(v) The curve y(t) ® 7(t) is a critical point of the action functional

[ 6,500 70 ar

to

14

with restrictions on the variations given by Ay q..
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(vi) The Euler-Lagrange equations
(ELYLM)(y@m) =0
are satisfied.
(vii) The curve z & K @[]k is a critical point of the action functional
t1
/t LN (2 @k @ [7)x) dt
0
with restrictions on the variations given by A.ore(m -
(viii) The Euler-Lagrange equations
ELNLM)(z e k@ [7]K) =0
are satisfied.

We will omit the proof of this theorem. It can be easily performed using
an argument similar to the one used in the proof of Theorem 3.3.4 and also
using Theorem 6.4.8.

Remark. The main point of Theorem 6.4.9 is the equivalence with the last
two statements (vii) and (viii), since the equivalence between the statements
(1) to (vi) has ben already established in Theorem 3.3.4. This shows that one
can write the Euler-Lagrange equations for the Lagrangian

LYK T (Q/N)/K)et® (i/K) — R

using the reduced structures given by the formulas of Theorem 6.2.10. More
precisely, the structure on the bundle n is the one given by VAN BAN [,]4~.
Then from Theorem 6.2.10 we obtain the formulas for the structure V, w, [, ]
on the bundle £ ® @i, with V = VA¥, w = BAv [ ] = [,]4V.

All this can be generalized for several stages, that is, for the case where we
have a chain

{e} =Ny C Ny C Ny CN;3...CN, =G,

where for each ¢ = 0,1,2,... ,r — 1, N; is a normal subgroup of N;,;. This
together with some applications will be the purpose of a future work.

99



7 Further Examples

We have already seen one example of Lagrange-Poincaré reduction, namely
the study of Wong’s equations. Now we turn to some examples that involve
reduction by stages. The first one concerns the classical setting of semidirect
products in which one is given a Lagrangian that is invariant under the action
of a semidirect product, for example, as in underwater vehicle dynamics (see
Leonard and Marsden [1997]). Here we show how this theory fits into the
framework of the present paper.

Following this, we consider central extensions from the Lagrangian view-
point, the sort of example that is well known in the Hamiltonian context of the
KdV equation, as in Marsden, Misiolek, Perlmutter and Ratiu [1997, 2000].

The third example is that of the spacecraft with internal rotors. The group
in this case is just a direct product, but it is nonetheless interesting. See, for
example, Bloch, Krishnaprasad,Marsden, and Sdnchez de Alvarez [1992].

The Lagrangian version of systems with a Lagrangian depending on pa-
rameters, in which semidirect products are, in a sense, created, is studied in
the fourth example. These systems include, for instance, the classical heavy
top. This sort of theory was studied in Holm, Marsden and Ratiu [1998] and
in Cendra, Holm, Marsden and Ratiu [1998].

7.1 Semidirect Products

In this subsection we show that the reduction of system with a symmetry
group that is a semidirect product of a Lie group G with a vector space V' can
be done in two stages, reducing by the normal subgroup V first and by the
group G second.

Let G be a group and let p : G x V — V be a linear representation of G
on a vector space V. We will write, equivalently, p(g,v) = pyv = p(g)v = gv.
Let S = G®YV be the semidirect product. Thus, by definition,

(91,v1)(g2, v2) = (G192, G102 + v1)

and (g,v)™' = (¢!, —¢g~'v). The Lie algebra of S is s = g@©@V with the Lie
bracket given by

[(&1,01), (&2,v2)] = ([&1,, &), p/(&1)va — p'(E2)vn)

We will think of V' as being a normal subgroup of S as usual, via the
inclusion map V. — G@®V given by v — (e,v). Next we will perform the
reduction of T'S = T(G®V) in the category £ in 2 stages, first we reduce
by V and then by G = (GOV)/V.
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Stage 1. We can identify in a natural way T(G®V) = TG xV x V. Let us
choose the trivial connection Ay on the principal bundle GV with structure
group V, that is Ay (g, g,v,0) = 9. Then the curvature B4 = 0. Also by
definition V' is Abelian and we can identify its Lie algebra v = V| where the
Lie bracket is 0. We will also identify (G®V)/V = G by [g,v]v = g. The
bundle v is a trivial bundle with base (G®V)/V = G and we can identify
v=G x V via[(g,v),&], = (9,€). The covariant derivative on v is given by

= (a0), 0(6), €0y = - (9(0), 6(0) = (9(6), (1)

We also have B4V =0, and [,]® = 0. The reduced bundle that we obtain after
the first stage of reduction is then

T(GOV)/V)®b=TGxV

with the structure given above.

Stage 2. The action of G on © commutes with the structure V = VAV,
w= B =0,[,] =[,]° =0. Now consider the principal bundle G over
a point with structure group G and connection Ag(g,g) = gg~'. We are in
position to apply Theorems 6.2.10, 6.3.10 and 6.4.9. Reduction by G of the
bundle TG x V' obtained in the first stage gives, using Theorem 6.2.10, a
reduced bundle which is clearly isomorphic, in the category £33, to the bundle
g ® V whose base has dimension 0. It is clear that w® = 0, V¥ = 0, because
the base has dimension 0. Besides we can check very easily that the formula
for [,]% gives the usual semidirect product Lie algebra structure on g@®V. We
remark that even if the bundle obtained in the first stage depends on the
connection A, the bundle obtained in the second stage does not depend on the

connection A. This is, of course, also a direct consequence of Theorem 6.3.10.

7.2 Central Extensions

We are going to consider the particular case of R or S'-group extensions. This
already includes the Bott-Virasoro central extension of Diff(S!) as an interest-
ing infinite dimensional example. More general central extensions by Abelian
Lie groups, relative to an arbitrary action (see, for instance, De Azcérraga
and Izquierdo [1995]), can also be dealt with using the methods of this pa-
per. For instance, the examples studied in Marsden, Misiolek, Perlmutter and
Ratiu [1998], [2000], such as the Heisenberg group and the Bott-Virasoro group
treated there from a Hamiltonian point of view, can also be approached using
our Lagrangian techniques.
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Let G be a Lie group and consider central extensions of G of the type
G=GxRorG=G x S, where the composition law is given by

(9,2)(h, B) = (gh,a + B+ X(g,h)).

If we deal with G x S*, the sum in second component is understood to be
modulo 27. Here, ¥ : G x G — R is a group 2-cocycle relative to the trivial
action of G on R and hence, X satisfies the cocycle identity

S(g, h) + S(gh, k) = S(g, hk) + S(h, k).

As is well known, the second group cohomology of G with values in an Abelian
group classifies the extensions of G by this Abelian group. Therefore, in the
definition of the composition law for G we can modify X by the addition
of a 2-coboundary such that Y(e,e) = 0. The cocycle identity implies that
Y(h,e) = X(e,h) = B(e,e) and X(h,h ') = X(h~1 h) for all h € G. Tt can
be directly checked that the cocycle identity and the condition (e, e) = 0,
are necessary and sufficient for the composition law defined above to satisfy
the group axioms. It is easily verified that the neutral element of G is (e,0),
where e is the neutral element of G. The inverse of (g, a) is given by

(g.0) = (g7, —a—=%(g,97").

An element of the tangent space T(gya)é is often denoted by (g, @, g, &) or
(g,&). The Lie algebra g is the space of all tangent vectors at (e, 0), that is,
vectors (e, 0,&,a), where £ is an element of the Lie algebra g. With this basic
formulas in place we can calculate the Lie bracket in g which is given by

[(&,a), (n,0)] = ([§, 1], 010:X(e, €).n.{ — 001X (e, €).n.€) .

Here we define

0
010:% (e, e).n.E = 5 55 Y (expt€, expsn)
t=0 s=0
and
0 0
0201 % (e, e).n.E = B 55 Y (expsn, expt§).
t=0 s=0

We will define the Lie algebra cocycle o by

O'(f, 77) = 81822(6, 6)775 — 82812(67 6)776

and then the Lie bracket is written [(£,a), (,0)] = ([§,n],0(&,n)).
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The set N = {(e,) | & € R} is a normal subgroup of G isomorphic to R
or S*. Moreover, N is contained in the center of G. We can therefore consider
Gasa principal bundle with structure group N. Now consider any metric on
g, for instance one given by the simple formula

((€,a), (n,b)) = (& m) + ab,

where (by a slight abuse of notation), (§,n) is a given inner product on g.
This generates a left invariant metric on G in the following way. Let (gi, &) €
Tig,0)G, © = 1,2. Then define

((91,01), (92, 42)) = (9" 01,97 G2)
+ (1 +3S(g79) - 1) (e +BS(g7" . 9) - g2) -

Now we can proceed to perform the construction of the mechanical connection,
that is, the connection whose horizontal spaces are the orthogonal complements
of the vertical spaces of the bundle G with structure group N. Then the
conclusion of 6.3.5 holds, that is, the corresponding connection 1-form given
by

AN(gaa) - O‘ +822(gilag) : g

is G—equivariant and not just N-equivariant.

Now we apply the reduction by stages process given by Theorems 6.3.14
and 6.2.10. The first stage is reduction by N and we obtain the reduced bundle
TG @, since G/N = G. We obtain a structure V = VAY, B = BA¥ and [, ]
on the bundle n. Then by applying Theorems 6.3.14 and 6.2.10 we see that we
obtain an equivalent expression for the Lie bracket on g = g & [n]g. We can
easily check that, in the expression of the Lie bracket of Theorem 6.2.10, the
terms [V e [0, [VIAY)]gg, [v1]a, as well as the term [[v1]q, [v2]g] are all
0. Thus, in particular, the cocycle o is minus the reduced curvature.

7.3 Rigid Body with Rotors

We will use the description of the rigid body with rotors given in Marsden and
Scheurle [1993b)].

The configuration space for a rigid body with three rotors aligned with,
say, the principal axes, is

Q= S0(3) x S* x §' x §*
with elements denoted

(R7 ‘917 627 03)7
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where the angles are relative to the carrier. The group structure on @ is the
direct product structure. Then in particular N = SO(3) is a normal subgroup.
The body angular velocity is 2 = R™'R. We also denote

QT’ - (é170.270.3)'

We now think of ) as a principal bundle with structure group N and choose
the mechanical connection Ay given by

AN(R,01,05,05) = R'R+ (I + K) ' KQ,.
The first stage of reduction is reduction by N which gives the reduced bundle
T(S'xS'xSHenan=T(S" x S* x S') xn.

The second stage is reduction by the group S' x S' x S' = Q/N. We can
easily see that the reduced bundle is

RxRxRxna/S'xS'xS'=RxRxRxn.

We can also easily see that, in our case, several terms of the expression of
the Lie bracket given in Theorem 6.2.10 are 0, more precisely, [¢1,&] = 0,
(VA e [v]e = 0 for {i, 5} = {1,2} and [w]a (&1, &) = 0. We can also easily
check that the term [[v]q, [v2]g] i, in our case, simply [€2,€2]. Thus the Lie
algebra structure on R x R x R x n obtained by reduction by stages coincides
with the direct product Lie algebra, as expected according to Theorems 6.3.14
and 6.2.10.

7.4 Systems Depending on a Parameter

In this subsection, we consider Lagrangian systems depending on a parameter
and show how they fit into the framework developed in this paper. In the
process we shall recover the Euler-Poincaré equation in Holm, Marsden and
Ratiu [1998]; see equation (7.4.1) below.

Recall (see Holm, Marsden and Ratiu [1998] for additional explanation)
that on the Hamiltonian side of this same problem, the semidirect product
G®V appears as a symmetry group of an enlarged system and symplectic
reduction by stages is relevant. The situation on the Lagrangian side of the
same problem is somewhat different.

The fundamental difference between this subsection and §7.1 is that in
§7.1, one imagines having a system whose given symmetry group is a semidirect
product from the outset, as, for example, the Euclidean group is the symmetry
group of an underwater vehicle. Here, on the other hand, the Lagrangian has a
symmetry group (G, but in a way that includes the dependence on a parameter
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a € V*, where V is a space on which G acts. The goal is then to show that
the more general Euler-Poincaré equations referred to above, can be obtained
by using Lagrangian reduction with respect to the action of G.

There are interesting links between the set up described below and the
topic of Clebsch variables and Lin constraints; these are described in Cendra
and Marsden [1987]. We also refer to Cendra, Holm, Marsden and Ratiu [1998]
and Cendra, Holm, Hoyle and Marsden [1998] for interesting connections with
degenerate Legendre transformations.

Consider a Lagrangian

L:T(GxQ)xV*—=R,

where G is a group, () is a manifold and V* is the dual of the vector space V.
The value of L at the point (g,q, g, ¢, a0) € T(G x Q) x V* will be denoted
L(g,q,§,q,a0), as usual, and we will think of ay as being a parameter that
remains fixed along the evolution of the system. Assume that there is a linear
action p : G XV — V of G on V|, so there is also an induced action p, :
G x V* — V* such that (gag, gby) = (ao, by) for all ag € V* all by € V and all
g € G, where, as usual, we write gag = p(g, ao) and gby = p.(g,by). We will
often write (ag, bo) = (bo, ap), due to the identification V** = V. Assume that
L has the following invariance property:

L(hgaq7 hg)d) h(lo) = L(quuq:(ja CL())

for all ap € V*, all g € Q and all h,g € G. Let

L(e;q,§,4,a) =1(&,q,4,a),

for all £ € g, all ¢ € @ and all a € V*. Then the invariance property implies,
forallg e G, all g € Q and all a € V¥,
L(g) q, g) q.7 (10) = l(é'a q, q.a CL),
where £ = g7 !¢ and a = g lay.
By direct calculation we can show that the following conditions are equiva-
lent:

(i) The curve (g(t),q(t),ap) is a critical point of the action

t1
/ L(gacha(j) (lo)dt

to

with restrictions on variations given by dg(t;) =0 fori=0,1, dq(t;) =0
fori=0,1, and dayg = 0.
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(11) The curve (£(t),q(t),a(t)), where a(t) = g~ (t)ag for all t and &(t) =
g Y (t)g, is a critical point of the action

/ e, q, o a)dt

to

with restrictions on variations given by

0§ =n+ &,

where ) is any curve in g such that n(t;) =0 fori=0,1,

dq(t;) =0
fori=20,1,

da = —na
and

a+&a=0,

for all t. We remark that this last condition comes from the condition
aop = 0 together with ag = ga.

A direct application of (i7) leads to the Euler-Lagrange equations

d ol Lol al
_Ea_ngaf@_er%M_o (7.4.1)

a_da

dq dtog

where for all n € g, all a € V* and all b € V we have, by definition,

(boa)(n) = —(na,b).

The first of this equations is called the Fuler—Poincaré equation (see Holm,
Marsden and Ratiu [1998]). This equation together with the Euler-Lagrange
equations in the variable (¢, ¢) and the equation @+ a = 0 form the complete
set of equations of the system in terms of the variables (&, ¢, a).

Now we shall recast conditions (i) and (ii) into an equivalent form. The
idea is to introduce the condition that ag is a constant of the motion, that is
ap = 0, with a Lagrange multiplier. Thus let us define the Lagrangian

L:T(GxQxV*xV)—=R
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E(g,q,(lo, b())g)q.) dOa bO) - L(gachaq) + <d07 b0> .

Now we observe that G x () x V* x V is a principal bundle with structure
group G acting as before, that is, h(g,q, ao.bo) = (hg, q, hag, hby). Moreover,
G x Q x V* x V is isomorphic, as a principal bundle, to the trivial bundle
G x @ x V* x V where the action of GG is given by

h - (g7Q>a7 b) = (hg7Q7a7 b):

for all h,g € G, all @ € V* and all b € V. More precisely, we have the
isomorphism

YV:GXQXVIXV -GxQxV xV
given by
(9,4, a0,b0) = (9,4, 9 a0, 9" "bo) = (9,4, a,D).
We can check that
¥ (h(9,4, a0, b0)) = h-¢(g,q, a0, b0) = h - (9,9,a,b)

for all h,g € G, all aqp € V* and all by € V. We can easily check that the
composition L o Ty~ =: LV is given by

Lv(g7 q? a7 b?g? q‘? d? b) - L(g7 q?g? q‘? a) + <d+g_lga7 b> N

We will use the trivial bundle, where the action of GG is given by the - operation,
from now on. Thus, the base is

(GxQxV'xV))G=QxV*"xV

in a natural way. The Lagrangian on this bundle is LY. Using techniques as in
Cendra and Marsden[1987], which gives a version of the Lagrange multiplier
theorem, we can show that conditions (z) and (i7) are equivalent to any of the
following conditions

(iii) The curve (g(t),q(t), ap,bo) is a critical point of the action

t1 B )
/ L(Q)Qu aOybO;g,q,do,bo)dt

to

with restrictions on the variations given by
fori=0,1.
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(iv) The curve (g(t),q(t),a(t),b(t)) is a critical point of the action
t1 .
| gaabiab
to
with restriction on the variations given by
dg(t;) =0, dq(t;) =0, da(t;)=0 and b(t;) =0
fori=0,1.

However, this time we do not want to use that version of the Lagrange
multiplier theorem. Instead, we want to use directly Theorem 3.3.4 to obtain
a reduced system, starting with the Lagrangian LY, equivalent to the system

dt O¢ $9¢ da
ol dal (7.4.2)

obtained before.

We should calculate the reduced bundle T'(Q x V* x V') @ g. We can easily
check that the bundle gis g= @ x V* x V x g. The Lie algebra structure on
g is given by

[(Q7 a,b, 61)7 (Q> a, b, 52)] = (q> a,b, [617 62])

Now let us choose the trivial principal connection A on G x Q x V* x V', that
is, the connection given by

Alg,q,a,b,d,4,a,b) = g 'g.

Using Lemma 2.3.4 we can see that the covariant derivative D? on § is given
by

2 (al) a(t), b0, £0)) = (a0) (1), 50, £(1)).

Therefore the connection V4 on § is given by

9. 0,
da  0b ) ’

@é,a,b,q,d,i)) (Q7 a,b, 5) = <Q7 a,b,~a+ b
for any section (q,a,b) — (q,a,b,&(q,a,b)) of g and any tangent vector
(¢, a,b,4,a,b)
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at the point (g, a, b) of the base @ x V* x V of g. Since the curvature of A is
B4 =0 we have B4 = 0. A generic element of the bundle

TOxV*xV)®g
will be written (q,a,b, 4, a, b, €). Let IV be the reduced Lagrangian
VT@QxV*xV)dg—R.
Thus, IV (q,a,b, 4, @, b, &) is a function of the independent variables
(q.a,b,q,a,b,).
More precisely we can easily see that
1" (q.a,0,4,0,b,€) = U(q,€.4.a) + (a+ Ea,b),
where, as before,
(& q,d,a) = L(e, ¢,€, ¢, a).

We can read off directly from the expression of the Lagrangian [V above that
the condition @ 4+ £&a = 0 has been imposed with the Lagrangian multiplier b.
We can write (see Cendra and Marsden[1987])

1"(q,a,b,4,a.b,€) = 1(¢,€. ¢, @) + J(a,b)(€) + bo(a, b) (@, b),

where J : V* x V — g* is the momentum map of the action p lifted to the
cotangent bundle V* x V = V* x V** and 6, is the canonical 1-form on
V*xV =V*x V*. Using Theorem 3.3.4 we can obtain the vertical and also
the horizontal Lagrange-Poincaré equations. The vertical Lagrange-Poincaré
equation is

_% <§_é(57q7 q; CL) + J(CL, b)) + adz (2_2(57q’q7 (l) —+ J(a, b)) =0.

The horizontal Euler-Lagrange equation is

ol ) d ol )
a_q(§7q7 q, (l) - %a_q(§7QJq7 (l) =0
ol aJ(ab)©) db
%(€>q7Q>a)+T - E =0
a+&a=0.

Using the property (£a,b) + (a,&b) = 0, we can see that

9J(a, b)(€)

da = &b
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The last two horizontal equations can be rewritten

. ol
b= —&b+ —
o+ Oa
a = —Ea.
It is also clear that
dJ(a,b) .

= = dJ(a,b)(a,b).

Therefore we obtain

dJ(a,b) ol
b dJ(a,b) (—ﬁa, —£b+ %) )
Using directly the formula J(a,b)(v) = (va,b) = — (a,vb) we can prove in a
straightforward manner that
dJ(a,b) <—§a, —&b+ %) = ad; J(a,b) — % oa.

Using this together with the vertical Lagrange-Poincaré equation we obtain,
at each point (&, ¢, 4, a),

d (0l ol & oy
~ai (6) ~ oo o (5g) =0

which is the FEuler-Poincaré equation. We can easily conclude from all this
that any solution to the reduced system of equations is a solution of the system
(7.4.2).

We can also prove the converse, namely, starting with a solution (£(¢), a(t))
of the system (7.4.2) we can see that the curve b(t) = g(t)by, for any given
bp € V, is such that (£(¢),a(t),b(t)) is a solution of the system formed by

the reduced vertical and horizontal Euler—Poincaré equations. This is done by
simply reversing the previous procedure.

8 The Category £ and Poisson Geometry

In this section we will define the dual £93*, in some sense, of the category £.
The objects of £ are dual bundles and carry a Poisson structure which is
dual to the Lie bracket structure on sections of objects of the category £P.
Cotangent bundles are important examples of objects of £*. The parallelism
between Lagrangian mechanics and Poisson mechanics is a consequence of
the Legendre transformation. Interesting aspects of this parallelism can be
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viewed under the light of the categorical duality. For instance, reduction in the
category £98" is dual to reduction in the category £93. This includes cotangent
bundle reduction as a special case (see Montgomery [1986]). Thus, £3" is an
interesting class of Poisson manifolds which is stable under reduction.

In this section we establish the basic link between Lagrangian and Poisson
mechanics given by this duality and show how reduction in the category £53*,
which is a subcategory of the category of Poisson manifolds and Poisson maps,
can be viewed as being dual to reduction in the category £93. A more complete
study, including a precise description of the symplectic leaves of objects of £3*
and several other related topics will be the purpose of a future work.

8.1 The Poisson Bracket on Duals of Objects of £3

We shall begin with some notation and definitions. Let W = T(Q & V be an
object of £P and let 7 : W — Q, pg : W — TQ and py : W — V be the
natural projections. Let W* =TQ* & V* =T*Q @& V* be the dual of W and
let

T W —Q, po:W"—=T1T"Q and py:W*—=V~

be the naturally induced projections. A section w € I'(IW) will be sometimes
written more explicitly as w = X @®v or w = ¢®v Likewise, a section p € I'(IW*)
will be sometimes written u = v @ v. We have well defined maps

I(pg) : T(W) = T(TQ) and I(py):I'(W)—T(V)
and also
[(pg) : T(W*) = I(T"Q) and T'(py) : T(W") — I'(V7).
We will often denote
[(po)(w) = pow and  T(py)(w) = pyw
and also
L) = pop and  T'(py) (1) = pvp.

Thus, if we write a section w € I'(IW) as w = X @ v and a section pu € I'(W*)
as =y @ v, we have

I'(pg)(w) =pow =X and I'(pv)(w)=pyw =0

and also
I(po)p =por =~ and I'(pv)(p) = pvp=v.
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Definition 8.1.1 For each w € T'(W') we define the function P(w) € C*°(W*)
by

for all p € W*. In addition, for each f € C*®(Q) we have the function
fome C®(W™).

The space A(W*) C C*(W™) is the vector space generated by the set of all
the functions that are affine along the fibers of C*°(W*), that is, equivalently,

the space generated by the set of all functions of the type P(w), w € T'(W)
together with fo7, f € C®(Q).

Lemma 8.1.2 Let w; € I'(W) and f; € C(Q), fori=1,2. Define

{P(w;), P(w;)} = =P ([wi, w;])
{P(w:), fjom} =—(D(pg)(wi)) (f5) o7
{fiom, fjom} =0.

We will sometimes write, for given f € C*(Q) and givenw € I'(W), f = for
and w(f) = (L(po)(w)) (f) o @, for short.

Then {,} extends to a uniquely determined skew-symmetric bilinear map
{,} :A(W*) x A(W™*) — A(W™).
The operation { , } satisfies the Jacobi identity, that is
{fiAd fsh = {{A fobs S3) + e, {1, fs})
for all f; € A(W™*),i=1,2.

Proof. Every element of A(1¥*) can be written fo7+ P(w) for some uniquely
determined f € C*°(Q) and w € I'(W). Using this we can prove in a straight-
forward manner that {,} extends to a uniquely determined skew-symmetric
bilinear form on A(W*). The verification that {, } satisfies the Jacobi identity
is also a straightforward calculation. W

Theorem 8.1.3 The operation {,} on A(W*) defined in the previous lemma
can be uniquely extended to a Poisson bracket

[} C®(W*) x CX(W*) — C®(W™).
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Proof. Let f; € C°(W™*), i = 1,2 be given. Let goWW* be also given and
let (op) = qo. We are going to define {fi, fo}(00). Consider any section
o € I'(W*) such that o(qy) = 0o. Then for each ¢ € @ we have the Taylor
expansion, for ¢ = 1,2,

afi
Opr

filp) = fi(0(q) + 57=(o(q)) (n = o(q)) + € (0(q), 1) - (1 = o(q)),

where for each ¢ €  we have p € W and

afi
Opr

(0(q))

is the derivative of f; at o(q) along the fiber W7, and besides, we have
€ (0(q),n) — 0 as p — o(q). Define w; € I'(W) and a; € C(Q) for i = 1,2
by

wile) = 52 (o(0)
and
oila) = i (010) - 2= (0(a)) ola)

for all ¢ € Q. Thus, for i = 1,2, a; + P(w;) is the affine approximation
of f; along the fibers of I'(W*). To emphasize the dependence on o we will
sometimes write af = a;, wy = w; and f7 = af + P(w{), for i = 1,2. The
functions f{ are elements of A(W*). Then we can define, for each choice of o
and o9 = o(qo),

U 23770 () = {7, 13 3 (),

where the bracket on the right hand side is the bracket on A(W*) defined
before. We want to show that

{f1, 2}77(00)

only depends on 0y and not on o. Next we will show that the following property
holds:

If dfi(o9) =0 fori =1 ori=2 then {fi1, f2}>7°(00) = 0.

We will work in a local bundle chart of W = T'Q®V such that the restriction of
it to T'Q) is a natural tangent bundle chart. This can be done by first choosing
a vector bundle chart of V. This induces a chart of () which has a naturally
associated tangent bundle chart. The chart on W induces a chart on W* =

113



T*Q @ V*. An element of W will be represented in the local chart by (¢, w) =
(¢,¢ P v) and an element of W* will be represented in the corresponding local
chart by (¢, 1) = (¢, p®v). Thus we will write, with a slight abuse of notation,

a0 = (qo, pto) = (go, Po ® o)

and
o(q) = (¢, u(q)) = (¢, p(q) & v(q))
and also
wy (q) = (g, w7 (q)) = (¢, 47 (q) © v{ ().
A straightforward calculation shows that, for ¢ = 1,2, we have df;(0g) =

dff (op). It is also easy to see that dff(o¢) = 0 for i =1 or i = 2 if and only if
the following equalities hold for ¢ = 1 or ¢ = 2 respectively :

Oad owy
2 —(q0) + 1o 24 ~(q0) =0
wy (qo) =0

or, equivalently for ¢ =1, 2,

daf 47 ovy

g ~(q) +Po—5 - g ~(qo) + vo—7~— 9 “(q0) =0
q; (q0) =0
7 (q0) = 0.

This is valid for any chart as before. From now on we will assume that the
previous conditions are satisfied for ¢ = 1. The case i = 2 can be established
in an entirely analogous way. By definition we have

{f1, [2}77°(00) = {f7, f5 }(00)
= {af + P(w}), a3 + P(w3)}(00)
= w3 (a7)(go) — wi(a3)(q0) — P ([w],w3]) (qo)-

Since w{(qo) = 0 we have w{(qo)(a3)(qo) = 0. On the other hand, by definition,
we have

w3 (90)(a7)(g0) = (Pou3)(a7)(4o)

ag; (d0) (P (a0)

0ag .
= 8—;(QO)Q2 (QO)-
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By Definition 6.1.1 the Lie bracket in the category £8 is given by
[wy, w3] =[] v, q5 & 03]
= (47, 43] ® Vggv3 — Vggui —w(dy, ¢3) + [of, v3].
Since ¢7 = 0 and v{(go) = 0 we have
[w, w3](q0) = [47,d5)(q0) & —VgvT (qo)-

We can easily show that
o o g7
47 )(a0) = — 75~ (a).

Now we choose the chart on W in such a way that the Christoffel symbol
of the connection V on V' vanishes at ¢y, which does not implies any loss of
generality. Then we obtain

g

ov o
Vigv] (qo) = 8—;(610)612 (q0)-

Therefore, using previous equalities, we can conclude that

715} 00) = G (a8 a0) + o g ()5 )+ 0 (a0} )
( () + ) + 0 ) ) )
=0.

We have therefore proved the aforementioned property that if df;(o¢) = 0 for
i =1 ori=2then {fi, fo}”°(00) = 0. It follows by a standard argument
that for given f;, g; € C°(W*), i = 1,2 such that df;(c9) = dgi(op) and for
any section o € I'(W*) such that o(qy) = 09 we have

{f1, f2377°(00) = {91, 92377 (00).

We can easily check that if f; € A(W*) , for i = 1,2, then for any section
o € I'(W*) and any choice of oy such that o(qy) = o9 we have f; = f7, for
1 =1,2 and also

{f1, fa}(o0) = { f1, f2}77°(00).

On the other hand we can show using the Taylor expansion that for any choice
of a section ¢’ € T'(W*) such that 0/(qy) = 0¢ and any f € C>®°(W*) we have
df? (00) = df (09) = df?(0o). Using all this we can see that

{f1, 2377 (00) = { f7, 177 (00)
= {7, 15177 (o0) = {7, 15 177 (00) = { f1, f2}7 7 (00).
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So far we have proved that the bracket {fi, fa}(00) is well defined, that is, it
does not depends on the choice of the section ¢’ € I'(W*) as far as ¢’(qy) = 0p.

Now we must prove that for given f; € C>*°(W*), i = 1,2,3 and any given
oo € W* we have

Ui, A f2, 333 (00) = {{ f1, fo}, f3}(o0) + { fo, {f1, f3} } (00).

Choose o € I'(W*) such that o(qy) = 0p. Using what we have proven so far
we can see that the question reduces itself to proving that

{7 AS3, 153 o0) = T, 15} 15 3 oo) + {5 ST, /3 11 (00)-

We can prove that this last equality is true using Lemma 8.1.2 because f7 €
A(W™), fori=1,2,3.
Finally we must prove that

{f1. fafs}(00) = { /1, f2}(00) f3(00) + fa(o0){ f1, f3}(00)-

Since f7 € A(W*), for i = 1,2,3 we can write f; = a; + P(w;), for i = 1,2, 3.
Using the bilinearity and skew-symmetry of {,} we can easily see that it is
sufficient to consider the following particular cases:

J1 = a1, f2 = ag, f3 = az;

fi = ay, fo = ag, f3 = Pws);

fi = aq, fo = P(wy), fs = P(ws);

fi = P(un), fo = as, f3 = as;

fi = P(un), f2 = ay, f3 = P(ws);

fi = P(w1), fo = P(wy), f3 = P(w;).
The first, second, fourth and fifth cases can be established using directly the
definition of the bracket on A(W*) and the fact that for any a € C*°(Q) and

any w € I'(W) we have aP(w) = P(aw). To prove the third case we first write
the Taylor expansion of P(w,) and P(ws) namely

Pwi)(g, 1) = o () (wi)(q) + (1 = o(q)) (wi)(q)

for ¢+ = 2, 3. Then, since

d((p = o(q) (wa2)(q) (1 = (q)) (ws)(q)) = 0

at (q, ) = ¢ we see that

{ar, P(w2) P(ws)}(00) = {a1,0(q)(w2)(q) P(ws) + P(ws)o(q)(ws)(q)}(o0)
= {a1, P (o(q)(w2)(q)ws) + P (o(q)(ws)(q)w2)}(00) -
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Using this the property that we want to prove can be established using the
definition of the bracket A(WW*). To prove the sixth case we use the Taylor
expansion of P(ws) and P(ws) and we obtain

{P(ws), P(wz) P(ws)} ()
= {P(w1),0(q)(w2)(q) P(ws) + P(wz)o(q)(ws)(q)}(o0)
= {P(w), P (a(q)(ws)(q)ws) + P (a(q)(ws)(q)w2) } (o) -

Using this the property can be established using the definition of the bracket
on A(W*). N

Remark. In the extreme case V = 0, that is, W = T'Q) we have W* = T*(Q)
and the Poisson structure on W* coincides with the standard Poisson structure
on the symplectic manifold 7*(Q). In the extreme case in which @) is a point,
that is, W =V we have W* = V* and the Poisson structure on W* coincides
with the standard Lie-Poisson structure on the dual of a Lie algebra.

8.2 Poisson Reduction in the Category £P* Viewed as
Dual to Reduction in the Category £J3

Let W =TQ &V be an object of £ and assume the hypothesis of Theorem
6.2.10. The composition of the natural map wg(W) : W — W/G and the
diffeomorphism

oV (TQaV)/G-TQ/G)®aa (V/G),

of Definition 6.2.11 gives a map Pg(W) = oY o mg(W). Introducing the
notation

We=T(Q/G)®ga (V/G)
for the target space, W is an object of £, and
Pe(W) W — Wg

is a morphism of £J. The restriction of Pg(WW) to the zero section coincides
with the natural projection 74 (Q) : @ — Q/G and the restriction of Pg(W)
to each fiber is a linear isomorphism. Thus, Pg(1V) induces a vector bundle
morphism P(W)g : W* — W¢,. The restriction of P(W)g to the zero section
coincides with the natural projection 7¢(Q) : @ — Q/G. The restriction of
P(W)g to each fiber is a linear isomorphism, which is precisely the dual of the
inverse of the restriction of Pg(W) to the same fiber.

According to Theorem 8.1.3, W* and W carry a Poisson structure. We
are going to show that P(W)g is a Poisson map.

117



First, we will introduce some notation. In short, reduced objects under
the action of G will be denoted with a subindex ¢. Let us give more precise
definitions. For given w € W we will denote wg = Pg(W)(w). Likewise, for
p € W* we will denote pug = P(W)a(p). If w € T¢(W) or u € T%(W*) then,
respectively, wg € I'(Wg) is the unique section of Wy such that

Fo(W) (w(q)) = we (7(q))

for all ¢ € Q and pe € I'(W() is the unique section of W such that

PW)a(W) (1(q)) = pe (m(q)) foral g¢e Q.

If f e C>®(W*)is invariant or a € C*°(Q) is invariant then, respectively, fg €
C>=(Wg) is the unique function such that f = fgo P(W)g and ag € C*(Q/G)
is the unique function such that a = ag o 7¢(Q). We can easily show that, for
any w € W and any u € W* we have ug(wg) = p(w). For given w; € T¢ (W),
i = 1,2, we have proven before (this is part of the content of Theorem 6.2.10)
that [wig, wag] = [wy, wa)e. It is also easy to see that for given w € I'“(W)
and a € C*°(Q) invariant we have wg(ag) = (w(a)),. Using the last two
assertions we can easily show that for any given w; € I'%(W), i = 1,2 we have

{P(uic), P(wa)} = {P(w1), P(wz)}e

that is, for any o € W* we have

{P(uic), P(wa)}(og) = {P(w), P(ws)}a(oa)-

Using the previous notation the assertion that P(WW)g is a Poisson map
can be restated as follows: for any given invariant f; € C°(W*), i = 1,2, we
have { fic, foc} = {f1, f2}a-

First, we will consider the case in which f; € A(W*), ¢ = 1,2. Then
fi = a; + P(w;), i = 1,2. Invariance of f;, i = 1,2 implies invariance of a; and
of w;, that is, in particular, w; € T'%(W), i = 1,2. Using this and the previous
formulas we can show in a straightforward manner that { fig, foc} = {f1, f2} -

Now we will consider the general case. Let f; € C*(W*), i = 1,2 be
invariant. Let o9 € W*, say o9 € W . We can always find o € T’ (W)
such that o(qo) = 09. We can easily show that f7 € C(W*) is invariant, for
i=1,2. Let ff =af + P(w?), i = 1,2. We can show easily, for i = 1,2, that
(a?)e = (a;¢)?¢ and also that (w)g = (wig)’¢. Then we have

{f1, fa}(oo) = {7, £5 }(o0) = {f7, f3 Yalooa) = {(f7)a, (f7)a}(oua)
= {(f16)7%, (f26)7¢ }ooc) = { fic, fac} (o0c)-

We have proved the following
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Theorem 8.2.1 P(W)g : W* — W{, is a Poisson map.

This theorem establishes that Poisson reduction in the category £*, in
particular cotangent bundle reduction, is dual to reduction in the category
L. The decomposition of the bracket as a sum of three brackets given in
Montgomery [1986] should be compared, via duality, with the decomposition
of the reduced Lie bracket on sections of the reduced object of £ given in
Theorem 6.2.10. As we said before, a more detailed study of all this is being
planned for a future work.

Acknowledgments. We thank Darryl Holm, Gerard Misiolek, Matt Perl-
mutter and Jiirgen Scheurle for several helpful suggestions. The research of
JEM was partially supported by the California Institute of Technology, NSF
grant DMS-9802106 and that of TSR by NSF Grant DMS-9802378 and FNS
Grant 21-54138.98.

References

Abraham, R. and J.E. Marsden [1978] Foundations of Mechanics. Second
Edition, Addison-Wesley.

Abraham, R., J.E. Marsden, and T.S. Ratiu [1988] Manifolds, Tensor Anal-
ysis, and Applications. Second Edition, Applied Mathematical Sciences
75, Springer-Verlag.

Arnold, V.I. [1989] Mathematical Methods of Classical Mechanics. Second
Edition, Graduate Texts in Mathematics 60, Springer-Verlag.

Bates, L. and E. Lerman [1997] Proper group actions and symplectic stratified
spaces. Pacific J. Math. 181, 201-229.

Bloch, A.M. and P.E. Crouch [1994] Reduction of Euler Lagrange problems
for constrained variational problems and relation with optimal control
problems. Proc. CDC, IEFEE 33, 2584-2590.

Bloch, A.M., P.S. Krishnaprasad, J.E. Marsden, and R. Murray [1996] Non-
holonomic mechanical systems with symmetry. Arch. Rat. Mech. An.,
136, 21-99.

Bloch, A.M., P.S. Krishnaprasad, J.E. Marsden, and T.S. Ratiu [1996] The
Euler-Poincaré equations and double bracket dissipation. Comm. Math.
Phys. 175, 1-42.

119



Bloch, A.M., P.S. Krishnaprasad, J.E. Marsden, and G. Sanchez de Alvarez
[1992] Stabilization of rigid body dynamics by internal and external
torques, Automatica 28, 745-756.

Bretherton, F.P. [1970] A note on Hamilton’s principle for perfect fluids. J.
Fluid Mech. 44, 19-31.

Cannas da Silva, A. and A. Weinstein [1999] Geometric Models for Noncom-
mutative Alebras, Berkeley Mathematics Lecture Notes 10, Am. Math.
Soc.

Castrillén Lépez, M., T.S. Ratiu and S. Shkoller [1999] Reduction in principal
fiber bundles: covariant Euler-Poincaré equations, Proc. Am. Math.
Soc. (to appear).

Cendra, H., D.D. Holm, M.J.W. Hoyle and J. E. Marsden [1998] The Maxwell-
Vlasov equations in Euler-Poincaré form. J. Math. Phys, 39, 3138-3157.

Cendra, H., D.D. Holm, J. E. Marsden and T.S. Ratiu [1998] Lagrangian
reduction, the Euler—Poincaré equations, and semidirect products. AMS
Transl. 186, 1-25.

Cendra, H., A. Ibort, and J.E. Marsden [1987] Variational principal fiber
bundles: a geometric theory of Clebsch potentials and Lin constraints,
J. Geom. Phys. 4, 183-206.

Cendra, H. and J.E. Marsden [1987] Lin constraints, Clebsch potentials and
variational principles, Physica D 27, 63-89.

Cendra, H., J.E. Marsden and T.S. Ratiu [2000] Lagrangian reduction and
nonholonomic mechanics, in Mathematics Unlimited: 2001 and Beyond,
Ed by B. Engquist and W. Schmid, Springer Verlag, to appear.

Courant, T. [1990] Dirac manifolds. Trans. Amer. Math. Soc. 319, 631-661.

De Azcarraga, J.E. and J.M. Izquierdo [1995] it Lie Groups, Lie Algebras,
Cohomology and Some Applications in Physics, Cambridge University
Press.

Ge, Z. and J.E. Marsden [1988] Lie-Poisson integrators and Lie-Poisson Hamilton-
Jacobi theory, Phys. Lett. A 133, 134-139.

Guillemin, V. and S. Sternberg [1980] The moment map and collective mo-
tion, Ann. of Phys. 1278, 220-253.

Guillemin, V. and S. Sternberg [1984] Symplectic Techniques in Physics.
Cambridge University Press.

120



Hamel, G [1904] Die Lagrange-Eulerschen Gleichungen der Mechanik. Z. fir
Mathematik u. Physik 50, 1-57.

Holm, D.D. [2000] Euler-Poincaré Dynamics of Ideal Micropolar Complex
Fluids (preprint.)

Holm, D.D., J.E. Marsden, and T.S. Ratiu [1986] The Hamiltonian structure
of continuum mechanics in material, spatial and convective representa-
tions, Séminaire de Mathématiques supérie, Les Presses de L’Univ. de
Montréal 100, 11-122.

Holm, D.D., J. E. Marsden and T. S. Ratiu [1998] The Euler—Poincaré equa-
tions and semidirect products with applications to continuum theories,
Adv. in Math., 137, 1-81.

Jalnapurkar, S.M. and J.E. Marsden [1999] Reduction of Hamilton’s Varia-
tional Principle, preprint.

Kane, C, J.E. Marsden, M. Ortiz and M. West [1999] Variational Integrators
and the Newmark Algorithm for Conservative and Dissipative Mechani-
cal Systems (submitted for publication).

Kobayashi, S. & K. Nomizu [1963] Foundations of Differential Geometry.
Wiley

Koon, W.S. and J.E. Marsden [1997a] Optimal control for holonomic and
nonholonomic mechanical systems with symmetry and Lagrangian re-
duction. SIAM J. Control and Optim. 35, 901-929.

Koon, W.S. and J.E. Marsden [1997b] The Geometric Structure of Nonholo-
nomic Mechanics, Proc CDC 36, 4856-4862.

Koon, W.S. and J.E. Marsden [1997¢] The Hamiltonian and Lagrangian ap-
proaches to the dynamics of nonholonomic systems, Rep. Math. Phys.
40, 21-62.

Koon, W.S. and J.E. Marsden [1998] The Poisson reduction of nonholonomic
mechanical systems, Reports on Math Phys. 42, 101-134.

Lagrange, J.L. [1788] Mécanique Analytique. Chez la Veuve Desaint

Leonard, N.E. and J.E. Marsden [1997] Stability and drift of underwater vehi-
cle dynamics: mechanical systems with rigid motion symmetry, Physica
D 105, 130-162.

Libermann, P. and C.M. Marle [1987] Symplectic Geometry and Analytical
Mechanics. Kluwer Academic Publishers.

121



Mackenzie, K. [1987] Lie Groupoids and Lie Algebroids in Differntial Ge-
ometry, London Math. Soc. Lect. Note Series 124, Cambrigde Univ.
Press.

Marsden, J.E. [1992], Lectures on Mechanics London Mathematical Society
Lecture note series, 174, Cambridge University Press.

Marsden, J., G. Misiolek, M. Perlmutter, and T. Ratiu [1998] Symplectic
reduction for semidirect products and central extensions, Diff. Geom.
and its Appl., 9, 173-212.

Marsden, J.E., G. Misiolek, M. Perlmutter and T.S. Ratiu [2000] Reduction
by stages and group extensions, in preparation.

Marsden, J.E., R. Montgomery, P.J. Morrison, and W.B. Thompson [1986]
Covariant Poisson brackets for classical fields, Annals of Phys., 169, 29-
48.

Marsden, J.E. and T.S. Ratiu [1998] Introduction to Mechanics and Symme-
try. Texts in Applied Mathematics, 17, Second Edition, Springer-Verlag.

Marsden, J.E., T.S. Ratiu, and A. Weinstein [1984a] Semi-direct products
and reduction in mechanics, Trans. Am. Math. Soc. 281, 147-177.

Marsden, J.E., T.S. Ratiu, and A. Weinstein [1984b] Reduction and Hamilto-
nian structures on duals of semidirect product Lie Algebras, Cont. Math.
AMS 28, 55-100.

Marsden, J. E., G. W. Patrick, and S. Shkoller [1998] Multisymplectic geom-
etry, variational integrators, and nonlinear PDEs Comm. Math. Phys.
199, 351-395.

Marsden, J.E., S. Pekarsky and S. Shkoller [1999] Discrete Euler-Poincaré
and Lie-Poisson equations. Nonlinearity, 12, 1647-1662.

Marsden, J.E., S. Pekarsky and S. Shkoller [2000] Symmetry Reduction of
Discrete Lagrangian Mechanics on Lie groups J. Geom. and Phys., to
appear.

Marsden, J.E. and M. Perlmutter [1999] The orbit bundle picture of cotangent
bundle reduction (preprint).

Marsden, J.E. and T.S. Ratiu [1986] Reduction of Poisson manifolds, Lett.
in Math. Phys. 11, 161-170.

122



Marsden, J.E. and T.S. Ratiu [1994] Introduction to Mechanics and Symme-
try. Texts in Applied Mathematics, 17, Springer-Verlag, 1994. Second
Edition, 1999,

Marsden, J.E., T.S. Ratiu, and J. Scheurle [2000] Reduction theory and the
Lagrange-Routh equations, J. Math. Phys. (to appear).

Marsden, J.E., T.S. Ratiu, and A. Weinstein [1984a] Semi-direct products
and reduction in mechanics, Trans. Am. Math. Soc. 281, 147-177.

Marsden, J.E., T.S. Ratiu, and A. Weinstein [1984b] Reduction and Hamilto-
nian structures on duals of semidirect product Lie Algebras, Cont. Math.
AMS 28, 55-100.

Marsden, J.E. and J. Scheurle [1993a] Lagrangian reduction and the double
spherical pendulum, ZAMP 44, 17-43.

Marsden, J.E. and J. Scheurle [1993b] The reduced Euler-Lagrange equations,
Fields Institute Comm. 1, 139-164.

Marsden, J.E. and S. Shkoller [1999] Multisymplectic geometry, covariant
Hamiltonians and water waves Math. Proc. Camb. Phil. Soc., 125,
553-H75.

Marsden, J.E. and A. Weinstein [1974] Reduction of symplectic manifolds
with symmetry, Rep. Math. Phys. 5, 121-130.

Meyer, K.R. [1973] Symmetries and integrals in mechanics, in Dynamical
Systems, M. Peixoto (ed.), Academic Press, 259-273.

Montgomery, R. [1984] Canonical formulations of a particle in a Yang-Mills
field, Lett. Math. Phys. 8, 59-67.

Montgomery, R. [1986] The Bundle Picture in Mechanics, Ph.D. Thesis,
Berkeley.

Montgomery, R. [1990] Isoholonomic problems and some applications, Comm.
Math Phys. 128, 565-592.

Montgomery, R. [1993] Gauge theory of the falling cat, Fields Inst. Comm.
1, 193-218.

Montgomery, R., J.E. Marsden, and T.S. Ratiu [1984] Gauged Lie-Poisson
structures, Cont. Math. AMS 28, 101-114.

Moser, J. and A.P. Veselov [1991] Discrete versions of some classical integrable
systems and factorization of matrix polynomials. Comm. Math. Phys.
139, 217-243.

123



Ortega, J.—P., and Ratiu, T.S. [1997] Persistence and smoothness of critical
relative elements in Hamiltonian systems with symmetry. C. R. Acad.
Sci. Paris Sér. I Math., 325, 1107-1111.

Ortega, J.—P., and Ratiu, T.S. [1999] Symmetry, Reduction, and Stability in
Hamiltonian Systems. In preparation.

Poincaré, H. [1901] Sur une forme nouvelle des équations de la méchanique,
CR Acad. Sci. 132, 369-371.

Routh, E.J. [1877] Stability of a given state of motion. Reprinted in Stability
of Motion, A.T. Fuller (ed.), Halsted Press, New York, 1975.

Sjamaar, R. and E. Lerman [1991] Stratified symplectic spaces and reduction,
Ann. of Math. 134, 375-422.

Sternberg, S. [1977] Minimal coupling and the symplectic mechanics of a
classical particle in the presence of a Yang—Mills field, Proc. Nat. Acad.
Sci. 74, 5253-5254.

Tulezyjew, W.M. [1977] The Legendre transformation. Ann. Inst. Poincaré
27, 101-114.

Vershik, A. M. and V. Ya. Gershkovich [1987] Nonholonomic dynamical
systems. Geometry of distributions and variational problems. (Russian)
in Current problems in mathematics. Fundamental directions, 16, 5-85,
307, Itogi Nauki i Tekhniki, Akad. Nauk SSSR, Vsesoyuz. Inst. Nauchn.
1 Tekhn. Inform., Moscow, 1987.

Vershik, A.M. and V. Ya Gershkovich [1994] Nonholonomic Riemannian man-
ifolds, in Dynamical Systems 7, Encyclopaedia of Mathematical Sciences
16, Springer-Verlag.

Veselov, A.P. [1988] Integrable discrete-time systems and difference operators.
Funct. An. and Appl. 22, 83-94.

Veselov, A.P. [1991] Integrable Lagrangian correspondences and the factor-
ization of matrix polynomials. Funct. An. and Appl. 25, 112-123.

Weinstein, A. [1978] A universal phase space for particles in Yang-Mills fields,
Lett. Math. Phys. 2, 417-420.

Weinstein, A. [1996] Lagrangian mechanics and groupoids, Fields Inst. Comm.,
7, 207-231.

Weinstein, A. [1998] Poisson geometry, Diff. Geom. Appl. 9, 213-238.

124



Wendlandt, J.M. and J.E. Marsden [1997] Mechanical integrators derived
from a discrete variational principle, Physica D 106, 223—-246.

Wong, S.K. [1970] Field and particle equations for the classical Yang-Mills
field and particles with isotopic spin, Il Nuovo Cimento LXV, 689—694.

125



