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1. Introduction

A crucial objective of monetary policy is to achieve high and sustain-
able rates of economic growth along with low and stable rates of infla-
tion. Therefore, the debate about the relationship between inflation
and economic growth is important for the conduction of monetary
policy. According to the studies by Barro (1991); Fischer (1983,
1993) and Bruno and Easterly (1998), inflation has a negative effect
on economic growth, thus the monetary authority should aim at
achieving a low level of inflation. In the past years, indeed, central
banks in several countries have adopted an inflation targeting regime.
An important question is what should be the inflation target. To answer
this question, it would be useful to understand fromwhat level inflation
has a negative relationship with economic growth. The appropriate
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level of the inflation target, especially for developing economies, is
still under debate.

Given the relevance of this topic, an important number of theoretic
models in the macroeconomic literature analyze the impact of inflation
on growth in the long run. Sidrauski (1967) finds that there are no ef-
fects of inflation on growth (money is superneutral). However, Tobin
(1965) finds that inflation has a positive effect on growth, assuming
that money is a substitute for capital. Stockman (1981) proposes a
model inwhichmoney is a complement to capital, so inflation generates
negative effects on growth. Finally, more recent models find threshold
effects in the relationship between inflation and growth (Huybens and
Smith, 1998). In thesemodels, high inflation rates exacerbate the frictions
on financial markets, as they reduce the real returns to savings. Such
financial frictions may cause credit rationing, limiting investment level,
reducing investment efficiency and hence decreasing economic growth.

The primary goal of this paper is to highlight the importance of tak-
ing account of institutions for the understanding of the inflation–
growth nexus, especially for developing countries. Most of the related
literature on institutions has either examined the relationship between
institutions and growth (Glaeser et al., 2004; Knack andKeefer, 1995) or
the relationship between institutions and inflation (Aisen and Veiga,
2006; Narayan et al., 2011a). To examine the role of institutions in the
inflation–growth relationship, we first estimate for both developed
and developing countries the inflation thresholds above which its
nexus with economic growth is expected to be negative, allowing
for a smooth transition between the low and the high inflation re-
gimes. Then, we focus on the (highly heterogeneous) group of devel-
oping countries and control for differences in the quality of their
institutions. In particular, we work sequentially with reduced groups
of developing economies whose compositions depend on identifiable
ationship between inflation and growth: Do institutions matter in
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levels of a measure for institutional quality. For these groups of coun-
tries, we estimate the inflation thresholds in order to provide useful in-
formation regarding the appropriate location of the targeting bands,
and assess how quicky inflation appears to affect growth around the
threshold.

We consider three proxies for institutions. First, we use the Polity
IV dataset which contains information on the level of democracy on
an annual basis (Jaggers and Marshall, 2000). Second, based on
Acemoglu et al. (2001) we consider a proxy related to the mortality
rates faced by European settlers in the colonial origins, which in
turn appeared to determine the colonization policies and the institu-
tions created. Third, we construct an indicator from the International
Country Risk Guide (ICRG) database based on several components of
political risk. We use a panel data of over 130 countries, during the
period 1950–2009. As it is standard in the empirical literature on
economic growth, we work with non-overlapping five-year averages
of the data.

The paper by Fischer (1993) is one of the first studies examining the
possibility of nonlinearities, i.e., threshold effects, in the relationship
between inflation and growth. Using panel data for a set of devel-
oped and developing countries, Fisher finds a non-linear negative re-
lationship between inflation and growth. Bullard and Keating (1995)
apply structural VAR models to estimate the response of real output
to permanent inflation shocks in each economy, for a sample con-
taining 16 countries. They find that increases in long run inflation
have positive (negative) effects on growth if the initial level of inflation
is sufficiently low (high).

Additionally, Khan and Senhadji (2001) estimate threshold levels of
annual inflation between 1 and 3% for industrialized countries, and be-
tween 11 and 12% for developing countries – the groups defined accord-
ing to the IMF classification. They find that inflation significantly
reduces growth above these thresholds. The high threshold for non-
industrialized countries can be to some extent explained by the adop-
tion of indexation systemswhich reduce the variations in relative prices
and, thus, the negative effects of inflation on growth.

More recent literature has found similar results regarding the
ranges of the inflation thresholds for both industrialized and devel-
oping countries. In particular, Drukker et al. (2005) solve some of
the limitations of Khan and Senhadji (2001) using the econometric
methods developed by Hansen (1999, 2000) and Gonzalo and
Pitarakis (2002) in order to estimate the number of thresholds,
their values and the model coefficients. They find two inflation
thresholds in industrialized countries, 2.6% and 12.6%, and one
threshold of 19.2% in non-industrialized economies. On the other
hand, Vaona and Schiavo (2007) provide evidence about the nonlinear
relationship between inflation and growth using nonparametric
methods. They find the existence of an inflation threshold of 12% in the
full sample that includes both industrialized and non-industrialized
countries. Splitting the sample betweendeveloped anddeveloping coun-
tries, they show that the inflation threshold for developed countries
sticks at 12% while there is no clear inflation threshold for developing
countries.

In a recent paper, Kremer et al. (2013) introduce a dynamic panel
model with threshold effects, finding results that are consistent with
the existing literature. The studyfinds an inflation threshold of 2% for in-
dustrialized countries, which represents the inflation target set by sev-
eral of these countries. An inflation threshold of 17% is estimated for
non-industrialized countries. On the other hand, López-Villavicencio
and Mignon (2011) estimate the inflation–growth nexus using a
smooth transition regression model, finding an inflation threshold of
2.7% for industrialized countries and 17.5% for non-industrialized coun-
tries. Espinoza et al. (2010) also find that the threshold for advanced
economies is much lower than the one for developing countries. Simi-
larly, Omay and Kan (2010) find a threshold for industrialized countries
between 2.4% and 3.2%, depending on the estimation method, which in
turn controls for cross section dependency in a non-linear model. For
Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
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the case of the Southern African Development Community, Seleteng
et al. (2013)find a threshold level of 18.9%, using a smooth transition re-
gression model.

Although the inflation thresholds found in the literature for in-
dustrialized countries seem consistent with the targets that have
been implemented, the evidence for developing countries indicates
inflation thresholds that are higher than the inflation targets that
have been adopted by those countries. In particular, the estimated
thresholds are in the range of 12–19%, while the inflation targets in
many developing countries are usually in the range from 1 to 5%. A
possible reason for this gap, indeed, might be the high level of het-
erogeneity in the sample used in most empirical studies. Our contri-
bution is important because it addresses this issue by taking into
account the highly different levels of institutional development
across countries. For comparison with the previous empirical litera-
ture, we also estimate the model using the entire available sample of
developing and developed economies.

Our empirical results confirm the importance of including ameasure
of institutional quality from an economic perspective. In particular,
we find that the inflation threshold falls from 19.1% for the entire
sample of developing countries, to levels well below the two-digit fig-
ures for reduced groups that satisfy certain degrees of institutional
development. We also find that the estimated (negative) association
between inflation and growth becomes higher with the level of insti-
tutional quality. Moreover, we find that such association is relatively
higher after reaching the two digit levels.

Economies with weaker institutions could have high inflation rates
without experiencing negative effects of growth. Narayan et al.
(2011a) examine the relationship between inflation and institutional
particularly government stability, military in politics, law and
order and democratic accountability using a dataset of 54 develop-
ing countries during the 1995–2004 period. They find that improve-
ments in democracy and in reductions in the level of participation
of military in politics reduce inflation rates in the long run. Similar-
ly, Aisen and Veiga (2006) find that lower levels of political instabil-
ity result in lower inflation levels using a panel of 75 developing
countries. Economies with weak institutions tend to have inefficient
tax systems and use seigniorage as a source of revenues (Cukierman
et al., 1992). Fatton (1992) argues that non-democratic leaders tend
to use repression to maintain themselves in power and spend public
revenues to build patronage networks, which results in higher
levels of inflation. In addition, weak institutions could be associated
with lower levels of central bank independence (de Haan and Kooi,
2000; Loungani and Sheets, 1997), lower probability of having
inflation targeting regimes (Bernanke et al., 1999; Capistrán and
Ramos-Francia, 2009) and lower levels of central bank transparency
(Faust and Svensson, 2001; Walsh, 1995), which results in higher
levels of inflation.

Regarding the sample of developed countries, the estimation results
obtained are in line with the previous literature. In particular, the
estimated threshold for that group is 4.5%. For both developed and de-
veloping economies, once the thresholds are reached, the association
between inflation and growth is negative and statistically significant.
However, if the inflation level is below the threshold, inflation has no
significant relationshipwith growth. The speed of transition is relatively
smooth for the group of industrialized countries while, for the full group
of non-industrialized countries, inflation quickly appears to affect
growth when it exceeds the threshold. For those groups of non-
industrialized countries which are identified by the proxies as having
relatively “good” institutions, however, the speed of transition falls to
the levels found for industrialized countries.

The paper is organized in the following way. Section 2 describes the
data. Section 3 introduces the econometric model. Section 4 discusses
the set of baseline results, including the linearity tests, the estimation
results for both the developed and the entire sample of developing
countries, and a number of robustness checks. Section 5 shows the
ationship between inflation and growth: Do institutions matter in
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estimation results controlling for institutions. Finally, Section 6 presents
concluding remarks.

2. Data

We use an unbalanced panel of 138 countries, for the period 1950–
2009. The sample period is chosen due to data availability, as our last
entire five-year period available is 2005–2009. Countries are classified
as industrialized and non-industrialized, according to the IMF (see the
lists of countries in Tables A.3 and A.4 in the Appendix A). The growth
rate of real per capita GDP at 2005 prices is obtained from the Penn
World Table 7.0 data base, while inflation is obtained from the IMF's
International Financial Statistics as the annual percent change of the con-
sumer price index. Following the empirical growth literature (Temple,
2000), the time span is divided in five-year non-overlapped intervals
to study a long run relationship between inflation and growth. The
growth rates for each interval are then calculated as five-year annual
averages.

The control variables introduced are standard in the empirical
growth literature (see, e.g., Sala-i-Martin (1997)). The set of control var-
iables includes investment as the share of GDP, the rate of population
growth, the initial level of income (measured as the real per capita
GDP at the previous quinquennium), the degree of openness to trade
(measured by adding exports and imports as the share of GDP), the
terms of trademeasured as exports divided by imports and the standard
deviations of the terms of trade (calculated as the standard deviation
within the five-year interval). These data were obtained from the
PennWorld Table.

We make use of three alternative proxies for institutions. First, we
use the Polity IV dataset which contains information on the level of
democracy on an annual basis. In particular, we take the ‘polity 2’ series,
a measure which ranges from −10 (hereditary monarchy) to +10
(consolidated democracy), based on political competition, constraints
on political authority and executive recruitment at each country. The
advantage of using this variable is that it is available for all countries
and time periods in our sample. A description of the Polity dataset
can be found in the Appendix A. In addition, we also consider the mor-
tality rates faced by European settlers in the colonial origins, used by
Acemoglu et al. (2001) as a proxy for later institutions. There are a num-
ber of limitations in this sample; for example, only 64 countries appear
in it, of which 58 match with our working sample of 130 countries.
However, the great advantage of Acemoglu et al. (2001)'s data is
that the information contained in it serves as a good instrument
for our purposes. It is exogenous to growth and, thus, useful to char-
acterize different groups of countries according to their institutional
quality. Our third measure of institutions is obtained from ICRG, a
private international investment risk service. This database is avail-
able for 93 out of 113 non-industrialized countries in our sample
and has been previously used in the literature as an indicator of in-
stitutional quality by Knack and Keefer (1995); Hall and Jones
(1999); Narayan et al. (2014); Narayan et al. (2015), among others.
Compared to the Polity dataset, which focuses on the level of de-
mocracy, this database contains information on several dimensions
of institutional quality. In particular, we use the following ten com-
ponents of political risk of a country from the database: government
stability, internal and external conflict, corruption, military in poli-
tics, religious tensions, law and order, ethnic tensions, democratic
accountability and bureaucracy quality.1 A description of the ICRG
1 The ten components included in the analysis are selected from a longer list of twelve
political risk variables according to their relevance as proxies for institutions. The indica-
tors that we exclude are socioeconomic conditions and investment profile, as we consider
that they are majorly related to the economic rather than the institutional conditions of a
country. We have also performed robustness exercises including those two variables as
well as alternative combinations of the entire set of twelve political risk variables and
the results are similar to those reported in this paper.
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database and each of its components employed in the analysis is
provided in the Appendix A. Following Knack and Keefer (1995),
to construct an indicator for each country, we add the number of points
corresponding to these ten variables and compute the proportion of the
resultant sum of points out of the maximum score. Thus, our indicator
ranges from 0 to 1, where higher values indicate better institutional
conditions.2 Tables A.3 through A.5 in the Appendix A report the list of
industrialized and non-industrialized countries and their correspond-
ing levels of institutional quality. In addition, Figs. A.5 through A.7
show the distribution of these variables across non-industrialized
countries.

Othermeasures of institutional quality have been used in the empir-
ical growth literature (see, e.g., Glaeser et al. (2004), and the references
therein). However, the data setsmentioned above servewell to our pur-
poses and complement each other, in a way to check for robustness as
we discuss below.

Following Sarel (1996), we transform the inflation rate to logs in
order to avoid that the extreme observations distort our regression
results. In addition, such a change has the advantage that multiplica-
tive shocks (instead of additive) have the same effects either in high
or low-inflation economies. By applying this transformation, we ob-
tain an almost symmetric inflation distribution, comparable to a
Normal distribution (see Figs. A.1 through A.4 in the Appendix A).
Moreover, Ghosh and Phillips (1998) find that the log function pro-
vides a reasonable characterization of the inflation–growth nexus.

Given that the logarithm is not defined for negative values and it ap-
proaches negative infinity for inflation levels near zero, we use a semi-
logarithmic transformation as in Khan and Senhadji (2001). In particu-
lar, we consider the following transformation:

~πit ¼ πit−1 if πit ≤ 1
lnπit if πit N 1

�

This function is linear for inflation rates less than unity, and logarithmic
for rates larger than unity.

3. Model specification

In order to estimate the association between inflation and growth
and, in particular, both the threshold as well as the speed of transi-
tion, we specify a panel smooth transition regression (PSTR) model
with fixed effects, following González et al. (2005). The growth rate
of the real per capita GDP is the dependent variable, while the infla-
tion rate and the control variables aforementioned in Section 2 are
the independent variables. The two-regime PSTR model is defined
as follows:3

dyit ¼ μ i þΨzit þ β0
0~πit þ β0

1~πitG ~πitγ; ~π
�� �þ uit ; ð1Þ

where i = 1, …,N represent countries and t = 1,…,T, quinquennia.
The variable dyit is the growth rate of real per capita GDP, ~πit is the
transformed inflation rate, and zit is the vector of control variables
which includes: the initial GDP (igdpit), the population growth rate
(popit), investment/GDP (invit), openness to trade (openit), the
terms of trade (totit) and the terms of trade standard deviations
(sdtotit).

The transition function Gð~πit;γ; ~π
�Þ is continuous in the observable

transition variable, ~πit . It is a normalized function that takes values
2 The institutional indicator was also computed using a principal components analysis
of the data. The results are similar to those presented in this paper as its correlation with
respect to the indicator based on the sum of components is 0.99.

3 In the next section, we show that the two-regime model is correctly specified by test-
ing for the presence of non-linearities.

ationship between inflation and growth: Do institutions matter in
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between 0 and 1, and its extreme values are in turn associated with
the regression coefficients β0 and β1. More generally, the value of
~πit determines the value ofGð~πit ;γ; ~π

�Þand thus the effects of inflation
on growth, β0 þ β1Gð~πit ;γ; ~π

�Þ, for country i in period t. Notice that
the estimated marginal effects of inflation on growth will be allowed
to vary across time.4 Finally, μ i represents country fixed effects.5

FollowingGonzález et al. (2005),G is specified as the following logis-
tic function:

G ~πitγ; ~π
�� � ¼ 1

1þ exp −γ ~πit−~π�� �� � ; ð2Þ

where the slope parameter of the logistic function,γ N 0, determines the
speed of transition, and ~π� is the inflation threshold. For γ→∞, the logis-
tic transition function approaches an index function Ið~πit N ~π�Þ that takes
the value of 1 if ~πit N ~π�. For γ→ 0, the transition function approaches a
constant and the model becomes homogenous or a linear panel regres-
sion model with fixed effects.

Notice that, for γ sufficiently high, the PSTR model reduces to a
threshold model with two regimes as in Khan and Senhadji (2001). In
such a case, the direct effect of inflation on real GDP growth will be
given by β0 for those countries with inflation less than or equal to ~π� ,
and by (β0 + β1) for those countries where inflation exceeds ~π�. How-
ever, in general, the effect of inflation on growth can be defined as a
weighted average of the parameters β0 and β1. Therefore, it is generally
difficult to directly interpret the values of these coefficients. We can,
however, interpret the signs of these parameters, as they indicate the
direction of the effect of inflation on growth.

The set of control variables enter linearly (state independent) in the
growth equation, in order to emphasize only the threshold effects of in-
flation. Moreover, it allows us to compare our results with the previous
literature, which introduces the control variables linearly (e.g., Khan
and Senhadji, 2001).6

The estimation procedure for the PSTRmodel consists of eliminating
the individual effects μ i by removing country-specific means and apply-
ing nonlinear least squares to the transformed model.7 In what follows,
we describe the test for linearity against the PSTRmodel and determine
the number r of transition functions. For the linearity test, the null hy-
pothesis can be written as H0: γ = 0 or H0: β1 = 0. However, in both
cases the test is non-standard, since the PSTR model contains unidenti-
fied nuisance parameters under the null hypothesis. A possible solution
is to replace the transition function Gð~πit;γ; ~π

�Þ by its first-order Taylor
expansion around γ= 0 and to test an equivalent hypothesis based on
the following auxiliary regression:

dyit ¼ μ i þΨzit þ θ00~πit þ θ00~π
2
it þ u�

it ð3Þ

In this way, testing H0 : γ = 0 in Eq. (1) is equivalent to testing the
null hypothesis H0 : θ1 = 0. Following Colletaz and Hurlin (2006), we
4 González et al (2005), propose a time varying PSTR where the regression coefficients
are allowed to change as a function of time, which is suited for a relatively large time di-
mension T. Given our sample limitations, we estimate our PSTR model assuming that
the threshold and gamma parameters are constant over time. However, as it is mentioned
above, the inflation coefficient is allowed to change over time according to the level of in-
flation. In other words, as the inflation rate in a particular country is changing over time,
the country can fluctuate between high and low inflation regimes, and so does the associ-
ation between inflation and growth.

5 Time fixed effects were also considered in the estimations. The main conclusions of
thepaper remain if those variables are included. The estimations reported in this paper ex-
clude those variables as they are not statistically significant.

6 In an earlier version of this paper, we estimated our model with the control variables
appearing non-linearly, i.e., state dependent. The main results, especially the thresholds
and the speeds of transition, remain.

7 For more details about the estimation, see González et al. (2005).
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can define the Wald, Fisher and Likelihood Ratio Tests. The Wald (LM)
test can be written as:

LM ¼ NT SSR0−SSR1ð Þ=SSR0 ð4Þ

where SSR0 is the panel sum of squared residuals underH0 (linear panel
model with individual effects) and SSR1 is the panel sum of squared re-
siduals under H1 (PSTR model with two regimes). The Wald statistic is
distributed as χ2(K) under the null hypothesis. The Fisher (LMF) test
can be written as:

LMF ¼ SSR0−SSR1ð Þ=K½ �= SSR0= NT−N−Kð Þ½ � ð5Þ

where K is the number of explanatory variables, and it has an approxi-
mate F(K, NT − N − k) distribution. Finally, the likelihood ratio test is
defined as:

LRT ¼ −2 log SSR1ð Þ− log SSR0ð Þ½ � ð6Þ

which follows a χ2(K) under the null hypothesis.
To test the number of transition functions in the model, a similar

logic is followed. In particular, we test the null hypothesis of no remain-
ing non-linearity in the transition function. For instance, suppose that
we want to test whether there is one transition function, (H0: r = 1)
versus there are at least two transition functions (H0: r=2). Thus, con-
sider the model:

dyit ¼ μ i þΨzit þ β0
0~πit þ β0

1~πitG1 ~πit ;γ1; ~π
�
1

� �þ β0
2~πitG2 ~πit ;γ2; ~π

�
2

� �
þ uit; ð7Þ

The null hypothesis of no remaining heterogeneity can be formulat-
ed as γ2 = 0. As before, the identification problem is solved by using a
first order Taylor approximation ofG2ð~πit ;γ2; π�

2Þ, leading to the follow-
ing auxiliary regression:

dyit ¼ μ i þΨzit þ β0
0~πit þ β0

1~πitG1 ~πit ;γ1; ~π
�
1

� �þ θ01~π
2
it þ u�

it; ð8Þ

The null hypothesis of no remaining non-linearity can thus be de-
fined as H0 : θ1 = 0. The Wald, Fisher and Likelihood Ratio Tests can
be computed as before. The testing procedure is as follows. Given a
PSTR model, we test the null hypothesis that the model is linear. If
the null is rejected, we estimate a two-regime PSTR model. Then,
we test the null hypothesis of no remaining non-linearity in this
model. If it is rejected, estimate a three regime model. The testing
procedure continues until we fail to reject the null hypothesis of no
remaining heterogeneity. At each step of the sequential procedure,
the significance level must be reduced by a factor 0 b τ b 1 to avoid
excessively large models.

4. Baseline results

This section presents the results of estimating our model for the two
groups of countries considered. First, we present the tests for non-
linearity in the relationship between inflation and growth to investigate
the adequacy of the model. Then, we estimate our model for the entire
group of industrialized and non-industrialized countries. Finally, we
compare our resultswith those from the previous literature and provide
several robustness tests. Before presenting our results, we should note
that our estimates of the relationship between inflation and growth
cannot be interpreted as a causal relationship but rather as representing
conditional correlations.

4.1. Tests of linearity

For both industrialized and non-industrialized countries, the null
hypothesis that the model is linear is rejected at the 1% level with the
three tests (see Table 1).
ationship between inflation and growth: Do institutions matter in
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Table 1
Linearity tests.

Industrialized Non-industrialized

Tests Statistic p value Statistic p value

Wald test 10.085 0.001 18.332 0.000
Fisher test 9.164 0.003 16.019 0.000
LRT test 10.294 0.002 18.539 0.000

H0: Linear model. H1: PSTR model with at least one threshold.

Table 3
PSTR model estimation with two regimes.

Industrialized Non-industrialized

Threshold: π⁎ 4.47% 19.13%
Slope: γ 1.48 31,380.77
Variable Parameter
~πit β0 0.5748 −0.1686

(0.3805) (0.1076)
~πit � Gðπit ;γ; π�Þ β1 −1.2372** −0.6806**

(0.3903) (0.1041)
−0.6624** −0.8492**
(0.1389) (0.0936)

igdpit ψ1 −0.0002** −0.0003**
(0.0000) (0.0001)

popit ψ2 −0.9164** −0.5032*
(0.2637) (0.1986)

invit ψ3 0.0797 0.0733**
(0.0424) (0.0263)

openit ψ4 0.0340** 0.0104
(0.0128) (0.0083)

totit ψ5 −0.1313 −0.1168
(0.2818) (0.0790)

sdtotit ψ6 3.9936 3.2913
(22.7064) (6.2175)

Significance level: (*) 5%, (**) 1%.
Values in parentheses are standard errors corrected for heteroskedasticity.
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Further, we test whether there is remaining non-linearity after as-
suming a two-regimemodel. In these tests, thenull hypothesis indicates
that the PSTRmodel has only one threshold, while under the alternative
themodel contains at least two thresholds. This type of models requires
a sufficiently high value of the test statistic to select a higher number of
thresholds. That is, selection criteria penalize the cost of increasing the
number of thresholds associated with the curse of dimensionality.
From the results presented in Table 2, we observe that the null hypoth-
esis cannot be rejected, indicating that one threshold properly captures
the non-linearity in the model.

4.2. Estimation results for industrialized and non-industrialized countries

We proceed to estimate the PSTR model with one threshold given
that it seems to properly capture the nonlinearity in the specification.
Table 3 shows the model parameters estimated for the two available
samples of developed and developing countries. As expected, the
thresholds exhibit the important differences between both groups:
4.5% for the developed countries and 19.1% for the developing countries.
These results are similar as those of Drukker et al. (2005), although
higher than those of Khan and Senhadji (2001).

Note that, for both sets of countries, the estimated coefficient of β0 is
not significantly different from zero at the 5% level. This indicates that
inflation does not appear to have significant effects on growth when it
is sufficiently below the threshold such that the transition function G
approaches 0 (see Eq. (1)). On the other hand, consistent with the
theory, the estimated β1 is negative and statistically significant at the
1% in both groups of countries. This means that the (negative) associa-
tion between inflation and growth do become significant when it is
sufficiently above the threshold such that the transition function G ap-
proaches 1. It is worth highlighting that the estimate of β1 for developed

economies ðβ̂1 ¼ −1:24Þ is substantially higher in absolute value than

the one for developing economies ðβ̂1 ¼ −0:68Þ However, we should
notice that the negative and significant association between inflation
and growth above the threshold would become comparable between
the two groups, as the estimate of β0 þ β�

1Gð~πit;γ; ~π
�Þ approaches

−0.66 in the case of the former and−0.85 in the case of the latter, asG
ð~πit ;γ; ~π

�Þ approaches 1. We will return to this point below when we
discuss the meaning of these results in terms of what the model tells
us regarding the cost of inflation.

The high threshold for non-industrialized countries can be partly ex-
plained by the adoption of indexation systems which reduce the nega-
tive effects of inflation on growth. These countries could have shown
Table 2
Tests of no remaining non-linearity: Tests for the number of regimes.

Industrialized Non-industrialized

Tests Statistic p value Statistic p value

Wald test 0.793 0.373 0.071 0.789
Fisher test 0.706 0.402 0.061 0.805
LRT test 0.794 0.373 0.071 0.789

H0: PSTR with one threshold. H1: PSTR with at least two thresholds.
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high inflation rates without experiencing adverse effects on growth be-
cause their relative prices did not exhibit large changes. Additionally,
the level of inflation tolerancemay have increased for developing coun-
tries, as the high inflation ratesmay be associatedwith convergence and
their growth experiences. In other words, the Balassa–Samuelson effect
that would emerge from their own dynamics of potentially growing
productivity seems to lower the negative growth effects of high infla-
tion rates.

The estimate of γ for industrialized countries is such that the transi-
tion from the lower regime to the upper regime is quite smooth and rel-
atively slow. Fig. 1 shows the transition function for this group, plotted
against the inflation rate. As opposed to the threshold model usually
employed in the literature (e.g., Drukker et al., 2005; Khan and
Senhadji, 2001), it indicates that the negative relationship between in-
flation and growth does not necessarily occur as soon as inflation is
above the threshold, but well before. Notice that most observations
are located in-between the two regimes, not at the extremes.

In contrast, for the case of non-industrialized economies, the slope of
the transition function is extremely high, showing that the expected
change in the association between inflation and growth is abrupt
Fig. 1. Estimated transition function: Industrialized countries. Note: Extreme outlierswere
removed from the figure for a better view.

ationship between inflation and growth: Do institutions matter in
onmod.2015.09.011

http://dx.doi.org/10.1016/j.econmod.2015.09.011


Fig. 2. Estimated transition function: Non-industrialized countries. Note: Extreme outliers
were removed from the figure for a better view.

8 The details regarding the robustness checks are available upon request.
9 We took the 1950–2009 average of this series to be able to rank the entire developing-

country sample, and then run our estimations for each reduced sub-sample according to
the cut-offs set. It is fair to say that the polity average would not be exogenous to the out-
put growth rate, and ultimately the sequence of segmentations would become endoge-
nous. However, this is not an issue for our purposes because, remember, we are not
interested in explaining the differences in rates of growth across groups of countries, but
the differences in thresholds and transitions. In any case, this potential endogeneity issue
is solved by using Acemoglu et al. (2001)'s proxy.
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when inflation is near the threshold (see Fig. 2). This indicates that infla-
tion appears to quickly affect growth in developing economies only
when it reaches medium/high levels; that is, when relative-price
distortions would become significant. We presume that the difference
between both groups of countries regarding the slope of the transition
function arises for the following reasons. On the one hand, developed
countries display generally low-inflation levels andmuch lower volatil-
ity of both inflation and growth. Hence, we expect that the changes in
the relationship between inflation and growth be relatively smooth,
i.e., with no abrupt threshold effects. On the other hand, developing
countries display a higher heterogeneity within sample and both
medium/high inflation levels and large volatility. Therefore, we expect
not only that just for medium/high levels of inflation its association
with growth turns significantly negative but also that the regime change
be abrupt.

Regarding the control variables, we find that the results are consis-
tent bothwith the theory andwith the empirical literature on economic
growth (see, for example, Levine and Renelt (1992), and Sala-i-Martin
(1997)). For industrialized countries, the coefficients associated with
initial income and population growth are negative and statistically sig-
nificant (the first one related to the conditional-convergence result;
the second one supporting the pessimistic view of population growth),
while the one associated with openness is positive and also statistically
significant (reflecting the potential gains from trade). The coefficient re-
lated to investment as a share of output is positive (consistent with the
well-known positive effect of capital accumulation on growth), al-
though not statistically significant at the 5% level;while the variables as-
sociatedwith the terms of trade do not appear to have significant effects
on the rate of growth in these economies.

For developing countries, the effects of initial income and population
growth are negative and statistically significant, while the effect associ-
ated with investment is positive and also statistically significant. The
other controls do not appear to have significant effects on growth in
this group.

To analyze whether the results are sensitive to the period used,
we estimate the PSTR model for the period 1990–2009, during which
some countries have adopted an inflation targeting regime. We find
that the threshold and gamma parameters for non-industrialized coun-
tries are similar as the baseline estimations. However, the threshold for
industrialized countries decreases to 1.8%, as most of the countries that
have adopted inflation targeting regimes are industrialized. The results
are shown in Table A.10 in the Appendix A.

We also evaluated the sensitivity of our results to marginal changes
either on the samples of countries or the variables included in the re-
gressions. Finally, we checked for sensitivity to the exclusion of outliers,
in particular regarding the extremely high inflation rates displayed by
Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
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some countries. None of these changes alterated the main conclusions
of our baseline estimations.8

5. The importance of controlling for institutions

The inflation threshold found for industrialized countries is not only
consistent with the empirical literature but also consistent with the tar-
gets that those economies have usually implemented. In contrast, the in-
flation threshold found for developing countries, although consistent
with previous works, turns out to be much higher than the inflation tar-
gets that have been adopted by those countries. Indeed, these estimated
thresholds are not consistent with the monetary policy adopted in
many countries since the inflation targets are usually in the range from
1 to 5%.

A possible explanation for the high threshold observed in the group of
developing countries, in addition to the ones suggested above like the
adoption of indexationmechanisms, might be the high level of heteroge-
neity of the sample used inmost empirical studies. By reducing thedegree
of heterogeneity of such group, the estimated inflation threshold will
identify more clearly each of these countries' inflection point.Wewill ad-
dress this issue by using three measures as control for institutional quali-
ty, in order to identify groups of countries with similar degrees of
institutional development. In addition, we will present results for
income- and region-based panels to show that our main results are not
driven by a high level of heterogeneity within the sample of countries.

5.1. Segmentation procedure

We homogenize the sample of non-industrialized economies, on the
one hand, according to a proxy for institutional characteristics based on
the Polity IV Project. This database measures qualities of autocracy and
democracy in governing institutions, ranging from−10 (hereditarymon-
archy) to +10 (consolidated democracy). Alternatively, we use another
proxy for institutional characteristics, following Acemoglu et al. (2001).
This proxy relates to the mortality rates faced by European settlers in
the colonial origins, which appeared to have determined the colonization
policies and, then, the institutions created. To the extent that these insti-
tutionshavepersisted andprevail nowadays, themortality rates can serve
as an exogenous control to disentangle the intrinsic heterogeneity of the
set of developing countries. Finally, we use the measure of institutions
based on the ICRG database which in turn refers to the political stability
of a country. This measure ranges from 0 to 1, where higher values indi-
cate better institutional conditions.

The use of these measures will help us in two different ways. First,
we can employ historical information linked to the institutional quality
in a group of countries as a control variable in our estimations. Second,
this information will serve to segment the sample by countries with
similar characteristics, in a different way than the methodology used
so far by the literature which simply distinguished groups of countries
according to the IMF definition of industrialized/non-industrialized
economies or geographically.

The following are the steps applied for the segmentation. First, from
the 113-country sample of non-industrialized economies, we calculate
the historic average (1950–2009) of the polity series for each country,
and rank the dataset according to that indicator. Then, we estimate
our model sequentially with the groups of countries that exceed certain
cut-offs, predetermined for average polity.9
ationship between inflation and growth: Do institutions matter in
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Table 4
Estimated threshold – Developing countries, control institutions.

π⁎ γ ~β0
~β1

~β0 þ ~β1
N # Observations

a) Polity
−6 19.18 17,832.74 −0.23 −0.62** −0.86** 95 713
−4 17.86 2.84 0.04 −0.86** −0.82** 84 623
−2 14.09 1.99 0.59* −1.32** −0.73** 70 525
0 11.32 1.74 0.7* −1.4** −0.7** 58 438
2 11.24 2.63 0.28 −0.96** −0.69** 49 358
4 10.21 1.66 0.74 −1.51** −0.78** 35 238
6 5.89 1.55 1.16 −1.91* −0.76** 20 148

b) Mortality rate
300 5.41 1.19 0.91** −1.39** −0.49** 45 422
250 2.81 1.28 1.36** −1.81** −0.45** 40 384
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Next, we use the proxy based on the European-settlers mortality rate.
To that end, we first take from our sample of 113 developing countries
those that match with Acemoglu et al. (2001)'s sample, for which we
are left with 56 countries. Second, in order to group countries with
similar characteristics, we ranked the merged sample according to the
mortality rates appearing in the data. Finally, we estimate ourmodel se-
quentially with the groups of countries that had a settler mortality rate
less than a certain, predetermined cut-off.

Similarly, for the ICRG measure, we compute the historic averages
for each country for the full available period (1984–2013) and rank
the set of countries according to that average.10 Then, we estimate the
PSTAR model sequentially for the groups of countries that exceed cer-
tain cut-offs.
c) ICRG
0.50 19.13 38,294.11 −0.17 −0.61** −0.78** 85 651
0.55 15.83 2.58 0.04 −0.77** −0.74** 75 580
0.60 14.48 2.09 0.67* −1.38** −0.71** 56 401
0.65 7.59 1.81 1.42** −2.06** −0.64** 37 262

Significance level: (*) 5%, (**) 1%.

The table reports the estimated threshold (π⁎), speed of transition (γ), ~β0 and ~β1 param-
eters for non-industrialized countries with average polity above, mortality rate below or

ICRG above those indicated in the first column, the sumof ~β0 and ~β1, the number of coun-
tries (n), and the total number of observations in each group.
5.2. Results

Panel a) in Table 4 shows the estimated inflation thresholds and
speeds of transition corresponding to seven polity cut-offs, stepped
two-by-two from −6 to 6; i.e., a set of seven estimation results for
groups of developing economies whose average polity levels exceed
the cut-offs indicated. For the group of countries with an average polity
greater than −6 (almost the whole sample of developing economies,
even including “autocracies”), for instance, we find a threshold as high
as the one estimated for the entire sample of non-industrialized nations
(19.2%). However, by putting together countries that appear to have rel-
atively “good” institutions, such as those that show a polity average
greater than zero (governments ranging from ‘open anocracy’ to ‘full
democracy’), we find an inflation threshold of 11.3%, clearly lower than
the one estimated for the whole sample. As we take into account only
those developing economies that appear to have high-quality institu-
tions, we find that both the estimates for the threshold and the speed
of transition approach to those for developed countries, and get in line
with the inflation targets adopted in practice. (See Tables 5 and A.1.)

Panel b) in Table 4 shows two estimation results, for countries hav-
ing mortality rate either less than 300 or 250, a measure over 1000 per
year. We have chosen conservative cut-offs that left us with more than
40 countries in each group, which represents more than 75% of the
merged sample (Fig. A6 shows the histogram for the distribution of
this series).11 The results based on Acemoglu et al. (2001)'s control
turn out to be similar to those found in the case of the polity control.
We find that, for those developing countries whose institutions appear
to be of high-quality, both the estimates for the inflation threshold
and speed of transition fall considerably with respect to the entire sam-
ple: to an inflation range between 2.8% and 5.4%, and to very low values
of γ (in line with developed countries).

Panel c) in Table 4 presents the estimated inflation threshold and
speed of transition for countries with ICRG values greater than four
cut-offs, in particular, 0.50, 0.55, 0.60 and 0.65. The cut-offs are selected
taking into account the resulting distribution of countries such that the
number of observations is different for each group and large enough to
avoid a high level of parameter uncertainty. The results show that
the threshold for countries with an average ICRG measure higher than
0.50 is 19.1%, similar to the estimate of the entire sample of non-
industrialized countries. However, if we include only the countries with
an average ICRG measure of 0.65, that is, those with better institutions,
the threshold decreases to 7.6% and the gamma parameter becomes 1.8,
which are estimates that are closer to those of industrialized economies.
10 The database is available for the full period for about 75% of the set of countries in our
sample. To avoid a possible bias that might arise from considering countries for which the
data is available only for part of the period, we have also carried out robustness exercises
excluding these countries. The results are consistent with those reported in this paper.
11 See Acemoglu et al. (2001) for a detailed description of this measure.

Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
developing countries?, Econ. Model. (2015), http://dx.doi.org/10.1016/j.ec
The results for the three indicators of institutions are robust to other
sequences of cut-offs.12 In all cases, the inflation thresholds fall gradual-
ly, from 19.1% for the original developing-country sample to one-digit
figures for the reduced, less heterogeneous sets of countries. Thus, the
inflation threshold gets closer to values mostly identified with devel-
oped economies.13 Although not shown for the sake of brevity, the esti-
mated coefficients for the effects of both inflation and the control
variables are in general consistent with the estimation results shown
in Table 3 for the entire developing country sample. As an additional
exercise, we estimate the inflation thresholds and speed of transition
parameters for the same cut-offs, but including the entire sample of
developed and developing countries. The results are reported in
Tables A.8 and A.9. As expected, the estimated thresholds are gener-
ally lower compared to the sample of non-industrialized countries.
However, qualitatively, the results are similar. That is, the thresholds
fall gradually as we include countries that appear to have better insti-
tutions. This result confirms the importance of taking account of institu-
tions to obtain a better understanding of the inflation growth nexus.

The mechanisms through which countries with relatively weak
institutions can have higher thresholds are not identified in our
model. However, we conjecture that there are several reasons why
economies with weaker institutions can bear high inflation rates
without experiencing negative effects on growth. First, economies
with weaker institutions might be unable to build efficient tax sys-
tems leading them to use seigniorage more frequently as a source
of revenue (Cukierman et al., 1992). Second, countries with weaker
institutions have less healthy bank systems and poorer direct capital
access (see, e.g., La Porta et al. (1998)). Thus, these economies dis-
play a greater real sensitivity to monetary policy changes than do
countries with big healthy banks and deep, well-developed capital
markets (Cecchetti, 1999). As found by Narayan et al. (2011a) and
12 In addition, both the non-linearity test and the no-remaining-non-linearity test, ap-
plied to the sequence of controlled samples, indicated the presence of non-linearities in
the inflation–growth relationship, and did not allowus to significantly reject the specifica-
tion with two regimes only. These results are available upon request.
13 It is worth noting that, for the 56 developing countries that match Acemoglu et al.
(2001)'s sample, the estimated inflation threshold is 19.2%, i.e., as high as the one reported
in Table 3. This indicates that the significant fall in the threshold for the institutionally-
controlled group does not depend on Acemoglu et al. (2001)'s sample. Especially, we be-
lieve that there are no reasons to expect a selection bias.
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Fig. 3. Effect of inflation on growth: Industrialized countries. Note: The figure shows the
effect on growth of gradually varying inflation from initial inflation rates as indicated in
each figure.

14 Observations to the left of the initial inflation rate which imply costs in terms of
growth (inflation reductions from low levels, mostly to the left of the corresponding
threshold) are omitted from the figures, for they are considered sub-optimal decisions.
The same is not true of inflation levels with real costs to the right of the initial inflation
rate, as there might be a trade-off between short-run gains from the inflation tax and
long-run losses in terms of growth.
15 We have to be cautious and take these calculationsmerely as an illustration. To the ex-
tent that they are based on estimates of β0 and β1, notice that, while the latter is signifi-
cantly different from zero in all the estimations, that is not always true of the former
(see Table 4).
16 We are aware that, according to the estimation results for the set including all devel-
oping countries (as well as that for countries with average polity greater than−6 or ICRG
greater than 0.50, as seen in Panel (a) of both Figs. 4 and 6), the real effect of inflation ap-
pears to be negative at any level, as the estimates ofβ0 and β1 are both negative. However,
also notice that, while the estimate of β1 is significantly different from zero at the 1% level
(see Table 4), the estimated value for β0 is not statistically significant at the conventional
levels, which indicates that the inflation cost below the 19% thresholdmight be negligible.

Table 5
Estimation results by income group and region.

π⁎ γ ~β0
~β1

~β0 þ ~β1
N #

Observations

a) Income group
High Income 6.58 2.27 0.53 −1.05** −0.52** 44 386
Middle Income 24.11 2.51 0.35* −1.08** −0.73** 70 534
Low Income 49.34 0.92 −0.42** −1.39** −1.81** 24 169

b) Region
Arab States 9.55 22.42 −0.45 0.40 −0.05 15 95
East Asia and
Pacific

7.67 2.14 1.27** −1.94** −0.67** 14 119

Europe and
Central Asia

25.40 2.22 −0.14 −0.99** −1.13** 34 226

Latin America
and the
Caribbean

9.49 3.58 0.51 −0.91** −0.40** 20 204

Middle East
and North
Africa

27.52 5.64 −0.05 −1.60** −1.65** 16 106

OECD 9.29 2.03 0.28 −0.76** −0.48** 32 316
Sub-Saharan
Africa

36.94 1.03 −1.18 −1.055** −1.72** 38 293

Significance level: (*) 5%, (**) 1%.

The table reports the estimated threshold (π⁎), speed of transition (γ), ~β0 and ~β1 param-
eters for non-industrialized countries with average polity above, mortality rate below or

ICRG above those indicated in the first column, the sum of ~β0 and ~β1, the number of coun-
tries (n), and the total number of observations in each group.
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Aisen and Veiga (2006), higher levels of inflation also result from
weaker institutions, as they tend to be associated with lower levels
of central bank independence (de Haan and Kooi, 2000; Loungani
and Sheets, 1997), lower probability of having inflation targeting re-
gimes (Bernanke et al., 1999; Capistrán and Ramos-Francia, 2009)
and lower levels of central bank transparency (Faust and Svensson,
2001;Walsh, 1995). Moreover, political instability shortens the hori-
zon of the members of government, thus discouraging long term
goals such as inflation reduction (Aisen and Veiga, 2006).

There might be an issue with the exogeneity assumption of initial
GDP as control variable in our growth equation (see Caselli et al.
(1996), and Kremer et al. (2013)). Recall, we construct this measure
as the five-year lagged real per capita GDP, followingmost of the empir-
ical growth literature. We also performed estimations removing this
variable (as in the threshold model of Drukker et al. (2005)) and
found no significant changes neither in the thresholds nor in the speeds
of transition. The results are reported in Table A.7 of the Appendix A.

Moreover, the literature has found that accounting for the
endogeneity of control variables does not seem to have a major im-
pact on the estimated threshold in the relationship between inflation
and growth (Kremer et al., 2013). In addition, Fouquau et al. (2008)
have concluded that the PSTR estimation method seems to reduce
the potential endogeneity bias.

5.3. On the costs (or benefits) associated with inflation

Based on our model estimation results, we finally calculate the asso-
ciation between inflation and growth for the different groups of coun-
tries considered – including the sample of industrialized countries and
the sequence of sub-samples of developing countries. As an illustration,
we take a number of inflation levels as departure points and calculate
the (potential) effect of varying inflation on the rate of growth, accord-
ing to our estimations. Figs. 3 through 6 summarize these calculations.
Fig. 3 refers to the estimation results obtained from the set of industrial-
ized countries, Fig. 4 refers to those non-industrialized countries with
average ‘polity’ greater than the cut-offs indicated, Fig. 5 refers to
those non-industrialized countries with mortality rate lower than 300
and 250 based on Acemoglu et al. (2001), while Fig. 6 shows the cost
of inflation based on the ICRG measure. Each of these figures illustrates
Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
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the real effect of inflation as calculated relative to the following initial
inflation levels: 1%, 3%, 5%, 10%, and 15%.14

According to our estimations, we find that, rising the (long-run) rate
of inflation from 1% to, say, 3% in a typical industrialized country, is
associated with a one-fifth of a percentage point (p.p.) increase in
the rate of economic growth. The formula applied for these results is
obtained by using the estimated marginal effects from inflation and
the inflation rate differentials. That is, the growth change is calculated
as ½β0 þ β1Gð~πit ;γ; ~π

�Þ�ð~π−~π0Þ; where ~π is actual inflation and ~π0 is
the departure level. In contrast, increasing the rate of inflation from 1%
to, say, 8% in the long run is related to output losses greater than a
half of a p.p. per year. In other words, inflation levels above the 4.47%
threshold estimated for developed countries are associated with large
losses in terms of growth. Of course, inflation reductions from initial
levels as high as 10–15% are expected to improve long-run performance
(although not considerably, as we notice from the estimations).15

We find the same pattern if we look at the set of developing coun-
tries, although notable differences appear depending on the sub-
sample considered. For instance, for a given rate of actual inflation, the
estimated cost becomes higher with the level of institutional quality.
That is, we note that, departing from an inflation rate of 5%, an inflation
close to 25%, say, is associated with losses of 2/3 of a p.p. for the set of
economies with average polity greater than −2, while the inflation
cost becomes approximately of 1 p.p. for the set of economies with
average polity greater than 2. We also find that increases in inflation
in developing countries are negatively related to growth only at
medium-high levels, say crossing the range 8–12%, depending on the
group considered.16
ationship between inflation and growth: Do institutions matter in
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It is worth noting that the negative association between inflation and
growthmight not necessarily begin at the threshold level. Because of the
model's ‘smooth-transition’ nature (characterized by the γ parameter in
the transition function G), inflation might begin exerting adverse effects
at a rather different level. For instance, except for the estimation from
the complete sample of developing countries (where γ is high enough
to rule out any smoothness), the rest of the estimations certainly indicate
inflection points either below or above the inflation threshold – even
quite far in some cases, as can be noted from the figures.

We may summarize the findings regarding developing countries as
follows. First, there is a zone of inflation levels, between 1% and 5%,
where marginal increases in inflation are generally associated with
higher growth. Second, there is another zone, with inflation rates be-
tween 5% and 8–9%, for which inflationwould not be related to growth,
or the relationship would be negligible. Third, there is a zone for infla-
tion rates greater than 9–10% in which inflation is associated with
lower growth in most cases. Of course, these results depend upon
the kind of countries analyzed, particularly with respect to the insti-
tutional quality as we showed above. For example, countries with
‘regular’ institutions, i.e., those with average polity between −4
Fig. 4. Effect of inflation on growth: Developing countries segmented by polity. Note: The figu
indicated in each figure. The group of countries considered in the estimation is indicated below
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and 2, might see their output growth decrease only for inflation
rates above 12–15%. If we take into account the group of countries
with ‘bad’ institutions, for instance, those with average polity lower
than −4, then the threshold approaches the 19% level, and the neg-
ative real effects appear only for inflation rates around or above such
a level. Finally, countries with relatively ‘good’ institutions, such as
those with average polity greater than 2, mortality rate less than
250, or ICRG greater than, say, 0.65, might see their growth rate fall
for inflation rates above 7–8%.

Further, wemay summarize the findings regarding developed coun-
tries as follows. On the one hand, we find a zone between 1% and 3%
where marginally increasing inflation is positively related to growth.
On the other hand, we find a second zone above 4–5%, where rising in-
flation is associated with a reduction in the rate of growth.

These zones, which of course differ quantitatively depending on the
type of country, reflect the common fact that low levels of inflation are
desired and, therefore, should be the target (though it also appears that
extremely low levels, such as 1–3% of annual inflation, ought to be
avoided), while medium-high inflation levels are certainly bad for
growth and, thus, should be discarded from the policy set.
res show the effect on growth of gradually varying inflation from initial inflation rates as
each figure.
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5.4. Robustness

For robustness, we considered other ways of pooling together various
(more homogeneous) subsets of developing countries. In particular, we
ran income- and region-based panels in order to show that the previous
results are not driven by a number of very heterogeneous countries. Fol-
lowing Narayan et al. (2011b), we constructed a series of panels based on
the income level of the country and the geographical location, and re-
estimated our empirical model. In particular, we estimated the relation-
ship between inflation and growth for the followingpanels: (i) by income
groups according to gross national income (GNI) per capita, calculated
using the World Bank Atlas method; and (ii) by geographic regions
such as Middle East and North Africa, East Asia and Pacific, Europe and
Central Asia, Latin America and the Caribbean, and Sub-Saharan Africa.
Additionally, we estimated our model for a panel of member countries
of the OECD, and for the Arab States.17,18
17 In the AppendixA, TableA.6we provide thedetail of each group's composition. For the
results reported by regions, we excluded the outlier countries based on the levels of infla-
tion, as those observations tend to bias the estimations in small samples.
18 We ran our estimations for other panels such as North America, South Asia, and the
Commonwealth of Independent States (CIS), but the small number of observations avail-
able for each of these groups was insufficient to perform the standard, non-linearity tests,
and to obtain the parameters of our model.

Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
developing countries?, Econ. Model. (2015), http://dx.doi.org/10.1016/j.ec
As shown in Table 5, the results, in general, are strongly consis-
tent with our main arguments. In particular, the inflation thresholds
estimated for all groupings are widely consistent with the set of
results obtained using institutions. For instance, the threshold falls
from 49.3% for low-income countries to 24.1% and 6.6% for middle-
income and high-income countries, respectively. To the extent that
the level of institutions/governance is positively associated with
economic development, these results support our main predictions.
We find that the threshold for the group of countries in the East-
Asia and Pacific region is 7.68%, for OECD countries is 9.29%, while
that for countries in Latin America and the Caribbean is 9.49%. The
estimation results are as expected, as these economies are mostly
associated with relatively good institutions (see Tables A.3–A.5 in
the Appendix A).19
19 Although we were unable to estimate the model for North America due to the small
sample, we conjecture that a threshold for these countries would be in the range (most
likely biased downward) of those found for the wider group of the OECD and high-
income countries.
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Fig. 5. Effect of inflation on growth:Developing countries segmented byMortality Rate. (a) Acemoglu et al. (2001)'sMortality Rate ≤ 300. (b) Acemoglu et al. (2001)'sMortality Rate ≤ 250.
Note: The figures show the effect on growth of gradually varying inflation from initial inflation rates as indicated in each figure. The group of countries considered in the estimation is
indicated below each figure.
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In contrast, we find higher inflation thresholds for countries in
the Sub-Saharan Africa (36.94%), the Middle East and North Africa
(27.52%), and Europe and Central Asia (25.40%). It might be surpris-
ing, particularly, the high threshold estimated for the group of
Europe and Central Asia. However, since the γ parameter appears
to be relatively low (2.22), and the estimated sum of β0 + β1 turns
out to be negative and strongly significant (−1.13), the harmful
effect of inflation on growth starts acting at low (one-digit) inflation
rates.20

Overall, the results based on the disaggregation of countries by geo-
graphical location and especially income level, are consistent with our
main argument. However, there is someheterogeneity among countries
of certain regions, such as Europe and Central Asia, which may disap-
pear when we disaggregate countries based on only one dimension
such as a normalized (and homogeneous) measure of institutions as
previously shown in this section.
6. Concluding remarks

Motivated by the increase in the number of central banks that have
adopted an inflation targeting regime in the last years, we revisit the
nexus between inflation and economic growth by taking into account
the differences in institutions. Using a ‘PSTR’ model for a panel of 138
countries during the period 1950–2009, we estimate both the threshold
above which inflation is harmful for growth and the slope of the func-
tion that connects one regime to the other. In addition, we estimate
the effect on growth from the control variables that are standard in
growth models (initial per capita income, population growth, the in-
vestment–output ratio, openness to trade, and the standard deviations
of terms of trade), and calculate the effect of varying inflation on the
long-run rate of economic growth. Our results can be interpreted as
conditional correlations rather than as causal relationships. In that
20 It is worth emphasizing that, if we consider only thewestern European economies, i.e.
leaving out of the sample the Eastern European and Central Asian countries (some of
which are associated with weaker institutions and experienced long periods of high infla-
tion before), the threshold goes down to 7.14%.

Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
developing countries?, Econ. Model. (2015), http://dx.doi.org/10.1016/j.ec
matter, previous literature (e.g., Cukierman et al., 1992, and Fischer,
1993) has found that the causality is more likely to run primarily from
inflation to growth.

In line with previous literature, our study indicates that the
relationship between inflation and growth is non-linear. The thresh-
old level of inflation above which its association with economic
growth is negative is much higher for non-industrialized economies
(19.1%) compared to that for industrialized economies (4.5%). In
addition, the speed at which inflation affects growth is relatively
smooth for the group of industrialized economies, while inflation
appears to quickly affect growth when it exceeds the threshold in
non-industrialized economies. Notably, the inflation threshold may
fall considerably (including levels as low as 3 to 7%) for reduced
groups of developing countries that appear to have relatively high
levels of institutional quality. Indeed, using proxies for institutions
helps us to better understand the relationship between inflation
and growth in these types of economies. In addition, it also allows
us to find thresholds closer to the targets for monetary policy. Our
analysis also suggests that the cost of inflation increases with the
level of institutional quality.

In summary, the analysis suggests that central banks could
improve economic growth by reducing inflation when it approaches
the estimated thresholds. For those developing countries character-
ized by weaker institutions, the extremely high speeds of transition
estimated also suggest that their central banks should act as soon
as inflation approaches their (high) threshold levels. For countries
with relatively strong institutions (including both characterized as
developed and developing), the results suggest that central banks
could act gradually but well before inflation reaches their (even
lower) thresholds. Such results can be considered, therefore, as con-
sistent with the adoption of inflation targeting regimes. For future
work, it would be interesting to study the effect of additional con-
trols such as the presence (or absence) of indexation and dollariza-
tion schemes, which are particularly relevant for developing
economies. Future research could also examine the nature of politi-
cal economy in developing countries (e.g., the lobbying process, con-
flicts in policy making, and the politics of delayed reforms), which
could provide further insights regarding the mechanisms governing
the relationship between inflation and growth and help in any policy
design.
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Fig. 6. Effect of inflation on growth: Developing countries segmented by ICRG. Note: The figures show the effect on growth of gradually varying inflation from initial inflation rates as in-
dicated in each figure. The group of countries considered in the estimation is indicated below each figure.
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Appendix A

Polity IV dataset

The Polity IVdataset covers allmajor, independent states in the glob-
al system over the period 1800–2013. Each state has a total population
of 500,000 or more in the most recent year. At present, there are 167
countries included. The dataset is updated and revised on an annual
cycle and is reexamined whenever new sources of information become
available. It includes information only on the institutions of the central
government and on political groups acting, or reacting, within the
scope of that authority. This project builds on the contribution of Ted
Robert Gurr's earlier study of “Persistence and Change in Political Systems,
1800–1971”.

The Polity conceptual scheme examines concomitant qualities of
democratic and autocratic authority in governing institutions (Jaggers
andMarshall, 2010). This perspective envisions a spectrumof governing
authority that spans from fully institutionalized autocracies through
mixed, or incoherent, authority regimes (anocracies) to fully institu-
tionalized democracies. The reliability of the indicators developed de-
pends on the accuracy and consistency of the coding of the
constituent authority variables.
Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
developing countries?, Econ. Model. (2015), http://dx.doi.org/10.1016/j.ec
The “Polity Score” captures this regime authority spectrum on a
21-point scale ranging from −10 (hereditary monarchy) to +10
(consolidated democracy). The Polity scores can also be converted
into regime categories in a suggested three part categorization
of “autocracies” (−10 to −6), “anocracies” (−5 to +5 and three
special values: −66, −77 and −88), and “democracies”
(+6 to +10).

This score depends on two other variables of the dataset: institution-
alized democracy and autocracy. Democracy is conceived as three
essential, interdependent elements. One is the presence of institutions
and procedures through which citizens can express effective prefer-
ences about alternative policies and leaders. Second is the existence
of institutionalized constraints on the exercise of power by the exec-
utive. Third is the guarantee of civil liberties to all citizens in their
daily lives and in acts of political participation. Institutionalized au-
tocracy defines in terms of the presence of a distinctive set of political
characteristics. Autocracies sharply restrict or suppress competitive
political participation. Both indicators are additive eleven-point scales
(0–10). The operational indicators of both variables are derived from
codings of the competitiveness of political participation, the openness
and competitiveness of executive recruitment, and constraints on the
chief executive (see Table A.1).
ationship between inflation and growth: Do institutions matter in
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The Polity score is computed by subtracting the autocracy score from
the democracy score; the resulting unified polity scale ranges from+10
(strongly democratic) to −10 (strongly autocratic).

International Country Risk Guide—Political Risk dataset

The International Country Risk Guide (ICRG), constructed by the
Political Risk Services (PRS) Group, comprised a set of three index
pillars: Political Risk, Financial Risk and Economic Risk. Howell
(2011) explains that essentially, data on financial, economic and po-
litical components is collected and transformed into risk points
which indicate the extent of the risk structure within a given coun-
Table A.1
Elements of democracy and autocracy scores. Polity IV dataset.

Democracy Autocracy

Authority Scale
weight

Authority Scale
weight

Competitiveness of executive recruitment Competitiveness of executive recruitment
Election 2 Selection 2
Transitional 1

Openness of executive recruitment Openness of executive recruitment
Dual/election 1 Closed 1
Election 1 Dual/designation 1

Constraint on Chief Executive Constraint on Chief Executive
Executive parity or
subordination

4 Unlimited authority 3

Intermediate category 3 Intermediate category 2
Substantial limitations 2 Slight to moderate limitations 1
Intermediate category 1

Competitiveness of political participation Regulation of participation
Competitive 3 Restricted 2
Transitional 2 Sectarian 1
Factional 1

Competitiveness of participation
Repressed 2
Suppressed 1

Table A.2
Elements of political risk rating of ICRG.

Component Subcomponent Total risk points

Government stability Government unity 12
Legislative strength
Popular support

Socioeconomic conditions Unemployment 12
Consumer confidence
Poverty

Investment profile Contract viability/expropriation 12
Profits repatriation
Payment delays

Internal conflict Civil War/Coup threat 12
Terrorism/political violence
Civil disorder

External conflict War 12
Cross-border conflict
Foreign pressures

Corruption 6
Military in politics 6
Religious tensions 6
Law and order 6
Ethnic tensions 6
Democratic accountability 6
Bureaucracy quality 4
try. The measure of institutions presented in the paper is based on
the political risk component which in turn is constructed from a sub-
jective but consistent analysis of available information of each
country.

The Political Risk rating accounts for a total of 100 points which
are divided into 12 components: Government Stability, Socioeconomic
Conditions, Investment Profile, Internal Conflict, External Conflict, Cor-
ruption, Military in Politics, Religious Tensions, Law and Order, Ethnic
Tension, Democratic Accountability and, lastly, Bureaucracy Quality.
Each component can obtain a total of risk points as shown in Table A.2
where a high score means a low risk level within the category and
vice versa.

The first component, Government Stability, assesses the extent to
which the government can remain in power and also follow its policies.
This component in turn has three subcomponents, Government
Unity, Legislative Strength and Popular Support. The second and
third components are not included within the current analysis as
they are considered to be related to economic rather than institu-
tional conditions. Nevertheless, they are worthwhile mentioning:
Socioeconomic Conditions include the three subcomponents
Unemployment, Consumer Confidence and Poverty and Investment
Profile contains three subcomponents Contract Viability/Expropria-
tion, Profits Repatriation and Payment Delays. Furthermore, two
Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the rel
developing countries?, Econ. Model. (2015), http://dx.doi.org/10.1016/j.ec
components are related to assessing the risk of either internal or exter-
nal conflict. On the one hand, the idea behind the Internal Conflict com-
ponent is to infer whether political violence, such as the risk of civil
wars or coups, terrorism or political violence and civil disorder, can
damage the country's governance. On the other hand, the External Con-
flict risk component includes analyzing the likelihood that the current
government may act against another country through war, cross-
border conflict and foreign pressures.

The last block of seven components of the Political Risk pillar con-
tains no subcomponents. The Corruption component assesses a range
of corrupt activities such as bribes in exchange for preferential be-
havior between politicians and businesses. The next component is
Military in Politicswhich inherently analyzes the involvement of mil-
itary personnel within the government and whether this can affect
the direction of national policy. Religious Tensions is another compo-
nent whose objective is to infer the extent to which religious division
or involvement in the government may cause social instability. An-
other related component to the latter is that of Ethnic Tensions mea-
suring the extent to which linguistic or ethnic diversity may create
tensions. In terms of the judicial system, the Law and Order compo-
nent contains the degree of neutrality of the system as well as the
ability to implement the law. Furthermore, the Democratic Account-
ability component creates a range of government structures regard-
ing the degree of responsiveness of the government towards
society's needs. Thus, from the most responsive to the least respon-
sive, the five government structures are: an alternating democracy,
a dominated democracy, a de facto one-party state, a de jure one-
party state and, lastly, an autarchy. Lastly, the Bureaucracy Quality
component assesses if bureaucracy can act independently of any po-
litical shock or pressure.

Once all points are added within the political risk pillar, a risk rate of
0%–49% indicates a Very High Risk, followed byHigh risk if a score lies in
the 50%–59% range, Moderate Risk 60% to 69%, Low Risk from 70% to
79% and Very Low Risk from 80% onwards. Essentially, a high risk rating
indicates unstable institutions and a low risk rating points towards ro-
bust institutions.
ationship between inflation and growth: Do institutions matter in
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Table A.3
List of industrialized countries with their average polity levels and ICRG rating.

Country Polity ICRG

Australia 10.00 0.88
Austria 10.00 0.90
Belgium 9.89 0.85
Canada 10.00 0.89
Cyprus 8.52 0.71
Czech Republic 9.47 0.82
Denmark 10.00 0.90
Estonia 8.07 0.76
Finland 10.00 0.95
France 7.95 0.81
Germany 10.00 0.87
Greece 5.96 0.75
Iceland 9.89 0.93
Ireland 10.00 0.87
Italy 10.00 0.80
Japan 10.00 0.86
Netherlands 10.00 0.91
New Zealand 10.00 0.91
Norway 10.00 0.91
Portugal 3.31 0.84
Spain 3.25 0.77
Sweden 10.00 0.92
Switzerland 10.00 0.93
United Kingdom 10.00 0.84
United States 10.00 0.84

Table A.4
List of non-industrialized countries with their average polity levels and ICRG rating.

Country Polity ICRG Country Polity ICRG

Albania 5.65 0.69 Lesotho −1.28 NA
Algeria −5.33 0.55 Liberia −6.27 0.43
Angola −2.35 0.53 Libya −7.00 0.59
Argentina 1.49 0.73 Lithuania 10.00 0.75
Armenia 3.40 0.62 Macedonia 7.80 NA
Azerbaijan −6.80 0.61 Madagascar 0.58 0.63
Bahrain −9.03 0.66 Malawi −0.63 0.61
Bangladesh 2.28 0.51 Malaysia 4.67 0.73
Belarus −6.53 0.66 Mali 3.72 0.55
Benin 5.90 NA Mauritania −5.26 NA
Bhutan −8.73 NA Mauritius 9.64 NA
Bolivia 2.05 0.59 Mexico −0.75 0.72
Botswana 7.03 0.76 Moldova 7.67 0.69
Brazil 6.00 0.71 Mongolia 9.40 0.74
Bulgaria 5.36 0.74 Morocco −7.04 0.67
Burkina Faso −4.16 0.58 Mozambique 1.28 0.62
Burundi −3.62 NA Namibia 6.00 0.79
Cambodia 1.27 NA Nepal −1.87 NA
Cameroon −6.20 0.57 Nicaragua 1.92 0.61
Cape Verde 4.43 NA Niger −2.32 0.56
Central African Republic −1.53 NA Nigeria −0.20 0.49
Chad −3.17 NA Oman −8.10 0.70
Chile 2.62 0.72 Pakistan 0.38 0.45
Colombia 7.02 0.59 Panama 1.87 0.65
Congo, Republic of −3.40 0.56 Papua New Guinea 4.00 0.65
Costa Rica 10.00 0.77 Paraguay −2.35 0.60
Croatia 4.40 0.78 Peru 3.00 0.57
Dem Rep Congo −4.44 0.36 Philippines 2.73 0.60
Djibouti −3.00 NA Poland 3.00 0.76
Dominican Republic 2.47 0.66 Qatar −10.00 0.67
Ecuador 4.04 0.63 Romania 7.40 0.70
Egypt −6.11 0.60 Russia 4.60 0.64
El Salvador 2.20 0.61 Saudi Arabia −10.00 0.63
Ethiopia −4.07 0.51 Senegal −0.78 0.59
Fiji 5.30 NA Sierra Leone −2.38 0.53
Gabon −6.53 0.64 Singapore −2.00 0.84
Gambia, The 3.07 0.66 Slovak Republic 8.40 0.80
Georgia 5.60 NA Slovenia 10.00 0.81
Ghana −1.29 0.63 Solomon Islands 6.71 NA
Guatemala 0.85 0.57 South Africa 5.60 0.68
Guinea −3.08 0.51 Sri Lanka 6.16 0.52

Table A.4 (continued)

Country Polity ICRG Country Polity ICRG

Guinea-Bissau 0.00 0.52 Sudan −5.09 0.34
Guyana 6.00 0.61 Swaziland −9.51 NA
Haiti −4.13 0.46 Syria −8.33 0.59
Honduras 2.80 0.57 Tajikistan −2.40 NA
Hungary 3.17 0.82 Tanzania −4.27 0.66
India 8.60 0.58 Thailand 1.09 0.64
Indonesia −3.44 0.54 Togo −5.16 0.51
Iran −6.04 0.56 Trinidad &Tobago 8.78 0.68
Israel 9.42 0.59 Tunisia −4.87 0.69
Jamaica 9.69 0.74 Turkey 6.47 0.60
Jordan −5.80 0.66 Uganda −2.90 0.50
Kenya −2.36 0.60 Ukraine 6.60 0.69
Kuwait −7.13 0.64 Uruguay 5.18 0.72
Kyrgyzstan −1.07 NA Venezuela 6.85 0.65
Laos −7.00 NA Zimbabwe −1.09 0.56
Lebanon 0.00 0.47

Note: NA indicates not available.

Table A.5
Sample of non-industrialized countries matched with Acemoglu et al. (2001)'s, with their
Mortality Rates.

Country Mortality Rate Country Mortality Rate

Algeria 78.20 Jamaica 130.00
Angola 280.00 Kenya 145.00
Argentina 68.90 Madagascar 536.04
Bangladesh 71.41 Malaysia 17.70
Bolivia 71.00 Mali 2940.00
Brazil 71.00 Mexico 71.00
Burkina Faso 280.00 Morocco 78.20
Cameroon 280.00 Nicaragua 163.30
Chile 68.90 Niger 400.00
Colombia 71.00 Nigeria 2004.00
Congo, Republic of 240.00 Pakistan 36.99
Costa Rica 78.10 Panama 163.30
Dominican Republic 130.00 Paraguay 78.10
Ecuador 71.00 Peru 71.00
Egypt 67.80 Senegal 164.66
El Salvador 78.10 Sierra Leone 483.00
Ethiopia 26.00 Singapore 17.70
Gabon 280.00 South Africa 15.50
Gambia, The 1470.00 Sri Lanka 69.80
Ghana 668.00 Sudan 88.20
Guatemala 71.00 Tanzania 145.00
Guinea 483.00 Togo 668.00
Guyana 32.18 Trinidad & Tobago 85.00
Haiti 130.00 Tunisia 63.00
Honduras 78.10 Uganda 280.00
India 48.63 Uruguay 71.00
Indonesia 170.00 Venezuela 78.10
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Table A.6
List of countries by region and income.

Country Income level

a) East Asia and Pacific
Australia * High income
Cambodia Low income
Fiji Middle income
Indonesia Middle income
Japan * High income
Laos Middle income
Malaysia Middle income
Mongolia Middle income
New Zealand * High income
Papua New Guinea Middle income
Philippines Middle income
Singapore High Income
Solomon Islands Middle income
Thailand Middle income

b) Europe and Central Asia
Albania Middle income
Armenia *** Middle income
Austria * High income
Azerbaijan *** Middle income
Belarus *** Middle income
Belgium * High income
Bulgaria Middle income
Croatia High income
Cyprus High income
Czech Republic * High income
Denmark * High income
Estonia * High income
Finland * High income
France * High income
Georgia *** Middle income
Germany * High income
Greece * High income
Hungary * High income
Iceland * High income
Ireland * High income
Italy * High income
Kyrgyzstan *** Middle income
Lithuania High income
Macedonia Middle income
Moldova *** Middle income
Netherlands * High income
Norway * High income
Poland * High income
Portugal * High income
Romania Middle income
Russia *** High Income
Slovak Republic * High income
Slovenia * High income
Spain * High income
Sweden * High income
Switzerland * High income
Tajikistan *** Middle income
Turkey * Middle income
Ukraine *** Middle income
United Kingdom * High income

c) Latin America and the Caribbean
Argentina High income
Bolivia Middle income
Brazil Middle income
Chile * High income
Colombia Middle income
Costa Rica Middle income
Dominican Republic Middle income
Ecuador Middle income
El Salvador Middle income
Guatemala Middle income
Guyana Middle income
Haiti Low income
Honduras Middle income
Jamaica Middle income
Mexico * Middle income
Nicaragua Middle income
Panama Middle income

Table A.6 (continued)

Country Income level

c) Latin America and the Caribbean
Paraguay Middle income
Peru Middle income
Trinidad & Tobago High income
Uruguay High income
Venezuela High income

d) Middle East and North Africa
Algeria ** Middle income
Bahrain ** High income
Djibouti ** Middle income
Egypt ** Middle income
Iran Middle income
Israel * High income
Jordan ** Middle income
Kuwait ** High income
Lebanon ** Middle income
Libya ** Middle income
Morocco ** Middle income
Oman ** High income
Qatar ** High income
Saudi Arabia ** High income
Syria ** Middle income
Tunisia ** Middle income

e) North America
Canada * High income
United States * High income
f) South Asia
Bangladesh Middle income
Bhutan Middle income
India Middle income
Nepal Low income
Pakistan Middle income
Sri Lanka Middle income

g) Sub-Saharan Africa
Angola Middle income
Benin Low income
Botswana Middle income
Burkina Faso Low income
Burundi Low income
Cameroon Middle income
Cape Verde Middle income
Central African Republic Low income
Chad Low income
Congo, Republic of Middle income
Dem Rep Congo Low income
Ethiopia Low income
Gabon Middle income
Gambia, The Low income
Ghana Middle income
Guinea Low income
Guinea-Bissau Low income
Kenya Middle income
Lesotho Middle income
Liberia Low income
Madagascar Low income
Malawi Low income
Mali Low income
Mauritania ** Middle income
Mauritius Middle income
Mozambique Low income
Namibia Middle income
Niger Low income
Nigeria Middle income
Senegal Middle income
Sierra Leone Low income
South Africa Middle income
Sudan ** Middle income
Swaziland Middle income
Tanzania Low income
Togo Low income
Uganda Low income
Zimbabwe Low income

Notes: (i) * indicates that the country is a member of the OECD, (ii) ** indi-
cates anArab state; (iii) *** indicates that the country is amember of the CIS.
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Table A.7
Estimated threshold – Developing countries, control institutions. Excluding initial GDP.

π⁎ γ ~β0
~β1

~β0 þ ~β1
N Observations

a) Polity
−6 19.17 13,987.3 −0.24* −0.64** −0.88** 95 713
−4 17.50 2.66 0.05 −0.89** −0.84** 84 623
−2 13.81 1.95 0.63** −1.37** −0.75** 70 525
0 11.35 1.76 0.64* −1.39** −0.75** 58 438
2 10.50 2.54 0.31 −1.01 −0.71 49 358
4 7.76 1.48 0.91 −1.74** −0.83** 35 238
6 5.46 1.53 1.44 −2.2* −0.77** 20 148

b) Mortality rate
300 4.84 1.20 0.95** −1.47** −0.52** 45 422
250 2.97 1.36 1.36** −1.82** −0.46** 40 384

c) ICRG
0.50 15.86 2.77 −0.04 −0.79** −0.83** 85 651
0.55 14.23 2.30 0.05 −0.83** −0.78** 75 580
0.60 12.97 1.82 0.79** −1.54** −0.75** 56 401
0.65 6.18 1.60 1.71** −2.38** −0.66** 37 262

Significance level: (*) 5%, (**) 1%.

The table reports the estimated threshold (π⁎), speed of transition (γ), ~β0 and ~β1 parameters for non-industrialized countrieswith average polity above,mortality rate below or ICRG above

those indicated in the first column, the sum of ~β0 and ~β1, the number of countries (n), and the total number of observations in each group.

Table A.9
Estimated threshold – Developed and developing countries, control institutions.

π⁎ γ ~β0
~β1

~β0 þ ~β1
N Observations

a) Polity
−6 16.73 1.83 −0.03 −0.90** −0.92** 120 963
−4 15.50 2.17 0.05 −0.90** −0.85** 109 873
−2 11.70 1.67 0.49* −1.28** −0.79** 96 784
0 8.62 1.48 0.59* −1.37** −0.78** 85 696
2 8.62 2.02 0.32 −1.05** −0.73** 74 608
4 6.42 1.27 0.67* −1.55** −0.89** 59 474
6 5.68 1.44 0.66 −1.48** −0.82** 45 376

Table A.8
PSTR model estimation with two regimes. Developed and developing countries.

Threshold: π⁎ 19.15%

Slope: γ 36,410.04

Variable Parameter

~πit β0 −0.2219*
(0.0939)

~πit � Gðπit ;γ;π�Þ β1 −0.6455**
(0.0976)

β0 + β1 −0.8674**
(0.0879)

igdpit ψ1 −0.0002**
(0.0000)

popit ψ2 −0.4939**
(0.1790)

invit ψ3 0.0764**
(0.0230)

openit ψ4 0.0105
(6.0066)

totit ψ5 −0.1213
(0.0779)

sdtotit ψ6 3.1088
(6.1474)

Significance level: (*) 5%, (**) 1%.
Values in parentheses are standard errors corrected for heteroskedasticity.
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Table A.9 (continued)

π⁎ γ ~β0
~β1

~β0 þ ~β1
N Observations

b) Mortality rate
300 4.03 1.16 1.05** −1.56** −0.51** 49 466
250 2.93 1.37 1.34** −1.79** −0.45** 44 428

c) ICRG
0.50 14.52 2.41 −0.02 −0.80** −0.82** 110 901
0.55 12.47 2.02 0.07 −0.84** −0.77** 100 830
0.60 11.19 1.57 0.57** −1.36** −0.79** 81 651
0.65 7.21 1.62 0.87** −1.59** −0.72** 62 512

Significance level: (*) 5%, (**) 1%.

The table reports the estimated threshold (π⁎), speed of transition (γ), ~β0 and ~β1parameters for non-industrialized countrieswith average polity above,mortality rate below or ICRG above

those indicated in the first column, the sum of ~β0 and ~β1, the number of countries (n), and the total number of observations in each group.

Fig. A.1. Inflation distribution – Industrialized countries. Note: Five-year average of annual inflation, in percentage points, 1955–2009. Source: IFS, IMF.

Table A.10
PSTR model estimation with two regimes. Period 1990–2009.

Industrialized Non-industrialized

Threshold: π⁎ 1.76% 19.14%

Slope: γ 45.68 4307.15

Variable Parameter

~πit β0 −0.7867* −0.0240
(0.3550) (0.2143)

~πit � Gðπit ;γ;π�Þ β1 −0.6638 −0.8550**
(0.3957) (0.1604)

β0 + β1 −1.4505** −0.8790**
(0.2306) (0.1871)

igdpit ψ1 −0.0004** −0.0001
(0.0000) (0.0002)

popit ψ2 −1.3202** −0.3700
(0.2601) (0.3783)

invit ψ3 0.1785** 0.1242**
(0.0430) (0.0406)

openit ψ4 0.0773** 0.02160
(0.01320) (0.0140)

totit ψ5 0.9264** −0.1011
(0.1975) (0.1055)

sdtotit ψ6 −8.9316 11.1856
(29.0065) (11.1829)

Significance level: (*) 5%, (**) 1%.
Values in parentheses are standard errors corrected for heteroskedasticity.
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Fig. A.3. Inflation distribution – Non-industrialized countries. Note: Five-year average of annual inflation, in percentage points, 1955–2009. Source: IFS, IMF.

Fig. A.4. Transformed inflation distribution – Non-industrialized countries. Note: Five-year average of annual inflation, semi-log transformation, 1955–2009. Source: IFS, IMF.

Fig. A.2. Transformed inflation distribution – Industrialized countries. Note: Five-year average of annual inflation, semi-log transformation, 1955–2009. Source: IFS, IMF.

18 R. Ibarra, D.R. Trupkin / Economic Modelling xxx (2015) xxx–xxx

Please cite this article as: Ibarra, R., Trupkin, D.R., Reexamining the relationship between inflation and growth: Do institutions matter in
developing countries?, Econ. Model. (2015), http://dx.doi.org/10.1016/j.econmod.2015.09.011

http://dx.doi.org/10.1016/j.econmod.2015.09.011


0

2

4

6

8

10

12

14

16

18

20

<0.5 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85

F
re

qu
en

cy

ICRG

Fig. A.7. Developing countries by ICRG.
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