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These structures involve interactions of an incident shock, a
transverse wave and a Mach stem. Weak and strong types of
such structures have been observed in experiments, all
conditioned by the strength of transverse waves. Basically, the
more reactive the mixture is, the smaller their cells are.
Therefore, the use of hydrogen-oxygen mixtures diluted with
argon has become a usual practice for obtaining suitable
cellular patterns for research [2,3].

Introduction

Essentially, detonations front shapes are spatially unstable.
Moreover, they become discontinuous due to the existence of
transverse shocks obliquely propagating to the front, gener-
ating shock-shock type interactions. As a result of these in-
teractions, triple point configurations resembling the scales of
a fish are built, and are identified as cellular structures [1].
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Moreover, in order to study cellular structures and to
unveil details that cannot be easily identified in experiments,
numerical simulations have been increasingly employed
[2—8]. Sharpe [9] postulated that an adequate spatial resolu-
tion is absolutely vital, and in addition, Hu [10] claims that
the use of simplified chemical models could not have
included some typical features of complex chain-branching
reaction processes. Therefore, for obtaining a proper nu-
merical simulation of detonation cellular structures, a high-
resolution mesh and a kinetic model offering a good repre-
sentation of chain-branching processes are both needed. Any
detailed numerical simulation of detonation processes can be
an expensive computational task, as it involves resolving a
large number of coupled unsteady transport equations and a
large stiff system of ordinary differential equations (ODES).
Due to the unsteady nature of detonation processes, the
numerical approach must be properly selected. Implicit nu-
merical methods, although theoretically unconditionally
stable, are not appropriate for detonation simulations. This is
because cumulative numerical damping errors may strongly
affect the obtained time-dependent solutions [11]. Therefore,
an explicit numerical technique based on the use of frac-
tional steps is preferred. Then, we employed an algorithm
with this methodology for simulating detonations in the 2H, :
0, : 7Ar combustible mixture. Moreover, in order to ensure an
adequate mesh resolution, a procedure based on chemical
induction time is utilized. The hydrogen oxidation can be
modeled at different levels of detail, from simple mecha-
nisms of few species and reactions up to very detailed ones.
When the combustion is controlled by the mixing process,
either an equilibrium model or one with simple kinetics may
be useful [12—-14]. However, this is not the case in detona-
tions, as they are primarily controlled by rates. In previous
planar detonation studies performed with H,-Air mixtures,
three different chemical kinetics were taken into consider-
ation: Jachimowski 1988 (]1988) [15], Jachimowski 1992 (J1992)
[16] and Marinov 1996 (M1996) [17]. Both Jachimowski's
models use 13 species and 33 reactions, and Marinov uses 9
species and 25 reactions. All results obtained with rhoCen-
tralRfFoam solver have been compared to one another for
assessing the impact of chemical kinetics modeling. In
addition, to verify the code's behavior of the rhoCen-
tralRfFoam solver, typical results (pressure, temperature,
density, water mass fraction) were compared with the
computed profiles using the FlowTwo code. FlowTwo is a
genuine 1D solver, which uses a point implicit time integra-
tion technique and a second order Harten-Yee TVD scheme
[18—21]. The flow equations in these two codes are further
solved using finite volume schemes. Both have shown that
results produced using the J1988 chemical model substan-
tially differ from the other two models, while results obtained
using J1992 and M1996 are in good agreement. Subsequent to
performing simulations with several equivalence ratios of
the combustible mixture (H,—Air), detonation velocities were
compared with Chapman-Jjouguet (CJ) equilibrium calcula-
tions. Again, J1992 and M1996 models predictions are in good
agreement with CJ's values, however, the J1988 model pre-
dictions do not correlate correctly with those values. It was
concluded that be best results are provided by J1992 and

M1996 models, but Marinov achieves it with fewer species
and reactions. Therefore, in all simulations, Marinov's model
shall be used. To further prove which of the above kinetic
models is the most convenient, we compared the time evo-
lution of temperature in burning mixtures (starting from
given initial values) with reference values provided by
CHEMKIN® [22]. From the results of testing the three kinetic
models, we concluded that Marinov's model was the best.
Consequently, it was also utilized to define induction times
(that is, the necessary time to build a radical population
capable of promoting ignition of the combustible mixture).
These induction times are vital to ensure a proper grid res-
olution in the computational domain. Detailed information
on these previous studies can be found in Refs. [23,24].

The solver rhoCentralRfFoam [23,24], built on the finite
volume data structure and libraries provided by OpenFOAM®
has been used in all numerical simulations performed here.
This solver can be considered as an improvement of rhoCen-
tralFoam, which was originally used in high-speed flows
without reactions [25,26], and later, also applied to some high-
speed reactive problems [27—30]. However, in this context,
there are no numerical simulations describing cellular struc-
tures formation in detonating mixtures. It is worth noting that
discrete convective terms are evaluated using the second
order central-upwind scheme of Kurganov, Noelle and Petrova
(KNP) [31], because it has been widely proved that it delivers
accurate results with less computational costs, regardless of
the particular chemical problem it has been applied to
[25,32—36].

This study has two primary purposes — firstly, the verifi-
cation of the open source new solver rhoCentralRfFoam, pre-
viously developed and used here. Secondly, to study the
generation of detonation cellular structures using discrete
high energy ignition points as perturbation sources.

Reactive Euler equations

Two-dimensional structures of detonation waves can be
detected and traced by applying the unsteady Euler equations
to rate-controlled chemically active flows.

ou oF
= 1
ot Tax 2 @
where u, F and Q are the conserved variables, their corre-
sponding fluxes and their associated source terms, respec-
tively. Therefore,

u = [p, (pU), (pE), (pY3)]" 2
F = [pU, (pUU + p), (pEU + Up), (pY;U)|" (3)
Q = [0¢ 07 ((;)T)7 ((bi)]T (4')

Given the mass fractions condition, > (Yx) = 1, in 2D sim-
ulations a set of N + 3 transport equations is required in each
control volume. It must be noted that the total non-chemical
energy used (E) is defined here as:
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and the sensible enthalpy (h;) is related to temperature T, by

T

m:/%m (6)

To

The implicit Eq. (6) for temperature is solved using a
Newton-Raphson iterative technique. Pressure constant heat
capacity (cp) is a function of temperature and species mass
fractions. Therefore, this functional dependence is modeled
by computing ¢, from

N
= ZCPin (7a)
i

Cpi = oW, (7b)

W; being the molecular weight of species i. The molar constant
pressure heat capacities (c;;) of species are obtained using the
JANATF polynomials [37]. The heat capacity ratio (y) is calcu-
lated by:

S

TTLoR )

N
where R is the mixture constant (R = R,> Y;W; ). The thermal
state equation for a mixture of N ideal gases can be written as:

p=>Ypi ©)

i

N
=TpR, Y  YiW;" (10)

The energy equation source term is computed by

N
i1 = orAhg, (11)
k=1
where ¢y is the production/consumption rate of the species k
and Ahg,, its formation (chemical) enthalpy. The production/
consumption rate of each species is defined by the selected
chemical model. Subsequently, the mass rate of any species k
by the reaction i is:

wix = {Ck,i] Wy (12)
[Ck_i] being its molar rate.

Numerical solution

Governing equations are discretized into the finite volume
framework provided by the open source package OpenFOAM®.
A generic cell array can be seen in Fig. 1. Although the Open-
FOAM" architecture only supports three-dimensional mesh
configurations, the package also provides suitable boundary
conditions that must be applied to non-considered directions
in order to perform one-dimensional, two-dimensional or
axisymmetrical simulations. For solutions in 2D, the empty

Fig. 1 — Finite volume discretization.

boundary condition is applied in the x5 direction (Fig. 1). Thus,
all equations and terms related to this direction are not taken
into consideration [38].

From Fig. 1, the following elements can be identified: Sy,
the face area vector, defined as the dot product of the
normal unitary vector with its area; dpy a vector between
neighbor cell N and face centroids; dpy the vector that
connects the owner (P) and neighbor (N) cell centroids. The
convection-reaction equation for an arbitrary tensorial
quantity ¥ can be integrated over the control volume (V) for
obtaining:

5 [rvave [ouu-as)— [awav (13)

S

After approximating the surface integral of the convective
term, and the volume integral of the source term, Eq. (13) can
be written as:

0
o | v+ ; b = QY),Vp (14)
v

In this semi-discrete form, the surface integrals can be
approximated by a product of the volumetric flux (¢f = Uy-Sy)
with a face reconstructed value of ;. It must be noted that the
approximation used for the source term integral guarantees
second order as well.

Convective and gradient terms computation

To evaluate any convective term, the second order scheme of
Kurganov, Noelle, and Petrova (KNP) is selected [31]. The KNP
scheme is a Riemann solver free technique that does not
involve characteristic information and avoids exact Jacobian
evaluations. Therefore, this scheme is an interesting alterna-
tive to traditional methods. The physical domain is discretized
into Nc cells, in which all thermo-physical and dependent
variables are stored at cell centroids (collocated cell arrange-
ment). In the framework provided by OpenFOAM®, Kurganov
flux approximations are written as:
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I = andr vy, oty vy or(v ) (15)

Gradient terms are evaluated according to

Z Seyr = Z {‘hsﬂlfﬁ + a—sfwff] (16)
f f

The scheme parameters (Jr,,¥;, oy, a«, and o) are
computed following the proposed approach by Greenshields
[25]. The numerical procedure involves face reconstruction of
dependent variables (T, p, p, Y;, etc). The interpolation proced-
ure uses a limiter to switch between low- and high-order
schemes on the basis of a flux limiter function (in this case
van Leer, [39]).

Temporal integration

A fractional step approach is used here, followed by solving
the chemical problem. Later, the fluid-dynamic equations are
integrated over time [40]. Consequently, the overall reactive
problem is split into subproblems, described as:

9
ot

~n

(W) =S(y,t) Cl:y" 1%y (17a)

9 ~n
st W)+ 2W) =5.t) Cl:y"=yr (17b)

For solving the ODE system of Eq. (17a), the SIBS method is
employed. The SIBS method splits the time step At into n sub-
steps, and Ar is determined using a modified midpoint tech-
nique [41]. Also, in each one of these sub-steps, system inte-
gration is performed. Thereafter, the Aitken-Neville algorithm
is used to extrapolate from the sub-step values to the ODE
solution, valid at t + At. With these values, new source terms
of species and energy are computed, and then, the whole fluid
dynamic system is evolved to t+ At (Further details can be
found in Ref. [41].).

Boundary conditions

The purpose of all the simulations performed here is to
obtain a good visualization of cellular structures that develop
in 2D detonations. Therefore, all simulations involve do-
mains like a physical 2D shock tube closed at one end. In
order to solve the governing equations over two-dimensional
configurations, slip boundary conditions must be imposed on
the top and bottom walls, and on the closed end of the tube.
Then,

Un=0 (18)

n being the unit normal vector to walls. All other fields at walls
must satisfy the zero gradient condition, that is

ou

Mg (19)
on|;,

In order to perform 2D simulations on lateral surfaces,
limiting the computational domain, the empty boundary
condition is applied.

Chemical kinetic model

To compute source terms in the energy and species transport
equations, an appropriate chemical kinetic model for
hydrogen oxidation is needed. Any model describing the
interaction of M elementary reactions and N species can be
written in the compact form as:

N ) kf N B

Z V[Ce] = Z Vi[Ce] (20)
k=1 k=1

N [A N

Z il Crl Z Vi [Ce] (21)
k=1 k=1

where »,; and », are reactants and products stoichiometric
coefficients, k{ and k! are forward and backward rates con-
stants of reaction i, and [C,] the molar concentration of the
species k. In terms of mass reaction rates (pYr/Wy equals the
molar concentration of species k, Wy being the molecular
mass) the progress rate R; of reaction i is written as:

N v, N v,
Y\ ki ka ki
i )L
HGw) *llw

The backward rates are usually computed from the for-
ward rates through the equilibrium constant [42]. Also, the
rate production of species k due to reaction i is subsequently
given by

ni = Wha (v — g Ry

Note that to account for third body effects on the rate
production R; of species k, the factor ; has been introduced.
Finally, the total rate @ of species k is the sum of rates ay;
produced by all reactions. Therefore,

M
W = E ki
i1

The chemical system can be represented by a matrix of
stoichiometric coefficients with dimensions N x M in which
rows represent species and columns signify reactions. This
system involves solving N stiff ODEs in each control volume
and each time step. In this work, the chemical process is
modeled utilizing the hydrogen-air oxidation mechanism as
proposed by Marinov [17], which involves 8 species
(Hz,H,0,,0,0H,HO,,H,0,,H,0) plus N, and/or Ar, and 25
reactions (See Table 1). It must be noted that the N, is
assumed to be an inert species and its contribution to the
kinetics is that of a third body. Also, Ar is a diluent, which is
assumed to be an inert species as well. In Table 1, all re-
actions are listed along with the necessary parameters for
computing each one of the rates with the Arrhenius
formula:

oAb Ea
k = AT exp (RT (22)

Pressure dependence is considered through the Linde-
mann form [42], which is:
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Table 1 — Marinov 1996 chemical kinetic model [units: s,

mol, cm3, cal and K].
Reaction A b Ea

The parameters a, T**, T* and T** are specified as inputs on
the typical format of CHEMKIN® (keyword Troe in Table 1).

(1) OH + HysH + H,O

(2 0+0OHSO0, +H

(3) O+H,SOH+H

(4) H + 02(+M) SHO»(+M)

2.14E+08 1.52 3449.0
2.02E+14 -04 0.0
5.06E+04 2.67 6290.0
4.52E+13 0.0 0.0

Low 1.05E+19 —1.257 0.0

(5) H + O3 (+N,) S HO, (+Ny) 452E+13 0.0 0.0

Low 2.03E420 -1.59 0.0

(6) H + O3 (+H,) S HO, (+Hy) 4.52E+13 0.0 0.0

Low 1.52E+19 —1.133 0.0

(7) H + 02(+H,0) 5 HO, (+H,0) 452E+13 0.0 0.0

Low 2.10E+23 —2.437 0.0

(8) OH + HO, S H,0 + 0, 2.13E+28 —4.827 3500.0

8b) OH + HO, S H,0 + 0, 9.10E+14 0.0 10964.0

9) H + HO2 5 OH + OH 1.50E+14 0.0 1000.0

10) H + HO, S H; + O, 845E+11 0.65  1241.0

11) H + HO, SO + H,0 3.01E+13 0.0 1721.0

12) O + HO, 50, + OH 3.25E4+13 0.0 0.0

13) OH + OH 0 + H,0 3.57E+04 2.4 —2112.0
) 1.00E+18 -1.0 0.0

15)H+ H+ HySHy + Hp 9.20E+16 -0.6 0.0
6.00E+19 -1.25 0.0
2.21E+22 -2.0 0.0

4.71E+18 -1.0 0.0

16) H+ H + H,OsH;, + Hy,O
17)H+ OH+ MSH,O + M

(

(

(

(

(

(
(14)H+H+MsSH, + M
(15)

(16)

(17)

(18) H+ O + MSOH + M
(19)

(20)

(

1990+0+Ms0,+ M 1.89E+13 0.0 —1788.0
20) HO, + HO, S H,0, + O, 4.20E+14 0.0 11982.0
20a) HO, + HO, SH,0, + O, 1.30E+11 0.0 —1629.0
(21) OH + OH(+M) S H,0,(+M) 1.24E+14 -0.37 0.0
Low 3.04E+30 —-4.63 2049.0
Troe [0.470 100.0 2000.0 1.0E + 15]
(22) H,0, + HSHO, + Hy 1.98E+06 2.0 2435.0
(23) H,0, + HSOH + H,0 3.07E+13 0.0 4217.0
(24) H,0, + O OH + HO, 9.55E+06 2.0 3970.0
(25) H,0, + OHsS H,0 + HO, 2.40E+00 4.042 -2162.0
P,
k_km(1+P,>F (23)

P, being the reduced pressure, related to the concentration of
the mixture [Cy| by

where k, is the constant rate at the high-pressure limit, and kg
the constant rate at the low-pressure limit (keyword: Low in
Table 1). In the Lindemann approach, the F function in Eq. (23)
is taken as unity and it is applied to reactions Ry, Rs, R¢, R;. In
the method proposed by Troe [42], the function F is expressed
as:

B logP, + ¢ -t
gt = {1+ [r=toge 7a) ) o

where

¢ =—0.4—0.6710g(Feent)
n =0.75 — 1.2710g(Feent)

Feent = (1 —a) exp(-=T/T*") + a exp(-T/T") + exp(-T"/T)

Detonation cellular structure

As Vasil'evindicates in his review paper [43], transverse waves
developed in a confined combustible mixture induce pertur-
bations resulting in a wave front that does not remain planar
and shows convex segments and typical Mach's stems bi-
furcations. These wave interactions are then characterized by
triple points whose displacements generate the alleged
cellular-pattern.

Detonation cell size is a measure of the mixture reactivity
and small cells indicate a more reactive mixture. Conse-
quently, in order to obtain acceptable cell sizes within
reasonable computational costs, a hydrogen-oxygen mixture
diluted with argon is used. Argon dilution provides a reduction
on the mixture reactivity, which enhances cell dimensions
[3,44]. The selected stoichiometric hydrogen-oxygen mixture
diluted with argon is 2H, : O, : 7Ar. Also, when the chemical
kinetic model of Marinov [17] is applied to this mixture, it is
assumed that the diluent Ar replaces and plays a similar role
to N, as inert species.

Cellular structures can be naturally formed as a conse-
quence of interacting waves, which are intrinsically depen-
dent on instabilities developed in the flow field. Nevertheless,
on numerical simulations, it has been a regular practice to use
artificial perturbations to trigger the formation of cellular
structures [3,10,45,46]. On early numerical simulations,
Gamezo [44] noted that numerical noise could be a source of
perturbations for the formation of cellular structures. How-
ever, using numerical noise as perturbations can take exces-
sive computational times to induce cellular patterns.
Subsequently, artificial perturbation sources have been pro-
posed and tested: unreacted pockets behind the front blast
[3,46], internal energy random perturbations [10], sloped
initial front [47], several ignition points with high energy [45],
and random perturbation of density in the unburned mixture
[48]. Several ignition points are further used as perturbation
sources and the work of Kirillov [45] has been selected for
comparing results with those obtained with rhoCen-
tralRfFoam. It must be noted that the numerical techniques
used here and in the work of Kirillov are different, but the
underlying kinetic model is the same.

The initial configuration can be seen in Fig. 2, where the
adopted labels for nominating each boundary are also indi-
cated. The computational domain has a length of 0.3082 m and
is 0.0616 m wide. On the left side, there are three equidistant

D Tside
pr Pu

—T; FrontAndBack Ty Rside
EI/UI Uy
Bside

Fig. 2 — Computational domain and initial configuration
(Note that FrontAndBack boundary is defined on lateral
planes).

Lside
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Table 2 — Boundary conditions (Zg: zero gradient).

Boundary P T U Vi
Tside/Bside zG zG Slip zG
Lside zG zG Slip zG
Rside zG zG zG zG
FrontAndBack Empty Empty Empty Empty

0.03
Loy a
£ 000 4
> b

003 4 ,

0.05 0.10 0.15 0.20
Xm
t=0.000081 s Ar
- -

Fig. 3 — Development of cellular structures close to ignition
sources (top: rhoCentralRfFoam; bottom: Kirillov).

zones of 3.072mm x 8.8 mm, each one identified as a high
energy point (p; = 1000p,,, T; = 25T, Uy = 0™/,). They are used
to ignite the 2H, : O, : 7Ar fuel mixture. The unburned fuel
conditions are: p,=6670Pa, T,=298K and U,=0™/.
Boundary conditions imposed to different regions are sum-
marized in Table 2.

The numerical grid resolution has a direct relation with the
induction length and the unburned combustible mixture in-
duction time estimated in 7;=119us [23,49]. Subsequently, the
induction length becomes Lj=1.3mm, and a mesh with
~ 2350 x 273 cells in x; and x, respectively should be used.
This results in approximately 10 cells per induction length
along x; and 6 along x,. Although it would be recommended to
use at least 10 cells per induction length in both x; and x,, the
reduction along the x, direction is made to limit the compu-
tational cost with minimal resolution loss. Indeed, this mesh
arrangement provides a resolution of ~ 0.0296 mm? with
641550 computational cells. The computation is carried out
with the cluster of the National University of Cérdoba (UNC)
called Mendieta," using a complete node (16 processors).
Therefore, the computational domain is decomposed into 16
sub-domains, resulting in almost 40096 cells per processor.
Moreover, it takes 54.93 h of computational time to reach a
physical simulation time of 103.7us assuming a maximum
Courant number of 0.1. Fig. 3 shows computed cellular struc-
tures near ignition sources using the rhoCentralRfFoam
solver, and simultaneously, the cellular structures computed

! http://ccad.unc.edu.ar/equipamiento/cluster-mendieta/.

16.2us
T T T
0.00 0.03 0.06 0.09 0.12 0.15
003—; T LLT &2 27 2’Lls

il
J\/‘ l‘\
9

|
/N”/‘,,

.15

0.00+

y[m]

-0.03 1
0.00

Fig. 4 — Isobaric configurations corresponding to 16.2us,
27 8us and 48.6us.

003

E @
>

003 + ,

0.05 0.10 0.15 0.20

t=0.000081 s Ar
-

Fig. 5 — Computed motion of triple points describing the
formation of cell c.
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Table 3 — Comparison of cellular structure dimension for

(2H2 : O2 : 7Arp, = 6670 Pa , T, = 298).

Ref. o A car Kinetic model
rhoCentralRfFoam 0.074 0.032 043 Marinov
Kirillov et al. [45] 0.078 0.033 042 Marinov
Eckett [50] 0.054 0.03 0.55 8 species/

24 reactions
Oran et al. [6] 0.055 0.03 0.54 8 species/

24 reactions
Lefebvre & Oran [51] 0.077  0.03 0.42 Two steps model
Lefebvre et al. 0.17 0.09 0.52  [smoke foil]

(experimental) [52]

by Kirillov [45]. At first glance, there are similarities between
computed waves and their interactions in both cases. A well-
shaped early cellular structure c can be identified, as well as
other structures surrounding it (not so clearly defined). The
later are nominated a, b, d and e. Furthermore, x ~ 0.12 m, the
onset of a new cellular pattern is detected. In Fig. 4, computed
isobaric contours taken from the field region of Fig. 3 at 16.2us,
27.8us and 48.6us are presented. The first configuration depicts
the triple point that defines the start vertex a of the early cellc,
the second (t =27.8us) shows two triple points that define
vertices b and b' (Fig. 5) also in the early cell, and the last de-
picts the motion and convergence of triple points to the center
line, defining the vertex a' that closes the cell c. In Fig. 5, the
vertices (a,a',b,b') of cell c are shown, and the cell character-
istic dimensions are defined as:

{a,a'} »>a=0.074m
{b,b}—>21=0032m

In Table 3, the obtained cell c values of « and 1 and their
corresponding aspect ratio ¢, = A/«, are listed. In addition,
the appropriate reference data for comparison are also
included. There are acceptable agreements when compared
with Kirillov results, probably because both studies used the
same kinetic model (Marinov [17]). Moreover, detonation
starting conditions for both studies are also the same.
However, when compared with others results [6] and [50],
significant differences were detected. Also, the data pro-
vided by Lefebvre and Oran [51] is considered exceptional,
since they used a highly simplified kinetic model (only two
steps). The Lefebvre experimental data obtained with the
smoke foil technique presents an aspect ratio value close to
those given in Refs. [50] and [6]. As regards to discrepancies
shown in Table 3, the question is if a cellular structure like c
built in the neighborhood of discrete but strong ignition
sources, is conserved when the computational domain is
extended along the x-axis. To answer this question, the
previous computational domain was extended to 0.5m, and
then a new calculation was made. To guarantee proper
resolution, a mesh of ~ 10° cells are employed. Subsequent
to 350us of physical time simulation, the cellular structure
shown in Fig. 6 a develops and an experimental well-formed
cellular structure is shown for comparison in Fig. 6 b [52]. At
the initial stages, the previous results are reproduced (see
Fig. 3). However, cells obtained for x>0.25m are larger than
early cells (mainly, than cell c¢). These new cells now
have a ~0.13m of length (almost 100 times greater than
L; = 0.0013m), and the aspect ratio becomes closer to 0.48.
This aspect ratio compares better with data presented in

0.03
E o000 -
>
—0.03 1 1 1 1 1 1 1
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
0.03 ,
—_ B
E o000 - =
- 0.03 e B =
- 1 1 I I 1 1 1
0.00 0.05 0.10 0.15 0.0 025 0.30 0.35 0.40 0.45 0.50
x[m]

(a) rhoCentralRfFoam computation (numerical schlieren of max(p))

(b) Experimental observation

(c) rthoCentralRfFoam detail (numerical schlieren of

max(|w[))

Fig. 6 — Development of the cellular structure at t = 350us.
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Table 3. It is interesting to note that the cell's aspect ratio
obtained here for x>0.25m, tends to be in good agreement
with the computations of the others authors, even with
distinct kinetic models and geometries (Fig. 7).

With the purpose of improving results presentation from
numerical simulations, a way of numerically emulating the
schlieren technique is implemented [53]:

¢) Lefebvre & Oran (1995)

Sh = hiexp (h2|v|;|f | ) (24)

where h; and h, are properly selected constants and f the field
variable used for visualization (usually density, pressure or
vorticity). Fig. 8 a built after 81.6us of real-time using density
contours provided by a numerical schlieren, shows transverse

-
g
.(

b) Eckett (2000)

d) Oran et. al (1998)

Fig. 7 — Comparison of cellular structure configurations.

Incident slip lines

a) Numerical schlieren of b) Numerical schlieren of
density vorticity

c) Combined numerical schlieren
of vorticity and density (contour lines)

Fig. 8 — Wave interactions at triple points (t = 81.6us).
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a) t = 0.6us b) t =4.43us d)t=13.6us

e)t=16.2us f) t =22.7ps

i)t =45.4ps

1) t = 81.6us s) t =86.1us t) £ =90.7us

u) t =95.5us v) t =99.14us w) t = 103.6us

Fig. 9 — Cellular structure formation process: Evolution of triple points.
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waves interacting with the detonation front. These in-
teractions perturb the detonation front and generate config-
urations like irregular reflections. Also, the transverse wave
takes the reflected wave role, the front is bifurcated and
subsequently the incident shock and the Mach stem are
defined. Slip lines are properly identified and represented, by
means of the numerical schlieren of vorticity and combined
vorticity-density. At this time (81.6us) it is evident that the
detonation front has been strongly disturbed by the used
ignition technique (Fig. 8b and c). However, these highly per-
turbed structures disappear when the wave front reaches
x=0.215m and the configurations shown in Figs. 6 and 7
remain. It is noteworthy that at x=0.17m the pressure jump
across the frontis 34.78 and at x=0.215m, it is 27.05, which are
values of a typical overdriven detonation. When the front
approximates 0.47m, the pressure jump is 23.14 and the
detonation velocity is about 10% higher than the Chapman-
Jouguet equilibrium value [54]. Thereafter regular cell pat-
terns are obtained.

In Fig. 9 a succession of schlieren pictures is presented. They
describe the formation of triple points and how its displace-
ment defines a cellular structure as time goes by. Att = 13.6 us
(Fig. 9-d), perturbations are detected that alter the wave front.
Successively, at t =22.7 us (Fig. 9-f), it is observed that triple
points are formed as a consequence of multiple secondary
shocks, which interact with the detonation front. At
t = 54.4 us, the buildup (Fig. 9-1) of the triple point located at
the front wave center (see Fig. 4) is completed. From 54us to
103.6us, it is indicated how the duct width is limiting the
vertical motion of triple points and of course, its influence on
the process of cellular structure formation.

Conclusions and future work

This work verifies the ability of the rhoCentralRfFoam solver
to deal with detonations cellular structures in 2D chemically
reacting flows, and thus it also confirms the efficiency of the
used KNP scheme. Results obtained with a 2H,:0,:Ar
combustible mixture, have shown good correlation with the
available experimental data. Computed isobaric contours
have demonstrated how the motion of triple points defines
cellular structures formed close to ignition points. However,
these structures are in a transitional state, and if the calcu-
lation domain is extended, a unique steady cellular pattern
different from the initial configuration develops. It can be said,;
it becomes independent of the initial perturbations. The
aspect ratio of this constant shape tends to agree better with
available data. It is worth noting that for achieving this steady
state shape, it was necessary to work with an expanded
domain (~ 65% greater and having ~ 1000000 cells). For
tracking the evolution of cellular structures towards the last
steady configuration, after implementing a numerical schlieren
procedure, a series of pictures covering 104us of flow real-time
is presented.

Detonation cellular patterns are classified as having either
a regular or an irregular structure. In this work, detonation
cellular structures related to hydrogen-oxygen fuel mixtures
were considered. These mixtures have low activation energies
and are associated with regular cellular patterns, which are

properly predicted only considering ignition by adiabatic
shock compression and without accounting for any transport
mechanism [55].

Mixtures of hydrocarbon fuels with oxygen or air, exhibit
detonations with much more stochastic-looking cell struc-
tures: cells size is variable, the wave front can be highly tur-
bulent, and often give rise to unburned pockets in its wake [8].
These unburned pockets burn through turbulent mixing with
combustion product gases and not by shock compression
alone, then to get further insight into detonation propagation
in hydrocarbon fuel mixtures it is essential to model ignition
with both, turbulent mixing and compression. For treating
simultaneously, turbulent mixing and combustion rates in
mixtures prone to irregular structures, it should be preferred
numerical simulations based on LES strategies.

A moving-adaptive mesh will also be implemented in order
to reduce mesh size, thus decreasing the amount of compu-
tations. In this context, the approach to be used will be that of
[56]. This methodology shall be useful for defining the number
of cells locally needed around places of interest (e.g. detona-
tion fronts, triple points, strong chemical activity, and of un-
burned pockets).
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