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ABSTRACT

In this paper, I present some results for the process of excitation of bulk and surface plasmons during the
emission of electrons in the proximity of surfaces of different shapes and dimensions. I describe in detail
the effects due to the interaction between an electron and a stationary positive ion (or atomic hole) in the
neighborhood of a metallic surface, paying special attention to the results obtained by my research group.
We used the dielectric response of the metal and the specular reflection model for the case of planar sur-
faces, and the second quantization theory for nanostructured surfaces. In particular, we studied how the
electron-hole pair interaction can influence the energy loss of the emerging electron. We investigated the
importance of surface effects in the analysis of photoelectron spectroscopy. The method described here is
useful for studying multiple plasmon excitations in nanostructures and for understanding the excited

electron spectra of these nanostructures (different from those of the same bulk material).

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The properties of solid surfaces or interfaces, in particular with
respect to interactions with gases and fluids, are topics of current
technological interest. They play an important role in processes
such as heterogeneous catalysis, physics of semiconductors and
thin films, or protection against corrosion. These applications have
led to the development of various tools for studying surfaces. In
particular, the use of various spectroscopy and surface analysis
techniques have had a major impact on the development of this
area. The usual techniques for the study of surfaces make use of
particles such as photons, electrons, atoms, molecules and ions as
analysis tools. Which one is used depends on the required informa-
tion, referring either to the surface crystallographic structure, com-
position, chemical bonds or surface vibrations. It also depends on
how selective one must be in the number of surface atomic layers
investigated. The natural way to fulfil this requirement is by
adjusting the mass and energy of the particles. Among the avail-
able particles, electrons have found the widest application for sev-
eral reasons. For instance, they have a mean free path of tens of A,
depending of their energy, which makes them appropriate to ana-
lyze excitations characteristics of the surface region of a solid. In
addition, they offer efficient techniques for production, detection
and analysis (in angle and energy) of electron beams [1].

The different types of electron spectroscopy can be divided into
two subgroups. In the first, the surface is bombarded with an elec-
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tron beam. Then, the electrons scattered by the surface, or the sec-
ondary electrons emitted in the process, are analyzed in angle or
energy. Within this subgroup, low energy electron diffraction tech-
nique (LEED) has been one of the most widely used for the inves-
tigation of the surface structure. The most important impediment
of this surface crystallography technique lies in the considerable
theoretical difficulty involved in the analysis of the intensities.
Another technique in this subgroup is Auger electron spectroscopy
(AES). Here the primary electron generates a vacancy in an internal
atomic level, which is later occupied by a valence electron. The
energy resulting from this transition is delivered to a second elec-
tron, which escapes from the material and is analyzed. This AES
technique is preferably used to analyze elements or their traces,
existing in a sample. In the second group of electron spectroscopy,
they are generated through irradiation of the material with pho-
tons originated in an external source. Spectroscopy of electrons
excited by photons has attracted much attention, stimulated by
the availability of continuous synchrotron radiation sources. How-
ever most of the experiments are performed with conventional
continuous sources. These techniques are often distinguished
between Ultraviolet Photoemission Spectroscopy (UPS), for vari-
able energies between 10 and 1000 eV, and induced X-ray Photoe-
mission Spectroscopy (XPS), for fixed energies in the range of keV.
Typically, Al K, and Mg K, lines are used, with energies of
1486.6 eV and 1253.6 eV respectively.

Although these techniques of electron spectroscopy on surfaces
have been used successfully, and that the vast majority of our
knowledge about surfaces comes from one or other electron spec-
troscopy, it should be noted that the use of electrons as carriers of
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information about surface has certain inherent limitations. In gen-
eral, these techniques require very good vacuum conditions
(<10~ '° torr) for normal operation. Unfortunately, these require-
ments make spectroscopy of surfaces in real situations technically
impossible. Even such analysis of in situ surfaces, after evacuating
the gas, is of limited value, since such action can change the condi-
tions of the surface. Thus the use of ultra-high vacuums, which is
generally considered as an advantage since it allows studying the
stable surfaces under controlled conditions, represents an inconve-
nience for many situations of technical interest, especially in rela-
tion to the study of catalysis and corrosion. The need of analytical
techniques, which would operate even when the surface is in con-
tact with liquids or gases at high pressure, remains one of the
greatest challenges of Surface Physics. The techniques of Scanning
Tunneling Microscopy (STM) [2] and Atomic Force Microscopy
(AFM) [3] are partially helping to solve this difficult problem [4].

Another limitation comes from the fact that electron spectro-
scopies are destructive in general, especially when techniques
requiring high currents are used. The energy provided by the pri-
mary or secondary electrons may be sufficient to produce chemical
reactions. For example the cross sections for desorption of gases by
electronic stimulation can reach values of about 107!° cm? [5].
That is how incident beams of a few nanometers in diameter, as
used for example in Auger spectroscopy, can cause the stimulated
desorption of stable adsorbed elements. This makes these tech-
niques not suitable for analysis of adsorbed surface layers. Only
for the atoms of the substrate, the stimulated desorption can be
neglected.

As discussed below, even another limitation comes from
the definition of the surface itself, i.e. the area to be analyzed by
these techniques. As we said above, this largely depends on the
energy of the electrons and on the characteristic of the material.
In fact, these techniques do not analyze the surface properties in
a strict sense, but the properties of the medium, with a penetration
depth that can be adjusted by varying the conditions of the
experiment.

In spite of these limitations, the AES and XPS techniques [6]
have proved to be very useful tools for nanostructure characteriza-
tion [7-10], providing information on the composition and
oxidation state of components [10]. Otherwise, many novel
nanodevices have been developed recently, making the study of
nanostructures of different (not only planar) geometrical shape
important and necessary. The plasmon generation requires a spe-
cial attention for nanocylinders and nanotubes, which are of inter-
est in nanolasers [11], plasmonic circuitry [12] and aluminum
nanorods in batteries [13]. These new developments require more
accurate information on the process of plasmon generation.

In principle, the formalism developed in this work can be
applied to various methods of electron emission spectroscopy (ie,
AES, UPS and XPS). The application to the case of XPS that I discuss
in this work is motivated by the greater availability of experimen-
tal data from various authors and for various elements; making it
possible to establish a more comprehensive comparison with the
results of the proposed theoretical model.

From the theoretical point of view, the interaction of an electron
emitted by a nearby ion at the surface is also of current interest to
understand the effects of dynamic electron-ion-surface interaction
in the energy spectrum of the secondary electrons emitted in
experiments of ion-surface [14,15] and ion-solid [16,17]
interactions.

A widespread assumption in studies of secondary emission is
the so-called three-step model: production of the electron, trans-
port within the solid, and escape through the surface. The analysis
of the obtained electron spectra usually uses this model [18] and
the separation of the plasmon production into extrinsic and intrinsic
contributions [19-22]. However these criteria are not always accu-

rate, as in the case when the electron-hole pair is created near the
surface, or for nanosized systems [23].

The purpose of this work is to fully investigate the interactions
between an electron and a stationary ionic (or atomic) hole in the
vicinity of a solid surface. In particular, I discuss how the energy
dissipation and the corresponding probability of excite surface
and bulk plasmons due to the emerging electron may be influenced
by the sudden creation of a positive charge in planar and
nano-sized surfaces. The theoretical tools are presented in the next
section. In Section 3 I present the calculations and results, and in
Section 4 I provide some concluding remarks.

2. Theoretical description

The emission of an electron in the proximity of a surface forms
the basis of different techniques for surface analysis. One of the
most popular is the X-ray induced Photoemission Spectroscopy
(XPS) [6]. In such experiments, the emission of electrons from
the internal shells of the atoms of the material is induced by irra-
diating it with photons of a typical X-ray source in the range of
keV. The electron emission can also be induced by ion impact
[24]. After the emission of the electron, it leaves a residual hole
in the material, whose half-life of neutralization is greater than
the characteristic time of flight of the emitted electron. As we will
see in this paper, the sudden appearance of this hole strongly influ-
ences the probability of excitation of plasmon. The role of the hole
created during emission is one of the most interesting problems
that arise from this analysis.

2.1. Planar surfaces

We use the so-called specular reflection model [25,26] to
describe the system and the involved fields, where the metal and
the vacuum are treated as if they were infinite with symmetrized
charge densities (see Fig. 1). The hole-electron pair is created at
a distance z, from the interface between the metal and the vac-
uum. We assume that the hole is fixed at r, =(0,z,) and that the
emitted electron follows a uniform trajectory r. = r, + ut, (being u
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Fig. 1. Scheme of the process for planar surfaces: one electron is removed from the
inner shell of the atom, leaving behind a hole in the material. In such a process, both
the sudden creation of the pair and the escaping electron are responsible of
plasmon generation in the medium.
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the electron velocity, and t its time coordinate) perpendicular to
the surface, which remains undisturbed by the plasmon excitation
events. This approximation holds for enough large kinetic energies,
mu?/2 > hw, [27], where w, is the characteristic plasmon fre-
quency of the material. In X-ray photoemission spectroscopy
(XPS) the emitted electron energy is in the keV range, and this
approximation within our formalism is fully justified.

The charge densities incorporate the image charge of the hole
(h"), the image charge of the electron (e’) and a surface charge dis-
tribution (o), or oy, depending if the particles are in the extended
medium or vacuum, respectively), which is necessary to match the
boundary conditions. In this frame, the behavior of the material is
determined by the local dielectric function [28]:

ek, w) = e(w) =1 - W} /o(w +1y), (2.1.1)

with the corresponding values for the plasma frequency w, and the
damping constant 7.

Throughout the paper, I use atomic units (au).

Following the same formalism developed in [25], the total
energy dissipation rate due to the fields acting on the emitted elec-
tron is given by the induced potentials ¢ in the medium, and the
vacuum (with the adequate matching conditions),

. (@ b ind T,t
Wdis = (ZJ) ¢ ag ) ‘r:r(t)
. &’k dw ind i(kr—oot)
— _i(z)) /W /%w (k, w)e (21.2)

r=r(t)

where Z; is the charge of the external particle (hole or electron), a
parameter that takes different values depending on which process
we are studying. For the case of the electron, Z; is always equal to
one, but, in the case of the hole, Z;=1 for the photoionization and
Zj=2 for an Auger process.

Integrating in time the previous equation for the energy loss, we
obtain the total energies absorbed by both (bulk and surface) plas-
mon fields. As the plasmons can also be excited due to the sudden
creation of the core hole, these contributions must be added to the
total energy. Finally, the average numbers of bulk (b) and surface
(s) plasmons excited in an electron emission process occurring at
a distance z from the surface of the solid material are:

v _] .0
Q *h—wu</wzﬁsdt>»

being v = bulk (b) or surface (s) plasmons. We obtain

(2.1.3)

2
Q(z) = ;Tu(a(*z) # {f12(0) — f122wp|2|/u) + 2wp|2| /u)f 1, (0)
— 4f2,(0) + 4 exp(—ylz|/u/2)«[sin(wpz| /u)f 33 (w2 /)
+ cos(wyz|/u)f o (wpl2] /u)]} (21.3.2)

2
Q= 2%{2foo(260slll/u) —F10(252|/u) — 40(-2)[f,(0)

—exp(—7lz|/2u)[sin(ws|z| /u)f 3 (ws|z| /)]

+ cos(as|z|/u)f » (s|z| /u)]} (2.13.b)

where ©@(z) is the Heaviside function. The auxiliary functions f;,,,(t),
valid for perpendicular trajectory, are defined as:

14 m
Fam(t) = /0 dx(liixz)" exp(—xt), (2.1.4)
with & = uk./w;, where wj is equal to w, for bulk plasmons and to
w;s = wp[+/2 for surface plasmons, and k. is the usual cut-off in the
plasma dielectric response. The previous expressions are valid for
both internal (z<0) and external emission (z>0). Note that, as
expected from the specular reflection model, the terms related to

the bulk plasmon excitations are zero for external emission, or after
the electron escaped to the vacuum in the case of internal
emission.

2.2. Nanostructures surfaces

For nanogeometries, the previous semi classical model is not
applicable. As a working example, let us consider the interaction
of the electron and the hole with the plasmon field [29] of a
nano-cylinder (see scheme in Fig. 2) in the frame of the second
quantization theory. Taking into account these interactions, the
total Hamiltonian for the system is

H=HS +HY + Hi(t) (2.2.1)
where HS' and H{" are the Hamiltonians for the surface and the
bulk, respectively. We note that, since this process occurs inside
the cylinder, both types of plasmons are generated. In the case of
nanostructures, due to the high surface/volume ratio, mainly sur-
face plasmons are generated. On the other side, H,(t) is the inter-
action term, which refers to the interaction of the electron gas of
the medium with the electron and the hole. Here we shall not con-
sider any direct interaction between the hole and the electron. Thus
we write, Hine(t) = —epiO(t — to) + e</>’;®(t — to)®(T), — t), where ¢¢
is the electrostatic potential due to the electron, ¢" is the electro-
static potential due to the hole, @ is the Heaviside function, ty is
the time when the electron-hole pair is created, and T is the time
when the hole vanishes. In the frame of the coherent states formula-
tion [30], the wave function, i.e. the solution of the time-dependent
Schrédinger equation [30], has the form:

|¥(t)) = exp {in;? (k, )y + X5 (k, t)a;,k} . (2.2.2)
m,k

The function X% (k) is given by

T T
XSy = -2 /O Fnlk e ontde + 22 /O "k, e-ontdt
(2.23)
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Fig. 2. Scheme of the process for nano-surfaces An electron-hole pair was created
at time t=0, and the electron escapes from a nanocylinder in a given trajectory,
while the hole remains stationary at a radial distance po from the cylinder axis.
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with

Fnket) = i (K)o (k)€™ and ) (K. £) = o () I (Kpy i)
(2.2.4)

The limit T in the integral (2.2.3) is the time when the electron
reaches the surface. The parameter An(k) is defined as:

Jm(k) = /‘“L";:E"““)‘ and w,, form=0, 1, 2, ..., represent the allowed

ka)

oscillation frequency modes for the charge density of the electron
gas, and is obtained by the appropriate dispersion relation for
cylinders [31]. Finally, T, corresponds to the time elapsed until
the hole decays.

The previous equations are valid for any trajectory of the elec-
tron inside the material.

Finally, the rate of the surface plasmon production due to the
influence of the electron and the hole in the system, in the m mode
is (as a function of momentum k) [32]:

_ L yvogne
Qn(k) = 5= X3 (k)| (225)
where L is the length of the cylinder. Then, the average number of
produced plasmons is:
Q, — / Q.. (k)dk. (2.2.6)
Jo

This leads to a three-term expression for the plasmon produc-
tion, whatever the trajectory of the electron is:

Qm=0QY + Q" + Q" where the electron contribution is denoted
by Q, the hole contribution by Q™ and the electron-hole term
by Qﬁﬁ’” (sometimes called interference term).

3. Results
3.1. Planar surfaces

Let us begin by analyzing whether the previous Eq. (2.1.3) can
be separated in:

v VW des [ e
Q 7)‘1_6013 / ext +(/ int

Q= h_a:s ( / W, dt + / V'medt)

where the different contributions (extrinsic “ext”, intrinsic “int”) for
the energy loss correspond to the commonly accepted definition
[25]. Moreover, since not all the detected electrons come from the
same depth, it is necessary to average (integrate) these distributions
in these different depths (coordinate z). Let us note that,
when Eq. (2.1.3) are employed, this integral cannot be solved in
closed form.

Neglecting begrenzung effects, and using for the integral the
asymptotic values of Q (suggested by Mahan [24]), we obtain for
Q" and @* the so called extrinsic and intrinsic contributions:

(3.1.1.a)

(3.1.1.b)

2
e’wy

Q(2) = 7 52 0(=2) * l2lf11(0) (3.1.1.al)
2
Qh(2) = 5 0(=2) * {£12(0) — 4/ (0)} (3.11a2)
2
Qb = 5 (2fo0(20021/1) — fro200sl2| )} (31.1b1)
eZ
ine = 7, 2{0(=2)f2(0)} (3.1.1.b2)

These expressions coincide with those obtained by other
authors [20], and are frequently used in the analysis of experimen-
tal results [18].

In order to compare both contributions (extrinsic and intrinsic)
and both XPS and AES processes, we consider only internal emis-
sion (z < 0). We apply our results to aluminum (metal) and to sili-
con (semiconductor). In Figs. 3 and 4 we plotted the average
number of bulk and surface plasmons, respectively, as a function
of t,, i.e. the instantaneous time when the electron, is emitted in
XPS processes. We consider the emission of an electron with veloc-
ity u=4 au as a function of the distance z, between the hole and
the surface inside aluminum (w, = 0.56 and y = 0.035 [25]) and sil-
icon (wp=0.62 and y = 0.156 [25]). We separate the terms related
to the so-called extrinsic and intrinsic contributions in order to
obtain the difference in the average number of bulk (i = B) or sur-
face (i = S) plasmons excited in both processes. An important point
to take into account is that these quantities, in order to have a clear
physical sense, must be positive: they are an average number of
excited plasmons.

For surface plasmons we observe that, separating the contribu-
tions to the total average number of plasmons in extrinsic and
intrinsic as independent processes, for the case when the distance
between the place of the creation of the electron-hole and the sur-
face is small, the extrinsic contribution gives an unphysical value
(negative values), which gives an idea about whether there can
be some interference process going on.

The behavior for bulk plasmons follows the same characteristic
than those for surface plasmons, but now the division between
extrinsic and intrinsic seems plausible, due to the fact that the pro-
duction of bulk plasmons goes quickly to zero in the proximity of
the surface, when the interference processes are more important
(in contrast, surface plasmons have a high peak near the surface).

3.2. Nanostructures surfaces

We now use our model to study an aluminum (wp=0.58)
cylindrically-shaped nanorod of typical nanoscale dimensions:
radius a = 20.0 au. (=1 nm), and length L =200 au. (=10 nm). Alu-
minum nanorods are very important in nanomaterials applications
[12] and they are also relatively easy to produce [13].

3.2.1. Parallel trajectory

Since we consider only the process until the moment when the
electron reaches the surface, we assume that the time when the
hole vanishes T, = T is the limit of integration in Eq. (2.2), to get:

u=4au

Al

004 t,= 10 au.

[t-t,| [au]

Fig. 3. Average number of bulk plasmons in aluminum, as a function of t,, the
instantaneous time of the emitted electron, for photoemission process (XPS).
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Fig. 4. Average number of surface plasmons in aluminum, as a function of t,, the
instantaneous time of the emitted electron, for photoemission process (XPS).

X (O = 72 (00 (kp){ (2/ (kv = o)) Psin? (kv — )T/2]
+ (2/(—n))*sin* [~ wnT/2)+sin((kv — wy)T/2)
x sin[—wyT/2]cos[kvT/2](8/((kv — wm)wm))}  (3.2.1)

The time T when the electron reaches the nano surface is
T =(L—zp)/v; the factor A,(k) is defined in Section 2.1, and w,, are
the available oscillation frequency modes for the charge density
of the electron gas, and are obtained by the appropriate dispersion
relation for cylinders.

In Fig. 5 we plotted Q,,,(k) as a function of the momentum k of
the emerging electron. The electron-hole pair is suddenly
generated at a distance po =10 au from the cylinder axis, and the
electron escapes with velocity of 4 au. We see the different contri-
butions of m to the total plasmon excitation. These contributions
increase when the electron-hole creation coordinate approaches
the surface, and has a minimum at the axis of the cylinder. In this

55 . : : :
5
45
4
35
3
25
2
15
1
0.5
0 . . . ‘

Q(n)

r=p,/a

Fig. 5. Contribution of the principal m-modes to the plasmon generation per unit
length, for a cylinder of radius a =20 au as a function of the relative hole-to-axis
distance r = po/a for a given velocity of the electron v =4 au, and trajectory parallel
to the axis of the tube.

latter case, unlike the modes m > 1, the mode m = 0 doesn’t vanish
there. The contribution from the hole behaves in a similar way, but
the values of the curve are approximately one order of magnitude
lower. This means that the electron contribution in this kind of
process is dominating. As it can be seen from the equations and
the figure, the electron contribution is strongly dominating over
the hole contribution, in surface plasmon production. This phe-
nomenon was observed previously [34] and can be attributed to
the fact that once the electron is released, it interacts with the elec-
tron gas inside the cylinder for a long time.

3.2.2. Radial trajectory

The cylinder is the same as in the parallel case but here the
electron-hole pair is created at a radial distance po, then the elec-
tron leaves the hole and follows a radial trajectory z(t) = z = const.,
¢ = const., p(t) =ut + po. Replacing in Eqgs. (2.2.3),(2.2.4),(2.2.5), we
obtain,

X (k)] = 72, { (RelZu(K)))? + (SmiZi(K)))?

I (kpo) sin’ (~nTh/2)(2/ )’ (3-2.2)
—(4/m)In(kpo) Re[Zn (k)]sin(—wmTh/2)cos(@mTh/2)}
With:
Re|Zn (k)] = /T In[k(vt + pg)lcos(wpt)dt and Im(Z, (k)]
0
- /Tlm[k(vt+ po)lsin(@nt)dt (32.3)
JOo

As in the parallel case, the first two terms in Eq. (3.2.2) repre-
sent the pure electron contribution, the third term corresponds
to the pure contribution from the hole, and the fourth is the inter-
ference term.

In Fig. 6 we plot the electron contribution to Q,, as a function of
T = po/a. This behavior is explained, in part, by the fact that (1) the
electron must travel a path across the material before leaving the
cylinder. During its travel inside the material, the time for the elec-
tron to interact with the medium becomes the longer, the deeper
the electron-hole pair creation occurs, and thus the number of
excited plasmons becomes higher; (2) the electron-surface
interaction becomes stronger close to the surface intersected by
the trajectory of the electron. The last term, according to Eq.
(2.2.6), using (3.2.2), is sometimes called interference term and is
negative since its effect reduces the total energy loss, as it was
shown previously by other authors for aluminum nanosystems

0.8

o
»
3333
TR
AWM=

04
02

Q,(r)

-0.2
-04
-0.6

0 0.2 0.4 0.6 0.8 1
r=p,/a
Fig. 6. Contribution of the principal m-modes to the plasmon generation per unit

length, for a cylinder of radius a =20 au as a function of the relative hole-to-axis
distance r = po/a for a given velocity of the electron v =4 au., and radial trajectory.
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[35]. The contribution of the hole increases continuously towards
the surface and reflects the fact that the intrinsic contribution
depends strongly on the surface [36]. As we can see from this fig-
ure, due to its magnitude, the interference term is not negligible,
and the total plasmon production cannot be divided into just two
terms named “intrinsic” and “extrinsic”.

4. Concluding remarks

In summary, for planar surfaces, we have used the dielectric
function formalism and the specular reflection model, together
with the pseudo-extended medium, for studying the excitation of
plasmons during the emission of electrons in the proximity of a
solid surface. We investigated in detail the different contributions
to the processes of photoemission (valid also for Auger electron
emission). We showed that in the presence of surfaces, there are
important differences with respect to the case of infinite mediums
(or when the creation of the electron-hole pair is far from the sur-
face), in the sense that there are important interference processes
among the different contributions when the creation is near the
surface, giving rise to “begrenzung” effects [25].We observed that
the approximate model overestimates the probability of exciting
surface plasmons and fails to give the probability of exciting bulk
plasmon at moderate velocities. In this case we cannot separate
the extrinsic and intrinsic contributions, neither in the so-called
three-step model, nor in terms of independent processes.

Our results for the integrated energy loss and probabilities of
excitations agree with existing results published earlier, if a simple
plasmon-pole dielectric function is assumed, as it is the case for the
materials studied in this work. In fact, both materials could be trea-
ted by using the same approximation, i.e. aluminum, because it is a
typical metal, and silicon, which is a typical semiconductor. For the
case of the excitation of plasmons, the single-pole approximation
can also be used, although with a finite damping [28]. Moreover,
we note that our general formulation of the problem through the
dielectric approach also enables the study of the effects arising
from different response functions (different materials).

About the analysis in nano-scaled systems: in particular, we
studied the plasmon generation by an electron-hole pair in the
case of cylindrical rods of aluminum. As we see, in the case of a par-
allel trajectory (i.e. parallel to the axis of the cylinder), the electron
contribution to plasmon production is predominating, and the pro-
cess can be considered as mainly extrinsic. According to this, nei-
ther the presence of the hole nor the sudden creation of the pair
are dominant process for plasmon production in this configuration.

However, in the radial trajectory case, we note that due to the
fact that the electron-hole term is large compared to the pure hole
term, we can no longer consider the total plasmon production as
the sum of only two terms, describing the contributions from the
intrinsic and extrinsic excitations [36]. We conclude from this, that
the trajectory of an emerging electron is a critical issue in order to
determine if the separation in extrinsic or intrinsic terms is possible,
and a very careful analysis must be done in order to compare plas-
mon spectra. In the case when the electron-hole term is large com-
pared to the pure hole term, we can no longer consider the total
plasmon excitation as the simple sum of the contributions of the
electron and the hole; instead, we have to take into account the
interference process that takes place during the interaction. We
note that, due to this important interference process, the
assumption on the separability between extrinsic and intrinsic

terms must be revised. The application of this formalism to cases
of experimental interest in XPS and AES is currently under way.
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