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Abstract This paper identifies two sources of uncertain-

ties in model projections of temperature and precipitation:

internal and inter-model variability. Eight models of

WCRP-CMIP3 and WCRP-CMIP5 were compared to

identify improvements in the reliability of projections from

new generation models. While no significant differences

are observed between both datasets, some improvements

were found in the new generation models. For example, in

summer CMIP5 inter-model variability of temperature was

lower over northeastern Argentina, Paraguay and northern

Brazil, in the last decades of the 21st century. Reliability of

temperature projections from both sets of models is high,

with signal to noise ratio greater than 1 over most of the

study region. Although no major differences were observed

in both precipitation datasets, CMIP5 inter-model vari-

ability was lower over northern and eastern Brazil in

summer (especially at the end of the 21st century). Reli-

ability of precipitation projections was low in both datasets.

However, the signal to noise ratio in new generation

models was close to 1, and even greater than 1 over eastern

Argentina, Uruguay and southern Brazil in some seasons.

Keywords Uncertainties � Projections � South America �
CMIP3 models � CMIP5 models

Abbreviations

WCRP World Climate Research Program

CMIP Coupled Model Intercomparison Project

SRES Special Report on Emission Scenarios

RCP Representative Concentrations Pathways

SESA Southeastern South America

ITCZ Intertropical Convergence Zone

SACZ South Atlantic Convergence Zone

1 Introduction

Uncertainty is a common feature in global climate model

projections for various regions of the world and particu-

larly evident in some parts of South America. It is very

important that decision makers are informed about the

reliability of future climate projections, so they can ade-

quately design adaptation policies. This paper analyses

uncertainties in future climate projections for South

America for some decades of the 21st century in detail.

Sources of uncertainty need to be identified and differ-

entiated, given that uncertainties vary with the variables,

the projection times and emission scenarios. There are

three main sources of uncertainty: internal variability (the

result of natural variations occurring in absence of external

forcing), inter-model variability (under the same forcing,

each model simulates different climate changes) and the

variability between emission scenarios (each scenario
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represents a different amount of future greenhouse gas

emissions).

Recently, Hawkins and Sutton (2009) (hereafter HS09)

and Hawkins and Sutton (2011) (hereafter HS11) showed

that, globally, internal variability is the greatest source of

uncertainty in near future temperature and precipitation

projections. On the other hand, projections for the end of

the century are dominated by inter-model variability. This

can be clearly seen in precipitation projections. In addition,

Giorgi and Francisco (2000) found that the greatest

uncertainty in regional climate projections is associated

with the spread among models. Other studies quantified

different types of uncertainty for different regions using

different methods (Giorgi and Bi 2009; Knutti et al. 2008;

Cox and Stephenson 2007; Murphy et al. 2004; Giorgi and

Mearns 2002; among others).

There are numerous studies on climate change projec-

tions for South America from global models (Labraga and

Lopez 1997; Carril et al. 1997; Bidegain and Camilloni

2006; Vera et al. 2006; Kitoh et al. 2011; Blázquez et al.

2012, among others) and regional models (Garreaud and

Falvey 2008; Soares and Marengo 2008; Nuñez et al. 2009;

Marengo et al. 2009a, b; Urrutia and Vuille 2009; Cabré

et al. 2010; Marengo et al. 2011, among others). However,

uncertainties associated with those projections have not

been studied in depth. Vera et al. (2009) is one of the few

studies addressing this issue. They found that temperature

(precipitation) changes projected by the WCRP-CMIP3

models are significantly greater (less) than inter-model

variability. This paper attempts to quantify the uncertain-

ties associated with future climate projections (caused by

both internal and inter-model variability) over South

America, to identify where temperature and precipitation

projections are more reliable. These results will provide

decision makers with more reliable information for climate

change adaptation measures and will identify the greatest

sources of uncertainty in projections to try to reduce them.

2 Data

Uncertainties were examined in future climate projections

from models of the World Climate Research Programme’s

(WCRPs) Coupled Model Intercomparison Project phase 3

(CMIP3) and phase 5 (CMIP5) (Tables 1, 2). The main

differences between these packages of models are sum-

marized in ‘‘Appendix’’. The simulations used in the case

of CMIP3 models are 20c3m for present and SRES A1B

(Special Report on Emission Scenarios, Nakicenovic et al.

2000) for the future. More details on these simulations are

available in Meehl et al. (2007). In the case of CMIP5

models, historical experiments were used for the present

and RCP45 (Representative Concentrations Pathways,

Moss et al. 2008, 2010) for the future (further details in

Taylor et al. 2012). The 8 models from CMIP5 dataset that

were available at the moment of starting this analysis

(CMIP5 experiments were made available in July 2011) are

presented here.

The new generation models were obtained using new

emissions scenarios called RCPs. These scenarios were

constructed since the previous (SRES) were created about

10 years ago. The new scenarios have information about

new socioeconomic data, emerging technologies and

observations of environmental factors such as land use and

land cover change (Moss et al. 2010). In particular the new

scenario chosen in this paper is the RCP45, which is a

stabilization scenario, i.e. achieves a level of radiative

forcing of 4.5 W/m2 in 2100 (which is equivalent to a CO2

concentration of 550 ppm). It is worth mentioning that the

concentrations of this new scenario are slightly lower than

in the SRESA1B (720 ppm by the year 2100). Last but not

least, it is worth clarifying that for this study it would be

better to compare the same scenarios to attribute differ-

ences only to models. But as it was said previously CMIP5

models were run using the new generation of emission

scenarios (RCP). Anyway, this comparison is worthwhile

because it is widely known that the precipitation is the

variable with larger uncertainty in future projections and it

has been proved in HS09 and HS11 that precipitation is not

(or it is less) sensitive to the emission scenario than

temperature.

3 Methodology

Simulations were interpolated to a common grid of

2.5� 9 2.5� prior to analysis to make projections from

models with different horizontal resolutions comparable

(Tables 1 and 2). Only one simulation from each of CMIP3

and CMIP5 model and one emission scenario (A1B for

CMIP3 and RCP45 for CMIP5) were used in this study.

Sources of uncertainty were divided into internal variabil-

ity and inter-model variability following the methodology

described in HS09. The present analysis has not considered

the variability between emission scenarios, because of the

lack of data from CMIP5 experiments and because the

most relevant sources of uncertainty in precipitation pro-

jections (the variable with the greatest uncertainty) are

internal and inter-model variability (HS11). The method-

ology used to break up the sources of uncertainty into

individual components is described in ‘‘Appendix’’ of

HS09, and summarized below.

Uncertainty caused by internal and inter-model vari-

ability was calculated by adjusting raw data to a fourth

order polynomial,
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123

Author's personal copy



Xm;t ¼ xm;t þ rm;t ð1Þ

where Xm,t, raw data; xm,t data adjusted by the fourth order

polynomial; rm,t the residual (difference between raw and

adjusted data). Subscripts m and t denote models and sea-

sons, respectively.

The two sources of variability were defined using the

new variables. An example of raw and adjusted data for

Table 1 WCRP-CMIP3 models used in the study

Model name Institution (country) Resolution

(�lat 9 �lon)

Reference

CGCM3.1(T63) Canadian Center for Climate Modeling

and Analysis (Canada)

Atm: T63 (*1.9� 9 1.9�)

Oce: 0.9� 9 1.4�
Flato (2005)

CSIRO-MK3.0 CSIRO Atmospheric Research (Australia) Atm: T63 (*1.9� 9 1.9�)

Oce: 0.8� 9 1.9�
Gordon et al. (2002)

INM-CM3.0 Institute for Numerical Mathematics (Russia) Atm: 5� 9 4�
Oce: 2� 9 2.5�

Volodin and Diansky (2004)

IPSL-CM4 Institut Pierre Simon Laplace (France) Atm : 2.5� 9 3.75�
Oce : 2� 9 2�

Marti et al. (2005)

MIROC3.2 (hires) Cent. for Clim. Sys. Res, Univ of Tokyo, Nat. Inst.

for Envir. Studies & Frontier Res. Cent. For

Global Change (Japan)

Atm: T101(*1.1� 9 1.1�)

Oce: 0.2� 9 0.3�
Hasumi et al. (2004)

MIROC3.2 (medres) Cent. for Clim. Sys. Res, Univ of Tokyo, Nat. Inst.

for Envir. Studies & Frontier Res. Cent. For

Global Change (Japan)

Atm: T42 (*2.8� 9 2.8�)

Oce: 0.5�–1.4� 9 1.4�
Hasumi et al. (2004)

MRI-CGCM2.3.2 Meteorological Research Institute (Japan) Atm: T42 (*2.8� 9 2.8�)

Oce: 0.5–2� 9 2.5�
Yukimoto and Noda (2002)

UKMO HadGEM1 Hadley Centre for Climate Prediction and Research/

Met Office (United Kingdom)

Atm: *1.3� 9 1.9�
Oce: 0.3�–1� 9 1�

Johns et al. (2006)

Table 2 WCRP-CMIP5 models used in the study

Model name Institution (country) Resolution

(�lat 9 �lon)

Reference

CanESM2 Canadian Centre for Climate Modelling and

Analysis (Canada)

Atm: T63 (*1.9� 9 1.9�)

Oce: 0.9� 9 1.4�
Chylek et al. (2011)

CSIRO-Mk3.6 Commonwealth Scientific and Industrial Research

Organisation and the Queensland Climate Change

Centre of Excellence (Australia)

Atm: T63 (*1.9� 9 1.9�)

Oce: 0.9� 9 1.9�
Rotstayn et al. (2010)

INM-CM4 Institute for Numerical Mathematics (Russia) Atm: 1.5� 9 2�
Oce: 0.5� 9 1�

Volodin et al. (2010)

IPSL-CM5A-LR Institut Pierre-Simon Laplace (France) Atm: 1.9� 9 3.75�
Oce: 1.2� 9 2�

http://icmc.ipsl.fr/images/

internal/ipsl-esm-

20100228-1.pdf

MIROC5 Atmosphere and Ocean Research Institute

(The University of Tokyo), National Institute

for Environmental Studies, and Japan Agency

for Marine-Earth Science and Technology (Japan)

Atm: T85 (*1.4� 9 1.4�)

Oce: 1� 9 1�
Watanabe et al. (2010)

MIROC-ESM Atmosphere and Ocean Research Institute

(The University of Tokyo), National Institute for

Environmental Studies, and Japan Agency for

Marine-Earth Science and Technology (Japan)

Atm: T42 (*2.8� 9 2.8�)

Oce: 1� 9 1.4�
Watanabe et al. (2011)

MRI-CGCM3 Meteorological Research Institute (Japan) Atm: T159 (*1.125� 9 1.125�)

Oce: 0.5� 9 1�
Yukimoto et al. (2011)

HadGEM2-ES Met Office Hadley Centre (United Kingdom) Atm: N96 (*1.25� 9 1.875�)

Oce: 1�–0.3� 9 1�
Martin et al. (2011)

Collins et al. (2009)
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both temperature and precipitation is shown in Fig. 1.

Internal variability (Vi) was defined as follows:

1. The average of residuals of each model and decade in

the periods 2001–2100 for CMIP3 models and

2011–2100 for CMIP5 models.

2. The variance between decades was calculated for each

model

3. Variances obtained for each model were averaged.

The result of this procedure is a Vi that remains constant

throughout the 21st century. Although the distribution of

internal variability may vary in the future (Solomon et al.

2007), it is assumed to remain constant throughout the

current century (i.e., it is not affected by the increase in

greenhouse gases). For more information of this assump-

tion, see HS09.

Inter-model variability (Vm) was calculated from the

adjusted data as follows:

VmðtÞ ¼
P

m AmðtÞ �MmðtÞð Þ2

N
ð2Þ

where A(t) is the anomaly of temperature or precipitation

(adjusted data) relative to the average 1971–2000, for each

model and each decade of the century. Anomalies were

calculated for each model in order to avoid uncertainties

caused by the climatologies generated by the different

models. M(t) is the average of model anomalies for each

decade, and N is the number of models used. Unlike Vi, Vm

varies with time.

All models were assigned the same weight, given that no

major differences are observed after assigning different

weights to models in previous works (HS09; Vera et al.

2009).

Both sources of uncertainty are assumed to be inde-

pendent, so the total variability can be defined as:

VTðtÞ ¼ Vi þ VmðtÞ ð3Þ

The weight of internal variability relative to the total

variability throughout the century is defined as:

RWðtÞ ¼ Vi

Vi þ VmðtÞ
� 100 ð4Þ

The reliability of projections was calculated as a signal

to noise ratio:

SNðtÞ ¼ DxðtÞ
rTðtÞ

ð5Þ

where Dx(t) is the signal defined as the difference between

decade (t) of 21st century and the average 1971–2000.

rT(t) is the total standard deviation for decade (t) calculated

from VT. The reliability of changes was assessed with a

Student test, after testing variances using a Fisher test (both

at 95 % confidence level for temperature and precipitation).

Finally, the CMIP3 and CMIP5 multi-model datasets

were compared as follows:

Ratio ¼ VarðCMIP3Þ
VarðCMIP5Þ ð6Þ

where Var is the internal or inter-model variability.

4 Results

This section compares the uncertainties in future temper-

ature and precipitation projections from 8 CMIP3 and

CMIP5 models (Tables 1, 2).

Fig. 1 Row data (blue line) and adjusted data (red line). a Temperature (K), b precipitation (mm/day). Example for a CMIP3 model, for one grid

point, for the summer

1042 J. Blázquez, M. N. Nuñez
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It is widely known, especially in short-range forecast,

that the larger the ensemble spread, the better the ensem-

ble, i.e. when the spread of the ensemble is large is better

because it has more possibility to contain the ‘‘truth’’. That

is why in numerical weather prediction exist numerous

techniques to try to find the most unstable perturbation to

initialize the model. This is done to assure that the

ensemble contains the ‘‘truth’’. On the other hand, the

larger the ensemble spread, the bigger the uncertainty. So it

is like a cost-benefit issue, so in this study the risk was

taken and it is accepted the ensemble with less uncertainty

as a better.

In this paper, seasons were defined as follow: austral

summer: December–January–February, austral autumn:

March–April–May, austral winter: June–July–August and

austral spring: September–October–November.

4.1 Temperature

Projected decadal temperature changes (relative to the

period 1971–2000) are shown in Fig. 2 (for summer and

winter) and Fig. 3 (for autumn and spring), for the 3rd

(2021–2030), 5th (2041–2050), 7th (2061–2070) and 9th

(2081–2090) decades of the 21st century). Statistically

significant positive changes are observed in all seasons

(95 % confidence level) throughout the domain considered,

with the highest values of change located over the conti-

nent (especially over northern Argentina and central Bra-

zil). There is a peculiarity between both datasets that

repeats in all seasons and is particularly visible in the last

decades of the century: changes are greater in the CMIP3

than in the CMIP5 dataset, which could be expected, given

that greenhouse gas concentrations are higher in the

emission scenario used in CMIP3 models (SRESA1B).

The biggest differences appear in the last decades of the

current century probably because the maximum difference

between both emission scenarios occurs at the end of the

century. For example, the CO2 concentration are almost the

same until mid-century in both emission scenarios, after

that, they begin to diverge reaching by the year 2100

720 ppm in the case of SRESA1B and 550 ppm in RCP45.

Internal variability (which was assumed to be constant

over the 21st century) is shown in Fig. 4 where in all the

seasons, and in both model packages two variability peaks

appear: one over the northeast of Brazil and the other over

northeastern Argentina and Paraguay. However, CMIP5

models locate the tropical latitude maximum further to the

east. Internal variability peaks range from 0.1 to 0.14 �C

and values are similar over South America, although some

differences appear in some seasons. For example, in winter,

the maximum located over northeastern Argentina and

Paraguay is more intense in CMIP3 than in CMIP5 models;

in spring CMIP3 models locate the main maximum in the

northwest of Brazil, while CMIP5 models place it over

northeastern Argentina and Paraguay.

Inter-model variability was also examined in both sets of

models (Fig. 5 shows inter-model variability only for

summer and winter, and for the 3rd, 5th, 7th and 9th decades

of 21st century). In all seasons inter-model variability grows

with time. The highest values are observed over tropical and

sub-tropical latitudes (above 1.8 �C at the end of the cen-

tury). In particular, some differences between both model

packages appear in summer. There are two main peaks: one

over northeastern Argentina and Paraguay and the other

over the north of Brazil (regions coincide approximately

with the maximum of internal variability), although these

peaks are smaller in the last decades of the century in

CMIP5 models. In autumn (not shown), new generation

models generally perform worse than CMIP3 models, with

greater inter-model variability in all the decades of the

current century (except in the 9th decade, where the vari-

ability peak in CMIP3 models covers a greater area). During

winter months, the location (northwest and central Brazil)

and values of variability maxima are similar in both model

packages. In the three first decades the area covered by the

variability maximum is greater in CMIP5 models. In this

season there is also another main maximum in the south of

the domain (on the Atlantic and Pacific Oceans). In spring

(not shown), inter-model variability in CMIP5 models is

greater over northeastern Brazil in the middle of the 21st

century, whereas at the end of the century variability peaks

in the mentioned region are similar in both model packages.

It is worth noting that the peaks of inter-model variability

coincide approximately with the location of the greatest

projected changes (Figs. 2, 3) in all seasons.

Figures 6 shows the relative weights (RWs) of internal

variability (Eq. 4) for summer, and winter, and for the

decades analysed. In all seasons, the weight of internal

variability decreases with time, which would indicate that

internal variability is important in the early decades and

inter-model variability in the last decades of the century.

The reliability of temperature projections from CMIP3

and CMIP5 models was also compared. Figure 7 shows the

signal to noise ratio (SN) for summer and winter months

and for all the decades analysed. As expected, SN values

were greater than 1 over most of the study domain, which

indicates that temperature projections are highly reliable

throughout the century. Figure also shows that SN values

are higher in CMIP3 models in some regions and decades

of the 21st century, which might be explained by the fact

that CMIP3 models project greater temperature changes

(Fig. 2).

The level of uncertainty in both datasets was compared

using Eq. 6. Values above (below) 1 indicate that inter-

model or internal variability in CMIP3 is larger (smaller)

than in CMIP5 models. Pink (blue) indicates areas where
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CMIP5 (CMIP3) models perform better or have less

uncertainty than CMIP3 (CMIP5) models. Figure 8 shows

the ratio for internal variability for all the seasons. In

general internal variability is less over the oceans in

CMIP5 models (especially at high and tropical latitudes).

On the continent, CMIP5 models performed best over

Fig. 2 Decadal mean

temperature changes (relative to

the average 1971–2000) (�C) for

summer and winter for the

CMIP3 and CMIP5 models.

95 % confidence level (shaded).

The rows (from top to bottom)

indicate decades 3, 5, 7 and 9

Fig. 3 Decadal mean

temperature changes (relative to

the average 1971–2000) (�C) for

autumn and spring for the

CMIP3 and CMIP5 models.

95 % confidence level (shaded).

The rows (from top to bottom)

indicate decades 3, 5, 7 and 9
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eastern-central Argentina especially in summer and

autumn, over high latitudes and the subtropics in winter

and over the northwest of Brazil in spring.

Figure 9 shows the ratio (Eq. 6) for inter-model vari-

ability for all the seasons and for decades 3rd, 5th, 7th and

9th of 21st century. In general, inter-model variability is

smaller in CMIP5 models than in CMIP3 in all seasons,

which is particularly noticeable in the last decades of the

current century. It is worth mentioning that this improve-

ment is generally observed in areas where inter-model

variability is not high. In the last decades, lower inter-

model variability in CMIP3 models occurs in the northwest

of South America in fall, winter and spring.

4.2 Precipitation

Decadal changes in precipitation (relative to the period

1971–2000) projected by CMIP3 and CMIP5 models were

analysed before studying the uncertainties. Figure 10

exhibits such changes for summer and winter and Fig. 11

for autumn and spring, in the decades analysed. Changes

are statistically significant in few areas (95 % confidence

level). In general, models project negative changes over the

central Pacific, southern-central Chile and positive changes

over SESA and the southern oceans, particularly in the last

decades of the century in all the seasons. However, there

are some differences between the two sets of data. For

example, although both models exhibit a negative change

on the Pacific Ocean and central and southern Chile in

autumn, only CMIP5 models show statistically significant

positive changes over SESA. The opposite happens over

the Amazon region in winter where only CMIP3 models

show statistically significant the negative change in the last

decades. Contrary to temperature, no marked differences

exist in the intensity of precipitation changes in both sets of

data, even when the emission scenarios used are different.

Figure 12 shows the internal variability—which had

been assumed to be constant in time—for all the seasons,

for both model packages. Variability peaks in CMIP3 and

CMIP5 models are located over the same regions: tropical

latitudes (associated to the seasonal shift of the ITCZ),

southern-central Chile and SACZ (South Atlantic Con-

vergence Zone). In general, internal variability is similar in

both model packages, although CMIP5 models exhibit

higher values (maximum over southern and central Chile in

all the seasons and maximum over SESA in spring). The

greatest internal variability is found in tropical zones

(above 0.27 mm/day).

Figure 13 shows inter-model variability for summer and

winter. Inter-model variability increases with time in all

seasons (peaks above 1.8 mm/day in some regions and

seasons). In particular, inter-model variability is smaller in

CMIP5 models, in summer over the north and east of Brazil

(area of maximum precipitation associated with the South

American monsoon), especially in the last decades of the

century. In addition, a decrease in variability is observed

over the western tropical Atlantic. In autumn (not shown)

variability in CMIP5 models is higher over the eastern

tropical Pacific. Both packages behave similarly for winter

projections, with maximum variability over the tropics.

However, in the last decades of the century, CMIP5 model

variability is greater over SESA (the area where winter

climatological precipitation peaks). In spring (not shown),

inter-model variability is higher over SESA in CMIP5

models (this region coincides with one of the secondary

maxima of observed precipitation).

The relative weight (RW) of internal variability was

compared in both sets of models. Figure 14 shows the RW,

calculated according to Eq. 4, for summer and winter, for

decades 3rd, 5th, 7th and 9th of 21st century. In both

datasets internal variability decreases with time in all

seasons, which is mainly noticeable in tropical and sub-

tropical regions.

The reliability of the projections was also explored in

both model sets. Figure 15 shows the signal to noise ratio

(SN) for summer and winter, and for the 3rd, 5th, 7th and

Fig. 4 Internal variability of decadal mean temperature (�C) for the

CMIP3 and CMIP5 models (21st century)
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9th decades of the current century. In both sets of models

values are greater than 1 in all the seasons over the Atlantic

and Pacific Oceans, especially at high latitudes and in the

last decades of the century. This is because most models

project positive changes over those regions (Fig. 10). SN

summer and autumn (not shown) values are close to 1 over

eastern Argentina, Uruguay and southern Brazil in all the

decades included in CMIP5 models. In autumn (not

shown), values are above 1 in those regions. CMIP3

models show positive values over southern Argentina and

Fig. 5 Inter-model variability

of decadal mean temperature

(�C) for the CMIP3 and CMIP5

models (21st century). The rows

(from top to bottom) indicate

decades 3, 5, 7 and 9

Fig. 6 Relative weights (RWs)

of internal variability for

decadal mean temperature (�C)

for the CMIP3 and CMIP5

models (21st century). The rows

(from top to bottom) indicate

decades 3, 5, 7 and 9
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Chile for winter of most of the decades of the current

century. In spring (not shown), both model packages

behave similarly, with SN above 1 at high latitudes, and

close to 1 over SESA.

Differences in uncertainties of CMIP3 and CMIP5

models were explored (Eq. 6). It is worth remembering that

values above (below) 1 indicate that variability in CMIP3

models is greater (smaller) than in CMIP5. Figure 16

shows the internal variability ratio for all the seasons.

During summer, the maximum internal variability over the

continent is located in central and eastern Brazil (see

Fig. 12), with no differences between both model pack-

ages. Over the tropical Atlantic (southern Ecuador) and

northwest of the continent, CMIP5 models perform better

than CMIP3. This means that in these regions, internal

variability in the new generation models (CMIP5) is

smaller. However, the older models perform better over

northern Argentina and the western tropical Pacific. In

autumn, the maximum variability is located over the tro-

pics (see Fig. 12). There are few areas over the continent

where one model set performs better than the other. For

example, over northeastern Brazil and northwest of South

America values are greater than 1, indicating internal

variability is smaller in CMIP5 models. Over the oceans,

CMIP3 models variability is smaller over the tropical

Pacific. In winter, the maximum internal variability occurs

over the tropical oceans and southern and central Chile (see

Fig. 12). In this season, Fig. 16 shows that the variability

peak is located farther to the north in the tropics in CMIP5

models. Internal variability in CMIP3 models is smaller

over southern-central Chile. In spring, the maximum is

located over tropical latitudes and SESA (see Fig. 12).

While CMIP5 models perform better over the tropical

Atlantic Ocean, the opposite occurs over SESA and the

tropical Pacific (greater internal variability in new gener-

ation models).

Fig. 7 Signal to noise ratio

(SN) for decadal mean

temperature (�C) for the CMIP3

and CMIP5 models. 95 %

confidence level (shaded). The

rows (from top to bottom)

indicate decades 3, 5, 7 and 9

Fig. 8 Ratio for internal variability (CMIP3 variability/CMIP5

variability) for decadal mean temperature (�C) (21st century)
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Fig. 9 Ratio for inter-model

variability (CMIP3 variability/

CMIP5 variability) for decadal

mean temperature (�C) (21st

century). The rows (from top to

bottom) indicate decades 3, 5, 7

and 9

Fig. 10 Decadal mean

precipitation changes (relative

to the average 1971–2000)

(mm/day) for summer and

winter for the CMIP3 and

CMIP5 models. 95 %

confidence level (shaded). The

rows (from top to bottom)

indicate decades 3, 5, 7 and 9
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Figure 17 shows the ratio (Eq. 6) for inter-model vari-

ability for all the seasons and decades 3rd, 5th, 7th and 9th

of the 21st century. In summer, CMIP5 models have a well

perform at tropical latitudes (regions of maximum inter-

model variability, Fig. 13), although the opposite occurs in

central Brazil. This feature becomes more pronounced with

time. In autumn, the biggest improvements in new gener-

ation model simulations are observed over northern and

eastern Brazil and central and southern Argentina; although

inter-model variability is smaller in the latter. This is par-

ticularly evident in the last decades of century. In winter,

some improvements in the new generation of models are

observed over the northern of the continent at the end of the

century. Over SESA, variability in CMIP3 is less than in

CMIP5 models. Finally, in spring, new generation models

perform better on the northwest of the continent (area of

maximum variability, Fig. 13), and the opposite is

observed over SESA in most of the decades analysed.

5 Conclusions

Sources of uncertainty in climate projections from WCRP-

CMIP3 and WCRP-CMIP5 models were examined. Both

sets were compared to identify improvements in the new

Fig. 11 Decadal mean

precipitation changes (relative

to the average 1971–2000)

(mm/day) for autumn and spring

for the CMIP3 and CMIP5

models. 95 % confidence level

(shaded). The rows (from top to

bottom) indicate decades 3, 5, 7

and 9

Fig. 12 Internal variability of decadal mean precipitation (mm/day)

for the CMIP3 and CMIP5 models (21st century)
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generation models. In particular, the sources of uncertain-

ties due to internal and inter-model variability were ana-

lysed for both precipitation and temperature.

Both sets of models located the maximum internal

variability in the same regions (over northeastern Brazil

and over northeastern Argentina and Paraguay), although

Fig. 13 Inter-model variability

of decadal mean precipitation

(mm/day) for the CMIP3 and

CMIP5 models (21st century).

The rows (from top to bottom)

indicate decades 3, 5, 7 and 9

Fig. 14 Relative weights

(RWs) of internal variability for

decadal mean precipitation

(mm/day) for the CMIP3 and

CMIP5 models (21st century).

The rows (from top to bottom)

indicate decades 3, 5, 7 and 9
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the tropical peak in the new generation models is shifted to

the east. In general, no significant changes were observed

in both datasets. Inter-model temperature variability in

both datasets increases with time. Even though both data-

sets place the maxima in the same regions (tropics and

subtropics), which also coincide with the maximum pro-

jected changes, some differences were observed. For

example, in summer, inter-model variability in CMIP5

models is smaller over northeastern Argentina, Paraguay

and northern Brazil (areas of maximum variability) in the

last decades of the century. In the other seasons, perfor-

mance of CMIP5 models is worse than that of CMIP3, with

greater variability in most of the decades analysed. In all

seasons and in both datasets, internal variability was more

important in the early decades, whereas inter-model vari-

ability became important in the last decades of the 21st

century.

The signal to noise ratio was analysed in both sets of

data to detect improvements in the reliability of tempera-

ture projections in the new generation models. Values were

above 1 in most of the domain under study for both sets of

models, which indicates temperature projections are highly

reliable (this is because all models project positive changes

over most of the study region). CMIP3 models have higher

SN values in some areas, probably because the changes

projected by CMIP3 models are greater than those pro-

jected by CMIP5 which is consistent with the higher

greenhouse gas emission scenario (A1B).

The ratio of (internal or inter-model) variability was

used to compare CMIP3 and CMIP5 datasets. Performance

of temperature internal variability was the best in new

generation models over the southern and tropical oceans in

all the seasons; on eastern-central Argentina in summer and

autumn; at high and subtropical latitudes of the continent in

winter; in the northwest of Brazil in spring. Regarding

Fig. 15 Signal to noise ratio

(SN) for decadal mean

precipitation (mm/day) for the

CMIP3 and CMIP5 models.

95 % confidence level (shaded).

The rows (from top to bottom)

indicate decades 3, 5, 7 and 9

Fig. 16 Ratio for internal variability (CMIP3 variability/CMIP5

variability) for decadal mean precipitation (mm/day) (21st century)
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inter-model temperature variability, improvements in the

new generation models were observed especially in the last

decades of the century, but areas were detected where

inter-model variability was not so high.

Projected precipitation changes in both datasets were

similar, despite the different emission scenarios. Both

model packages showed the highest internal variability

over the same regions (tropical latitudes, southern and

central Chile and the SACZ area). No significant

improvements were observed in CMIP5 models relative to

CMIP3, but, internal variability was greater in some cases:

e.g., in southern and central Chile in all seasons and SESA

in spring. Both datasets show an increase in inter-model

variability with time. It was found an improvement in the

new generation of models during the summer with

decreased variability in northern and eastern Brazil, espe-

cially in the last decades of the 21st century, which is

important because this area coincides with the maximum

observed precipitation. In the remaining seasons, no sig-

nificant differences were observed between both model

packages. Internal variability decreased with time regard-

ing total variability in both sets of data. The signal to noise

ratio for precipitation was smaller than 1 in most of the

study domain in both sets of models. However, some

improvements were detected in CMIP5 models. For

example, in summer and autumn, SN values were close to 1

over eastern Argentina, Uruguay and southern Brazil in the

new generation models, and some positive values were

observed in autumn.

Both model packages were compared using the ratio of

precipitation (internal or inter-model) variability. Some

improvements were found in internal variability in the new

generation models: in summer over the tropical Atlantic

and northwest of the continent; in autumn in northeastern

Brazil and northwest of the continent; in spring over the

tropical Atlantic. Improvements were also observed in

inter-model variability in the new generation models over

tropical regions in summer, in the north and east of Brazil

in autumn, in the north of the continent in winter and in

northwestern South America in spring.

According to this methodology, no significant improve-

ments in uncertainty of projections of CMIP5 were

observed. Both the internal and inter-model precipitation

and temperature variability decreased in some regions, but

increased in others. However, this result may depend on the

models selected for this analysis (a greater number of

models could show major improvements) or the methodol-

ogy used in this study.

The no significant improvements mainly in the inter-

model variability of CMIP5 models regards to CMIP3

Fig. 17 Ratio for inter-model

variability (CMIP3 variability/

CMIP5 variability) for decadal

mean precipitation (mm/day)

(21st century). The rows (from

top to bottom) indicate decades

3, 5, 7 and 9
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could be attribute to the fact that new generation models

include new feedbacks (like carbon cycle) or new param-

eterizations (especially those refers to cumulus and radia-

tion schemes were improved or changed in some CMIP5

models). May be these changes would lead to new sources of

uncertainties. Nevertheless, different conclusions could be

reached using other methodology to quantify uncertainties.

It is interesting to note that internal variability is the

lower limit of uncertainty, and difficult to reduce. How-

ever, the source of uncertainty that might be reduced in the

future is inter-model variability, as long as a better repre-

sentation is achieved of all the physical and chemical

processes in the climate system. If inter-model variability

could be reduced, only internal variability and the vari-

ability between emission scenarios—which does not play a

major role in precipitation projections—would have

significant effects (HS11).
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Appendix

The new generation models (WCRP-CMIP5) present some

differences regarding the previous generation (WCRP-

CMIP3). Some of them are listed below:

• CanESM2 model (Chylek et al. 2011): presents a new

algorithm of radiation (k-correlated distribution, Li and

Barker 2005): an improvement in the aerosol optical

property parameterization, direct and indirect radiative

effects in aerosols using a prognostic bulk aerosol

scheme, a new shallow convection scheme (von Salzen

and McFarlane 2002).

• CSIRO-Mk3.6 model (Rotstayn et al. 2010): this

version includes an interactive aerosol scheme (sulfate,

dust, sea salt and carbonaceous aerosol); an updated in

the radiation scheme; a modification in the boundaru-

layer treatment (non-local scheme); some minor

changes are introduced in convection and clouds

schemes (including direct and indirect effects of

aerosols and aerosols from volcanic eruptions).

• INM-CM4 model (Volodin et al. 2010): the time step

has reduced from 12 to 5 min; the horizontal resolution

is increased; some physical parameterizations have

slightly changed: radiation, shallow and deep convec-

tions, orographic and nonorographic gravity waves

resistances and processes related to vegetation and soil.

IPSL-CM5A-LR (

http://icmc.ipsl.fr/images/internal/ipsl-esm-20100228-

1.pdf): improved horizontal resolution, inclusion of the

carbon cycle; connection between tropospheric chem-

istry and layer.

• MIROC5 model (Watanabe et al. 2010): the vertical

coordinate r was changed to the hybrid r-p (Arakawa

and Konor 1996); the radiative scheme was updated

(improvements in the line absorption and continuum

absorption with an increase in the number of absorption

bands from 18 to 29); the cumulus parameterization

was changed (Chikira and Sugiyama 2009): it is an

entraining-plume model, where the lateral entrainment

rate varies vertically depending on the surrounding

environment; in order to better represent cloud and

cloud-radiative feedback, it was developed a prognostic

LSC scheme (Watanabe et al. 2009) and a bulk

microphysical scheme was implemented (Wilson and

Ballard 1999); a aerosol module (SPRINTARS,

Takemura et al. 2005, 2009) was coupled with the

radiation and cloud microphysics schemes to calculate

the direct and indirect effects of the aerosols.

• MIROC5-ESM model (Watanabe et al. 2011): based on

the global climate model MIROC includes an atmo-

spheric chemistry component (CHASER), a nutrient-

phytoplankton-zooplankton-detritus (NPZD) type 10

ocean ecosystem component, and a terrestrial ecosys-

tem component dealing with dynamic vegetation

(SEIB-DGVM). This model has the fully resolved

stratosphere and mesosphere (Watanabe et al. 2008).

The hybrid terrain-following (sigma) pressure vertical

coordinate system is used, and there are 80 vertical

layers between the surface and about 0.003 hPa. In

order to obtain the spontaneously generated equatorial

quasi-biennial oscillation (QBO), a fine vertical reso-

lution of about 680 m is used in the lower stratosphere.

Some parameterizations were modified, especially

those who are crucial for the representation of the

large-scale dynamical and thermal structures in the

stratosphere and mesosphere.

• MRI-CGCM3 model (Yukimoto et al. 2011): some

settings were changed. For example, in the cumulus

scheme (Arakawa and Schubert 1974) a prognostic mass

flux method is used to express the condition of away

from quasi-equilibrium (Randall and Pan 1993; Pan and

Randall 1993, 1998). The cumulus downdraft is also

considered (Cheng and Arakawa 1997). A mid-level
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convection scheme is included to express the mid-

latitude convection accompanying the front and synop-

tic-scale disturbances. In the radiative scheme, the short

and long wave radiation are treated separately. The long-

wave (short-wave) region of the spectrum is divided into

9 (22) bands. The radiative flux is calculated in each

band. In the cloud scheme, the model can recognize the

spatial and temporal distribution of aerosols due to

coupling between the aerosol model and the chemistry. It

was implemented a new soil model (HAL; Hosaka

2011).

• HadGEM2-ES model (Martin et al. 2011, Collins et al.

2009): it was implemented an adaptive detrainment

parameterization in the convection scheme, which

improves the simulation of tropical convection and

leads to a much reduced (and more realistic) wind stress

over the tropical Pacific, and a package of changes

including an alteration to the treatment of excess water

from super-saturated soil surfaces and improved repre-

sentation of the lifetime of convective cloud. Several

changes and additions to the representation of aerosol

have been carried out. Improvements include changes

to existing aerosol species, such as sulphate and

biomass-burning aerosols, and representation of addi-

tional species, such as mineral dust, fossil-fuel organic

carbon, and secondary organic aerosol from biogenic

terpene emissions. New Earth System components

include the terrestrial and oceanic ecosystems and

tropospheric chemistry. The ecosystem components are

introduced principally to allow simulation of the carbon

cycle and its interactions with climate.
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