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Application of a roughness-length representation to parameterize
energy loss in 3-D numerical simulations of large rivers
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[11 Recent technological advances in remote sensing have enabled investigation of the
morphodynamics and hydrodynamics of large rivers. However, measuring topography
and flow in these very large rivers is time consuming and thus often constrains the spatial
resolution and reach-length scales that can be monitored. Similar constraints exist for
computational fluid dynamics (CFD) studies of large rivers, requiring maximization

of mesh- or grid-cell dimensions and implying a reduction in the representation of
bedform-roughness elements that are of the order of a model grid cell or less, even if

they are represented in available topographic data. These “subgrid” elements must be
parameterized, and this paper applies and considers the impact of roughness-length
treatments that include the effect of bed roughness due to “‘unmeasured” topography.

CFD predictions were found to be sensitive to the roughness-length specification. Model
optimization was based on acoustic Doppler current profiler measurements and estimates of
the water surface slope for a variety of roughness lengths. This proved difficult as the
metrics used to assess optimal model performance diverged due to the effects of large
bedforms that are not well parameterized in roughness-length treatments. However, the
general spatial flow patterns are effectively predicted by the model. Changes in roughness
length were shown to have a major impact upon flow routing at the channel scale. The
results also indicate an absence of secondary flow circulation cells in the reached studied,
and suggest simpler two-dimensional models may have great utility in the investigation of

flow within large rivers.
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1. Introduction

[2] The world’s largest rivers remain significantly under-
studied, despite the fact that they dominate the Earth’s sur-
face in terms of drainage and basin sedimentation, with
almost half of the Earth’s surface drained by its 50 largest
rivers [Potter, 1978 ; Ashworth and Lewin, 2012]. Evidence
also suggests that not all processes that influence river dy-
namics scale uniformly with increasing channel size. For
example, Parsons et al. [2007] reported a marked lack of
secondary flow structure in a large confluence-diffluence of
the Rio Parana Argentina. Although Parsons et al. [2007]
noted that dune morphology appeared to scale with flow
depth, they observed that the channels had a high width-
depth ratio and also there may be a much slower adjustment
of dune morphology to changes in river discharge, both of
which might dampen the formation of secondary circula-
tions. Such observations emphasize the need for investiga-
tion of roughness effects in large rivers.

[3] A typical large river has lengths, widths, and depths
of the order 10° km, 10° m, and 10" m, respectively, with
discharge and sediment loads up to 200 x 10° m® and 1 x
10° t yr ' [Gupta, 2007]. These large scales have been a
prohibitive factor in field studies, constraining our ability
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to investigate flow and morphology. However, technological
innovations, notably in remote sensing of river-bed topogra-
phy and measurement of river flow, have made quantitative
investigations of large rivers increasingly feasible [e.g.,
Richardson and Thorne, 1998; McLelland et al., 1999;
Ashworth et al., 2000; Rennie et al., 2002; Kostaschuk
et al., 2004, 2005; Parsons et al., 2005, 2007 ; Rennie and
Rainville, 2006; Viscardi et al., 2006; Lane et al., 2008;
Szupiany et al., 2009].

[4] There is also a growing track record of effective
application of hydrodynamic models to the quantification
of river-channel hydrodynamics in both two dimensions
(2-D) and three dimensions (3-D) [e.g., Olsen and Stokseth,
1995; Hodskinson, 1996; Ferguson et al., 2003; Lane et al.,
1999, 2000, 2004 ; Ma et al., 2002 ; Booker et al., 2001, 2004;
Rodriguez et al., 2004 ; Nicholas, 2001, 2005 ; Ruther et al.,
2005; Ruther and Olsen, 2007; Tritthart and Gutnecht,
2007; Abad et al., 2008 ; Shen and Diplas, 2008 ; Tritthart
et al., 2009], and some of these studies have begun to con-
sider large rivers [e.g., Kleinhans et al., 2008; Ercan and
Younis, 2009]. A critical element of such application is the
representation of bed roughness elements, which range
from individual grains of sand up to large bedforms such as
dunes. Modeling these elements is explicitly possible at
very high resolutions [e.g., Lane et al., 2004 ; Hardy et al.,
2006], but for river-scale applications, resolving even
dune-size bedforms can be difficult due to the computa-
tional resources required as well as the availability of topo-
graphic data that are constantly evolving. Recent advances
in numerical modeling techniques have been aimed at
improving this situation. For example, Nabi [2008a, 2008b]
used an unstructured grid that could be refined in all dimen-
sions, in particular close to the bed, and successfully coupled
a discrete particle model to a large eddy simulation. This
technique may provide an alternative method for specifying
bed topography. However, it still does not address the com-
putational demands associated with running models with res-
olutions of a meter or less (to resolve dunes, for example)
over spatial scales of several kilometers. It also does not
address the fact that large-scale bathymetric surveys are
required that may only be applicable to a small range of flow
conditions. For this reason, parameterization of bed rough-
ness remains necessary.

[5] In both one-dimensional (1-D) and 2-D simulations of
river flows, velocity predictions have proven to be highly
sensitive to roughness parameterization [Lane and Richards,
1998; Lane, 2005], and this has made it a primary modeling
consideration. Much of this work has focused upon develop-
ing robust mathematical descriptions to capture the interac-
tions between near-bed flow velocity, grain, and bedform
descriptors of the river-bed surface and fluid turbulence
[e.g., Clifford et al., 1992; Ferguson, 2007]. However, in
practice, bed roughness tends to be used as a calibration pa-
rameter so as to force agreement between model predictions
and field observations [Larne, 2005].

[6] The majority of hydrodynamic models of river flow
parameterize roughness effects through the application of a
logarithmic friction law [e.g., Hodskinson, 1996; Hodskin-
son and Ferguson, 1998; Lane et al., 1999, 2000, 2004;
Booker et al., 2001; Morvan et al., 2002; Booker, 2003;
Olsen, 2003 ; Booker et al., 2004 ; Dargahi, 2004 ; Rodriguez
et al., 2004; Ruther et al., 2005; Ruther and Olsen, 2007 ;
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Tritthart and Gutnecht, 2007 ; Abad et al., 2008 ; Kleinhans
et al., 2008; Shen and Diplas, 2008; Ercan and Younis,
2009; Tritthart et al., 2009]. In this formulation, the rough-
ness parameter k;, often referred to as Nikuradse sand rough-
ness [Nikuradse, 1933], is used to characterize the effect that
roughness elements have on the flow. The value of £ is nor-
mally set as a function of a measured grain-size diameter
[e.g., Abad et al., 2008 ; Shen and Diplas, 2008]. The devel-
opment of more sophisticated roughness parameterizations
to deal with other types of energy losses, such as those asso-
ciated with secondary circulation [e.g., Blanckaert and de
Vriend, 2003, 2010] and curvature-driven turbulence [e.g.,
Blanckaert, 2009], have also been investigated.

[7] In many of the above examples, roughness is being
used as an effective parameter in an auxiliary relationship that
is required to represent energy losses that are not otherwise
being represented explicitly. The simplest approach to this
problem is to identify a generic auxiliary relation (i.e., one
that applies throughout the computational domain) and then
to consider how to represent the roughness parameter. This
has involved both friction factor-based [e.g., Dargahi, 2004]
or an analytical [e.g., van Rijn, 1984, 2007; Olsen, 2003;
Ruther et al., 2005; Ruther and Olsen, 2007; Paarlberg
et al., 2010] upscaling to the sand roughness. Some applica-
tions have explored the sensitivity of model predictions to
roughness parameterization [e.g., Kleinhans et al., 2008 ; van
Balen et al., 2010]. Less common approaches include infer-
ence of the sand roughness from estimates of Manning’s »
[Morvan et al., 2002] and the use of roughness lengths meas-
ured directly from velocity profiles [Hodskinson, 1996]. A
small number of studies (including the present paper) have
sought to optimize model predictions (e.g., water-surface ele-
vation; velocity) on experimental or field measurements by
adjusting the roughness length [e.g., Booker, 2003 ; Rodriguez
et al., 2004; Tritthart and Gutnecht, 2007; Tritthart et al.,
2009]. The majority of these approaches apply estimates of
sand roughness that are derived from reach to bar-form scales,
and thus are more suited to 1-D and 2-D approaches. For
example, the van Rijn [1984, 2007] roughness predictors are
based on depth-averaged values of flow, whereas friction
factor- and Manning’s n-based estimates provide a reach-
averaged approximation.

[8] Other studies have shown the merits of moving away
from the log-law formulation altogether through new types
of auxiliary relations. Both Nicholas [2005] and Carney et al.
[2006] developed formulations more sensitive to the presence
of bedforms, whereas Kang and Sotiropoulos [2011] solved
the boundary layer equation, and Constantinescu et al.
[2011] employed a detached eddy simulation (DES) that is
capable of resolving near-wall flow with more accuracy than
wall functions. A very fine mesh is employed with only grain
roughness parameterized, and so application here would not
be possible, given computational restraints especially at these
large scales. Escauriaza and Sotiropoulos [2011] also
applied DES coupled with a sediment transport model,
using a numerical scheme that contains predetermined dis-
sipation to include the effect of subgrid topography that is
scale dependent and requires parameterization [Escauriaza
and Sotiropoulos, 2011]. The double-averaging approach
[Nikora et al., 2007a, 2007b] appears to offer a way for-
ward in this respect. The resulting set of equations, known
as the double-averaged Navier Stokes (DANS) equations,
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include an additional stress term that is referred to as the
form-induced stress. This is analogous to the Reynolds
stress but results from spatial rather than temporal varia-
tions in mean velocity. Near the bed, this stress can be a
similar order of magnitude to the Reynolds stress [Nikora
et al., 2007b]. Adopting such an approach to estimate
roughness, a priori, in a mathematical model, requires very
high-resolution field data to calculate the DANS terms, and
such data may not be available in large river studies,
although this is the approach that is likely to be most robust
in this kind of study.

[¢] In summary, the application of a 3-D model that cap-
tures bedform roughness effects is possible. At very large
scales, this becomes increasing difficult, and thus parame-
terization of bedform roughness elements may be required.
However, there is no clear established theory for defining
what the effective roughness length should be in a 3-D sim-
ulation. This length should vary with both unmeasured
elements of bed topography and be dependent on the data-
collection spacing (e.g., dune morphology) and the resolution
of numerical discretization. This variation should also be
both temporal [var Rijn, 1984, 2007] and spatial [Nicholas,
2005; Zeng et al., 2008; van Balen et al., 2010], but, in a
deterministic sense and with the resolution of topographic
data that can be achieved over large extents in wide rivers,
such a deterministic approach is not possible. Additionally,
the sensitivity of models to a spatial variability in roughness
specification has been tested and revealed relatively small
differences in the global flow distribution [Viscardi et al.,
2006; van Balen et al., 2010], although some differences in
secondary flow characteristics and bed shear stress distribu-
tions were observed [van Balen et al., 2010]. Moreover, there
are few comparisons of different wall treatments and a lim-
ited number of studies that have fully tested the sensitivity of
model predictions to model parameterization, although
Ercan and Younis [2009] and Kleinhans et al. [2008] are no-
table exceptions. Kleinhans et al. [2008] studied the dynam-
ics of channel bifurcations and tested a 3-D model for
sensitivity to a number of factors, including the type of
roughness specification. Kleinhans et al. [2008] employed
both uniform Chezy and Colebrook-White formulations, and
their results did not indicate a preference for either parame-
terization. Ercan and Younis [2009] investigated the uncer-
tainty in model predictions of flow along a reach of the
Sacramento River and tested the sensitivity of the model pre-
dictions to various modeling parameters, such as grid resolu-
tion, turbulence closure, and roughness parameterization. To
assess the sensitivity of model predictions to the type of
roughness formulation, they compared their predictions with
measured data, and the model predictions were obtained
using their 2-D model with Colebrook-White, Manning, and
Blasius formulations to specify roughness. The Colebrook-
White and Manning formulations were found to give similar
results and compared more favorably to measured data than
the Blasius formulation.

[10] The aim of the present paper is to explore the
impacts of roughness length upon key characteristics of the
3-D flow field in large rivers and to consider its implica-
tions for parameterization of roughness effects in both 3-D
and 2-D depth-averaged model formulations. The purpose
of this study is as follows: (1) to assess roughness length
parameterization in the application of computational fluid

SANDBACH ET AL.: ROUGHNESS IN 3-D CFD OF LARGE RIVERS

W12501

dynamics (CFD) of large rivers, (2) to test the sensitivity of
the model to roughness length specification, (3) to assess
the implications of roughness treatments that assume the
velocity profile is log-linear and 3-D simulations that use
the fully rough log-law, and (4) to investigate the flow field
using CFD output. This is achieved through the application
of a CFD model informed by field measurements of flow
and bed topography. The model is run with a roughness-
length parameterization, and a range of roughness-length
values are implemented, allowing investigation of this influ-
ence on flow routing and validation with measured flow
data. These results are analyzed in four parts: (1) modeled
and measured data are directly compared and a number of
metrics are used to assess the optimal roughness length;
quantitative assessment of the spatial velocity fields is also
given; (2) the sensitivity of flow routing is investigated; (3)
assessment of a number of velocity profiles extracted from
the CFD predictions distributed spatially through the reach
is presented; these results are used to quantify the conver-
gence between 3-D models that use the fully rough log-law
and those that assume the flow to be logarithmic over the
entire depth, and (4) primary and secondary flow patterns
around, and in, the lee of a large bar are presented using the
optimal CFD results. The paper commences by detailing the
methods used to obtain the field data and the CFD model
applied. This is followed by a presentation and discussion
of the results obtained in section 3 followed by the conclu-
sions in section 4.

2. Methodology
2.1. Study Area

[11] In the present paper, results from a coupled field and
numerical-modeling study are presented. The field research
was conducted along a 38 km reach in the middle part of
the Rio Parana, Argentina (Figures la and 1b), one of the
largest rivers in the world, with a drainage basin area of
~2.6 x 10 km? [Gupta, 2007]. The study reach stretched
from Itati to Paso de la Patria, which lies upstream of the
confluence between the Rio Parana and the Rio Paraguay
(Figure Ic). In the study area, the mean annual discharge is
~12,000 m* s! (measured at the Itati gauging station), the
maximum bankfull discharge is ~19,000 m> sfl, and the
water-surface slope is 4.4 cm km ™! [Orfeo and Stevaux,
2002]. Bed material in the study area is well sorted, pre-
dominantly medium-to-fine sand (average Dso of 26 bed
samples is 0.35 mm), although some fine gravel is present
in the channel thalweg and on eolian deflation surfaces on
some exposed bars.

[12] The main bedforms in the Parana are dunes, and
these are evident at all flow stages [Parsons et al., 2005;
Kostaschuk et al., 2009; Shugar et al., 2010]. Multibeam
measurements collected around a large bar (~3.5 km in
length), just in front of the Rio Parana-Paraguay confluence,
reveal mean dune heights and lengths of 1.5 and 64 m,
respectively [Parsons et al., 2005; Sambrook Smith et al.,
2009].

[13] Superimposed dunes with heights and lengths up to
0.3 and 10 m, respectively, were also measured when the
discharge was estimated as 15,100 m®> s™' (cross section
CS-A; Figure 1d). However, during a very large flood
event (O ~ 36,000 m®> s~' in 1983), dune heights and
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Figure 1.

(a) Location of the study site in Argentina, South America. The reach is located close to

(b) Corrientes City just upstream of the (c) Rio Parana-Paraguay confluence. Velocity and topographic
data were collected during the field survey, and (¢ and d) the area modeled in this paper is highlighted.
In (d), the locations of the ADCP data are depicted (A: inlet and B: validation). Satellite imagery
(c) provided courtesy of the United States Geological Survey.

wavelengths of up to 6.5 and 320 m, respectively, have
been observed within the Rio Parana [Amsler and Garcia,
1997]. Ripples are present in shallow water and are com-
mon on near-emergent bar tops [Sambrook Smith et al.,
2009].

2.2. Field Data Collection

[14] A combined bed topography and 3-D flow survey
was conducted in the 38 km reach from two small research
vessels during April 2008 [see Sandbach et al., 2010]. In
the present paper, an 11 km long region of this 38 km reach
is modeled (indicated by the box shown in Figure 1c). This
region was selected as it contained two acoustic Doppler
current profiler (ADCP) transects (see Figure 1d): one used
as a boundary condition (cross section CS-A) and the other
for model validation (cross section CS-B). The digital ele-
vation model (DEM) and the locations of the flow measure-
ments are presented in Figure 1d. The flow measurements
were collected between 18 and 20 April, during which time
the flow discharge was ~15,100 m® s~'. Topographic data
were collected between 13 and 18 April, and these meas-
urements indicate that the mean depths and widths within
the reach were 5.7 m and 2.8 km, respectively. The greatest
depths were measured in thalweg scours up to 26 m deep,
with a mean cross-sectional depth-averaged flow velocity
around 1 m s™'. These measurements indicate flow Reyn-
olds numbers within the reach are of the order 5 x 10° and
Froude numbers are approximately 0.1.

[15] Topographic data were obtained using a RESON
Navisound 215 dual-frequency (33 and 210 kHz) single-
beam echo sounder, collecting data at ~1 Hz, linked to a
global positioning system (GPS). Topographic information
was collected at a total of 163 cross sections, separated by
approximately 200 m in the downstream direction and a se-
ries of longitudinal lines along the length of the reach. The
survey did not pick out even the largest bedforms suffi-
ciently to represent them explicitly in the model, and thus
form roughness is specified using a roughness length treat-
ment (detailed in the following section). The surveyed
lines were projected onto a universal time meridian (UTM)
coordinate system and postprocessed in Computer Aided
Resource Information System (CARIS) Hydrographic In-
formation Processing System (HIPS) software. Variations
in water surface elevation during the topographic data col-
lection period were corrected using stage-gauge data from
within the reach. To produce the final DEM of the study
reach, the topographic data were interpolated onto a regular
grid of 50 m x 50 m using a kriging algorithm.

[16] The flow data was obtained using a Teledyne RDI
1200 kHz ADCP (Teledyne RD Instruments), which was set
to determine 3-D flow in a vertical column at 0.5 m interval
bins at a rate of ~1 Hz. The ADCP was deployed in mov-
ing-boat mode with vessel position and velocity correction
provided via Real Time Kinetics (RTK) GPS. The locations
of the ADCP cross sections are depicted in Figure 1d and
Figure 2, labeled CS-A and CS-B. Following Szupiany et al.
[2007], six repeat transects were collected at each cross
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Figure 2. Detailed DEM of the area modeled with key locations and profiles P,-Py labeled. These are
locations in the reach where we extract CFD data for further analysis. The box indicates the location of
the postconfluence flow shown in Figure 10 and the location of the validation ADCP cross section (B in

Figure 1d).

section to obtain a statistically stationary flow field. Average
boat velocity during the ADCP surveys was 1.12 m s, pro-
viding high-resolution (~4 measurements m ) velocity data
along each cross section.

[17] The measurement error associated with moving-
boat ensemble averaging is estimated to be 0.04 m s~ '.
This estimate is based on a combination of ADCP error ve-
locity, computed from the four-beam variation [see Oberg
and Mueller, 2007], and a study of both a fixed vessel
(time-averaged) and a moving vessel (ensemble-averaging)
methodology previously conducted within the Rio Parana
[Szupiany et al., 2007]. The distance from the water surface
to the first ADCP measurement bin was 0.74 m, which
accounted for submergence of the ADCP below the water-
line and the blanking distance that removes the effect of
acoustic side-lobe ringing. Data from the bottom 6% of the
profile were also removed in processing, again to remove
the effect of contamination by side-lobe interference. This
does not directly impact upon the modeling results,
although it does affect the vertical extent of the domain
that can be validated. Colocation of the flow and topo-
graphic data was achieved using the RTK GPS data.

2.3. Roughness-Length Representation

[18] Garcia [2006] has reviewed methods that account
for subgrid-scale bedforms. Here, as discussed in the intro-
duction, we apply a logarithmic friction law to parameterize
roughness effects. Prandtl [1926] showed from theoretical
analysis that, under the velocity-gradient assumption and in
the zone immediately above a very thin viscous sublayer,
the time-averaged velocity (u) varies as a logarithmic func-
tion of distance from the wall, the so-called law of the wall:

LA (1)

u* Kz

where z is the distance from the wall, x is the von Karman
constant (0.4), u* is the shear velocity, and z, is a character-
istic length scale. Through a series of experiments in pipes
coated with sand grains of uniform diameter, Nikuradse
[1933] showed that (1) zy could be interpreted as a function

of the average projection of individual grains; (2) for his
experiments, the grain projection could be taken as the di-
ameter (D) of the sand grains used, which Nikuradse
labeled k; and (3), as a result of experimental analysis,
zo was approximately £/30. In equation (1), the velocity at
z = zg 1s zero, which is effectively a hydraulic outward
projection of the bed. In the present analysis, this equation is
used to specify the bed shear stress using a source term in the
discretized momentum equations for cells next to the bed.

[19] In this paper, bed shear stress is parameterized using
the log-law as defined in equation (1), with the roughness
length specified as uniform across the domain. This implies
that the roughness elements are uniform throughout the
reach. However, bedform roughness is likely to be spatially
distributed [Nicholas, 2005; Zeng et al., 2008, van Balen
et al., 2010] and typically scales with flow depth. A uni-
form increase in roughness length is therefore likely to
increase flow routing into deeper areas of the reach. Thus,
to calibrate and test the sensitivity of the model to rough-
ness, we ran a series of simulations where the roughness
length was changed systematically.

[20] Colebrook and White [1937] obtained a version of
equation (1) that represented the mean flow by evaluating
the area integral of equation (1) across, in their case, a pipe.
A form of this equation is often used in depth-averaged
simulations, where equation (1) is integrated over the entire
depth and the Nikuradse [1933] pipe flow roughness length
ks (=30 z) is applied:

UL (2000 o

Ut K ks

where U is the depth-averaged velocity, ¢ = exp(—1),
and /4 is the depth. This equation is often referred to as a
Colebrook-White “type” equation [e.g., van Rijn, 1984;
Paarlberg et al., 2010] in recognition of their work on flow
in pipes (hereafter referred to as CWE). The assumption
here is that the velocity is log-linear over the entire flow
depth. Deviations in this velocity profile lead to differences
in resultant shear stress estimates between depth-averaged
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and 3-D applications for a given roughness length. There-
fore, the application of a roughness-length derived for
depth-averaged applications may not be directly applicable.
The present paper tests these relationships by computing
the roughness lengths applied with those that would be
obtained if equation (2) was applied. Details of this analysis
are given in section 3.3.

[21] To estimate the likely range of roughness lengths,
we used this equation (equation 2) specifying the reach-
averaged bed shear stress using: 7,, = pghS, where S is the
water surface slope (~4.4 cm km ™' for this reach of the
Rio Parana). This resulted in a relationship between rough-
ness length, depth-averaged velocity, water surface slope,
and depth. From analysis of the topographic data, the aver-
age and minimum traverse cross-sectional areas (A4.s) are
approximately 16,000 m® and 13,000 m®. The mean and
maximum transect-averaged velocities (Q/A4.s) are there-
fore: 0.9 and 1.2 m s~ '. Furthermore in the studied reach,
the mean and maximum depths are 5.7 and 26 m, respec-
tively. Using relationship just discussed and estimates for
water surface slope, depth, and velocity, a range of rough-
ness values was obtained. The largest (k, = 3.0 m) and low-
est (k; = 0.003 m) roughness lengths in this range were
obtained by using the maximum (4 = 26 m) and reach-
averaged (h = 5.7 m) depths, respectively. Both largest and
lowest roughness lengths were estimated by using the max-
imum transect-averaged velocity (U = 1.2 m s~ '). An in-
termediate roughness length (k; = 0.04 m) was obtained
using the average depth (& = 5.7 m) and average transect-
averaged velocity (U = 0.9 m s~ '); this is perhaps more
representative of the entire reach. We also evaluated the
sand roughness based on grain size and on the averaged
dune scales. There are a number of formulations that relate
sand roughness k; to the sediment size by: Fy D, [e.g.,
Mahmood, 1971 ; Kamphuis, 1974; Hey, 1979a; van Rijn,
1984] (see Garcia [2006] for a comprehensive list), where
F is a scaling factor in the range 1-6.6 and D,,, is a repre-
sentative grain size that is typically the 80-90 percentile.
The Rio Parana is a sand bed river, and our measurements
suggest that Dsq = 350 pm, and so typical sand roughness
is of the order 0.001 m. To estimate the effect of bedforms,
we used the van Rijn [1984] roughness predictor. With the
typical dune height and length around 1.5 m and 64 m,
respectively, the form-induced roughness is 0.73 m. van
Rijn [1984] suggested that the total effect of the grain- and
bedform-scale roughness can be computed as the linear
summation of these effects. Since the bedform term is
much more dominant, k; ~ 0.73 m. Based on this analysis,
we selected roughness lengths in the range: 0.0003-3 m.

2.4. Computational Fluid Dynamics

[22] The hydraulics of open-channel flow are governed
by a set of conservation laws for mass and momentum (the
Navier Stokes equations). In this paper, we investigate the
time-averaged flow field and so implement a numerical
scheme to solve the Reynolds-averaged Navier Stokes
equations in Cartesian space (x, y, and z). This set of equa-
tions can be written in tensor form as follows:

3
O

=1 axj

0, 3)
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3 3
Ou;  10p ad ouj —

;u, o~ pom + Zc’)x,- (Vm g wu; | + g, (4)

J= J=

fori =1, 2,3 (x, y, z), where u is the time-averaged veloc-
ity, «' is the turbulent velocity fluctuation (relative to the
time-averaged), p is pressure, p is the fluid density, v, is
the fluid molecular kinematic viscosity, g; is the gravita-
tional acceleration constant (g = g, = 0 and g3 = g), and
wu; is the Reynolds stress (a product of time averaging the
Navier Stokes equations).

[23] These equations are not closed since the Reynolds

stress terms w;u; cannot be computed directly, and so a suit-

able turbulence model is required. The simplest complete
turbulence model that does not require the specification of
turbulent structure is provided by two-equation closure
schemes [Sotiropoulos, 2005], such as the linear k— turbu-
lence model. However, the underlying assumption of these
types of models is that turbulence is isotropic and therefore
they do not predict anisotropic, turbulence-driven, second-
ary circulation [Einstein and Li, 1958]. To include this
process, it is necessary to use higher-order models such as
nonlinear k— models [Speziale, 1987], algebraic stress
models [Martinelli and Yakhot, 1989; Launder and Ying,
1973] and Reynolds stress transport models (RSTM)
[Launder et al., 1975].

[24] The RSTM offers the most theoretically correct
approach to predict anisotropic turbulence, as the Reynolds
stresses are computed directly without evoking the Boussi-
nesq eddy-viscosity hypothesis. To compute these stresses,
the RSTM involves seven additional transport equations
for a three-dimensional problem. These are second-order
closure models that are potentially superior to the simpler
eddy viscosity models [Ingham and Ma, 2005]. However,
the limitation of RSTMs is their complex formulation,
which makes them difficult both to implement and ensure
numerical convergence [Sotiropoulos, 2005], especially
over complex topography. Furthermore, they are computa-
tionally more expensive [Ingham and Ma, 2005], and it is
reported that not all fluid flow simulations benefit from
this model, particularly when fluid flows are straining
[Rodi, 1993]. Finally, there is a practical limit to the use of
the RSTM at the same time as the mass-flux scaling algo-
rithm, since both models require the use of the same stor-
age algorithm in our current version of the code. However,
the mass-flux scaling algorithm (see below) is critical to
representation of topography and hence topographically -
induced secondary circulation. Laboratory and field data
show that turbulence-driven secondary circulations are typi-
cally small (up to 2% of the primary flow velocities, Nezu
and Rodi [1985]; Onitsuka and Nezu [2001]), and the prin-
cipal mechanism for flow velocity redistribution is topo-
graphically induced secondary circulation that dominates
over both inertia and secondary flows [Blanckaert, 2010].

[25] Our priority was effective topographic representa-
tion using the mass-flux scaling algorithm, rather than
turbulence representation using the RSTM. Therefore, in
the present paper, we apply a two-equation k—e turbu-
lence model modified using renormalization group theory
(RNQG) [Yakhot et al., 1992]. This model has been shown
to outperform the standard x—< turbulence model in areas
of flow separation and reattachment [Yakhot et al., 1992;
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Lien and Leschziner, 1994a; Dargahi, 2004]. The linear
k—e model uses the Boussinesq eddy-viscosity hypothesis,
which states the Reynolds stress terms can be approxi-

mated as
— Ou;  Ou; 2
— Ui = vy (8)9_ + axl-> —3kby (5)

where §;; is the Kronecker delta (6;; = 1 if i = j, otherwise
67 = 0) and k (: : (u’f +u'3 + u’%)) is the turbulent ki-
netic energy [cf. Versteeg and Malalasekra, 2007]. Closure
of equations (3)—(5) was achieved using a k— RNG turbu-
lence model, whereby the turbulent viscosity v, (= c,k*/¢)
is computed from the turbulent kinetic energy, &, and turbu-

lent dissipation, €. These are obtained by solving their own
scalar transport equations:

Oku;) O [vi Ok
8)6,‘ _an

:|_Pk_57 (6)

Of an

Oeu;)) 0 |:I/, Oe

5
ij—aixj :| +%(C15Pk*C25€), (7)

oy Ox;

where

—— (Ou; Ou;
P= (5 + ) ®

is the production of turbulent kinetic energy through shear,
¢, =0.0845, 0 = 0. = 0.7194, C1. = 1.42, and

1-1/438

Cp.=168+C° — 1L
2 O T 00127

©

are constants determined experimentally, and 7(=

k+/Py/v:/c) is a dimensionless parameter [Yakhot et al.,
1992].

[26] Solution of these equations was obtained using a
modified version of a finite volume code, PHOENICS
copyright, which includes a range of options for numerical
discretization and solution (e.g., boundary fitting of coordi-
nates; multiblock solutions). PHOENICS offers the flexi-
bility to edit and recompile subroutines that can be
included at runtime. This code was modified by introducing
a mass-flux scaling method to represent variations in river-
bed morphology in a structured grid solution, without the
need for boundary-fitting grids in ways that can lead to
high levels of numerical diffusion or instability [Lane
et al., 2004 ; Hardy et al., 2005, 2006]. The method uses a
numerical porosity treatment, similar to Olsen and Stokseth
[1995], who used a structured grid with specified cell
porosities to block out the bottom topography: Pf = 1 for
cells that are all water; Pf'= 0 for cells that are all bed; and
0 < Pf < 1 for partly blocked cells. Lane et al. [2004]
developed and validated the method for high-resolution
applications (representation of individual gravel particles
with a grid resolution of 0.002 m), including the introduc-
tion of appropriate drag terms into the momentum equa-
tions. Hardy et al. [2006] applied the method to a 1.8 km x
0.25 km dune field in the Rio Parana but used a more
sophisticated treatment, with a five-term porosity algorithm
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that included four vertical faces of the cell and the cell vol-
ume rather than a single scaling (porosity) term. In this pa-
per, we apply this method within the framework of a
structured Cartesian grid to represent bed topography. In
the representation of complex bed geometries, this method
is much more stable and leads to less numerical diffusion
than boundary-fitted methods [Lane et al., 2004].

[27] Pressure was computed using the Semi-Implicit
Method for Pressure-Linked Equations SIMPLE [Patankar
and Spalding, 1972] algorithm, and the second-order upstream
monotonic interpolation for scalar transport (UMIST) differ-
encing scheme [Lien and Leschziner, 1994b] was employed
to compute convective terms. A rigid-lid approximation was
applied at the free surface, introducing an additional surface-
pressure term, but necessitating a mass correction of the sur-
face-adjacent cells [Bradbrook et al., 2000]. This correction is
particularly important because changes in roughness may
influence flow depth. Changes in pressure on the lid represent
such changes implicitly but may lead to violation of conserva-
tion of mass.

[28] The ADCP data from cross-section CS-A (Figure 1d)
were used to orientate the DEM relative to the computational
mesh; y and z were parallel to, and x perpendicular to, the
cross section (Figure 1d). These velocity data were then
used to specify the inlet boundary condition using a fixed-
mass boundary with 5% turbulence intensity specified. The
outlet was defined on the downstream end of the domain
using a fixed-pressure boundary condition but where mass is
allowed to enter and leave the domain. Bed shear stress was
computed assuming an equilibrium boundary, and so the
near-bed kinetic energy k(: u?/ \/CTL) and dissipation
e(= CJk'>/rAz,)were fixed using source terms in the re-
spective discretized transport equations. Here, Az, is the dis-
tance between the bed and the near-bed cell center. The
resulting bed shear stress was computed using equation (1)
with a roughness length specified using the Nikuradse sand
roughness length:

Twi = p(r/In (3022, /kna) )yt (10)

where u, (=\/u} + u3) is the magnitude of the resultant ve-
locity near the bed, 7,,,; (= pu*?) is the bed shear stress,
and kg is the modeled roughness length. This shear stress
enters the momentum equation as a source term, applied to
cells next to the bed (see Versteeg and Malalasekra [2007]
for further details).

[29] To determine suitable cell dimensions, a grid con-
vergence index [GCI, Hardy et al., 2003] test was used to
explore mesh dependence. The GCI method involves a se-
ries of grid refinements where the finite volume dimensions
are reduced by a factor of 2, with at least three domains
used to assess the solution convergence. In these simula-
tions, the mesh size was set to 15 m in the horizontal plane
(Ax and Ay) and 1 m in the vertical direction (Az). Follow-
ing Casas et al. [2010], the required roughness values would
be expected to change with mesh size, but the focus here is
on roughness representation for a given mesh size. Using
these cell dimensions, the domain was constructed from 775
cells in the x direction, 297 cells in the y direction, and 26
cells in the z direction. It is not possible to look for mesh in-
dependence in an irregular topography because refining the
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mesh results in changes in the resolved topography. As the
mesh is made finer, flow is resolved around elements that
relate to how the topography was sampled [Casas et al.,
2010]. To eliminate this effective change in bed topography,
GCI tests were conducted on a mesh that did not contain
any bed topography. The mean GCI between the two highest
resolution meshes was 1.02% for the downstream (u,) com-
ponent, 5.51% for the cross-stream (u,) component, and
5.13% for the vertical (1) component, demonstrating mini-
mal effect of the grid resolution on the prediction of the
hydraulics. It is therefore appropriate to assume that the sim-
ulations performed on this resolution were grid independent.

[30] These tests were conducted specifying the same
wall treatment in each case and thus the effect of spatially
variable roughness length has not been assessed. In this pa-
per, we investigate the response of the model to the appli-
cation of a range of roughness lengths from 0.003 to 3 m.
The effect of changing the roughness length is to increase
the bed shear stress, which produces larger velocity gra-
dients near the bed. To fully resolve these velocity gradients,
it may therefore be necessary to reduce the vertical resolution
as roughness is increased. However, our GCI tests were con-
ducted for kg = 1.50 m, which covers the lower half of the
assessed roughness length range. As we will show in the fol-
lowing section, the optimal solution is obtained in this lower
range of values. Furthermore, there is a theoretical limit on
the feasible mesh length scales that is associated with the
physical meaning of roughness length z, (=£,/30) in equation
(1). That is, at zy above the bed the flow velocity is zero, and
is essentially a hydraulic outward projection of the bed.
Therefore, since equation (1) is applied at the cell center:
0.5Az > z,. There is also a practical constraint associated
with computing flows in large rivers that limit the size of the
grid cells used. In this paper, we have maximized the grid
cell size to resolve a reach that contains: (1) ADCP data to
inform model boundary conditions at cross-section CS-A and
model assessment at cross-section CS-B (see Figure 1d), and
(2) a region of convergent flow (around the large bar in
Figure 1). This approach was taken to (1) assess the model
predictions and (2) investigate typical flow fields in a conflu-
ent area of the reach, which exhibit circulatory flow patterns.

3. Results

3.1. Model Predictions, Model Observations, and
Roughness Length

[31] In this section, we assess the performance of the
model using a number of metrics to compare model solutions
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with field measurements, including reach-averaged water
surface slope and measured velocity. Calibration of numeri-
cal models of fluvial flows typically use the water surface
slope to parameterize energy losses. However, for rivers
with small water surface slopes such as the Rio Parana
[O(107°): Szupiany et al., 2007 ; Ramonell et al., 2002], this
slope is difficult to measure accurately [Latrubesse, 2008].
For the reach investigated herein, a large range of values
have been cited from 3 to 8.5 cm km ™' [Orfeo and Steveauz,
2002; Drago and Amsler, 1998; Latrubesse, 2008 ; Nicholas
etal.,2012].

[32] Figure 3 presents the water surface slope as a func-
tion of the roughness length applied and reveals that the
water surface slope varies significantly (2.9-16 cm km™")
over the roughness lengths simulated. As the roughness
length is increased, there is a relatively rapid nonlinear
increase in water slope until kg = 0.3 m. For larger rough-
ness lengths, the rate of increase slows and becomes more
linear. This indicates that the model is more sensitive in
terms of changes in water surface slope to smaller rough-
ness lengths. For the range of water surface slopes meas-
ured in this reach of the Rio Parana (3-8.5 cm km™ '), the
optimal roughness length is between 0.005 and 0.63 m.
However, our estimate of the water surface slope is 4.4 cm
km ™' [Nicholas et al. 2012], and this gives an optimal
roughness length between 0.03 and 0.06 m.

[33] With all the uncertainty associated with measure-
ments in water surface slope, it is preferable to optimize the
model using velocity data. To make the comparison
between the model and measured velocity data, each data
point from cross-section CS-B (Figure 1d) is represented by
spatially averaging the ADCP data within each CFD control
volume. This leads to a mean velocity observation for that
CFD volume, as well as an uncertainty estimate based upon
the standard deviation of velocities recorded in that CFD
volume for all repeat transect ADCP surveys. The x-directed
and y-directed components of the measured velocity were
then rotated to project them into the Cartesian frame of ref-
erence used in the CFD model.

[34] Figure 4 compares the averaged ADCP measure-
ments with model predictions for each component of veloc-
ity, u,, u,, and ., and for each velocity point and component
provides an error bar based on the uncertainty estimate. The
model predictions are presented for four values of roughness
length (0.015, 0.15, 0.30, and 3 m).

[35] To quantify the level of agreement between meas-
urements and predictions for each roughness length, it is
important to consider both (1) the degree of scatter in the

1 1 1 J

Reach average Slope (cm km')
=

1.5 2.0 2.5 3.0

k., (m)

Figure 3.

Reach-averaged water surface slope as a function of applied roughness length.
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Figure 4. Comparison between measured ADCP and predicted CFD velocities. The solid line repre-
sents the 1:1 line of equality while the dot-dashed line shows a RMA least-squares regression applied to
each data set. Each component of velocity is presented and, for clarity, only every tenth data point is

plotted.

data and (2) the degree of bias. This was analyzed using (1)
the correlation coefficient » and (2) the gradient m obtained
from reduced major axis (RMA) regression, the latter being
selected to reflect the fact that uncertainty is expected in
both the predicted and the observed data [see Hardy et al.,
2003]. Herein, two additional statistics are also deter-
mined: (3) the variance (6°) of data points around the 1:1
line of perfect equality; and (4) the percentage of predicted
velocities within one, two, and three standard deviations of
the measured ADCP data. These results are presented in
Figures 5 and 6.

[36] Figure 5 provides quantitative summaries of the
level of (1) bias and (2) scatter for each component of ve-
locity for all the roughness lengths simulated. Both Figures
4 and 5 show that the level of agreement between observa-
tions and predictions is more sensitive for u, than for u),
and for u, than for u.. This is not surprising, because the
magnitude of the bed shear stress when integrated across
the boundary cell scales with the square of velocity and
generally u, > u,, > u.. Figure 5a shows the slope estimates
obtained using RMA linear regression. Those for . deviate
significantly from unity between m = 4.10 and m = 4.82
(although not shown for clarity), and this is accompanied
by nonsignificant correlation values (Figure 5b). Inspection

of Figure 6 shows that this is primarily because the relative
error for the ADCP u, values is much greater than those for
u, and u,: the ADCP contains significant variability in ver-
tical flow velocities that is not captured by the resolution at
which this model is being applied. This is not surprising
given that the ADCP data include the effects of significant
bedforms (i.e., dunes, with a typical normalized height of
b,/h = 0.35, where b, is bedform amplitude and /% is local
flow depth) that are not represented in the model domain.
For u,, changing the roughness length has very little impact
upon the level of agreement, whether in terms of slope or
correlation (Figure 5), and uniform roughness-length varia-
tion cannot be used as a means of calibrating the model on
vertical-velocity measurements. This problem might be
resolved with higher-resolution topographic data that could
be used to specify some localized spatial variability in
roughness length, but acquiring data at such high resolu-
tions over very long reaches of wide rivers may be prohibi-
tively time consuming, unless it becomes possible using
remotely sensed techniques.

[37] The results for u, and u, are more encouraging for
two reasons. First, both the gradient m (Figure 5a) and cor-
relation coefficient » (Figure 5b) values are much better
than those obtained for u.. They also show, as noted above,
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Figure 5. (a) Gradient m obtained from RMA least-squares regression and (b) correlation coefficient
r for all three components of velocity. The gradient terms for u., are very large (4.06—4.88), and so, for
clarity, they have been limited to between 0 and 1.6. Also included in this figure is the reach-averaged
slope as a function of simulated roughness length. (c) Reach-averaged water surface slope as a function
of the applied roughness length.

a sensitivity to roughness length. However, it is also clear latter significantly increases the bias in u, (Figure 5a).
that the roughness length that optimizes the fit of model However, scatter in u, and u, is minimized at kg = 3.0 m,
predictions to observations varies with the statistic consid-  but with little variation in scatter between kg = 3.0 m and
ered (bias versus scatter) and, to a lesser extent, with veloc- kg = 0.90 m (Figure 5b). The optimal agreement for bias
ity component (Figure 5). Thus, bias is minimized in u, at is at the lower roughness lengths simulated, and the optimal
ko = 0.06 m and in u, at kgy = 0.003 m, although the agreement for scatter is at the higher roughness lengths
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Figure 6. (a—c) Variance about the 1:1 line of equality for all three components of velocity. Note the
different scale for each component.
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simulated. Inspection of Figure 4d suggests that the scatter
statistic (correlation coefficient r) is somewhat misleading.
Even though the results for this roughness length (kg =
3.0 m) exhibit the least scatter (Figure 5b), the associated
gradient is far from unity (Figure 5a). Taken together, it
appears that optimal results are obtained using kg = 0.06
m for u, with a correlation coefficient of 0.62, and ko =
0.003 m for u,, with a correlation coefficient of 0.75.

[38] Estimates of the errors between measured and pre-
dicted results are presented in Figure 6 for each velocity
component and roughness length applied. In each case, the
difference between the velocity pair (measured and pre-
dicted) and the 1:1 line of equality was calculated. These
residual values were then used to calculate the variance.
This was then normalized using the square of the mean
measured velocity for the entire cross section U, Uy, and
U,, which are of the order 1, 1072, and 103, respectively.
Figure 6 is valuable in identifying which values of rough-
ness minimize errors. For all three components, the var-
iance is minimized for lower roughness lengths and in
general is largely invariant for kg < 0.30 m.

[39] Finally, Figure 7 shows a comparison between the
(a) ADCP and (b—d) CFD velocity profiles using filled con-
tour plots of the velocity magnitude. The measured flow
(Figure 7a) is characterized by a number of higher-velocity
flow cores where the velocity magnitude peaks locally. The
results show that these flow patterns occur across the entire
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cross section and extend approximately 100 m laterally.
The measured results also show that the maximum meas-
ured velocity is located in the deeper part of the channel
(S = 500 m). Similar flow patterns are observed in the CFD
results (Figures 7b—7d) although the lateral extent of the
higher-velocity flow cores is larger. These flow patterns are
likely driven by upstream topographic forcing. The pre-
dicted flow patterns are much more diffuse compared with
the measured flow, suggesting that finer-scale topography
that is missing in the model may be important in determin-
ing spatial flow patterns. Comparison between the model
results also shows that increasing the roughness (b—d) leads
to more flow being routed into the deeper channels.

[40] In this analysis, we have used a number of statistical
measures in an attempt to elucidate optimal roughness
lengths. Taken together, it appears that the best fits between
observations and predictions are obtained for lower values
of roughness length. However, it is also clear that rough-
ness length is not an effective means of compensating for
the effects of the bedforms associated with this river.
Roughness length certainly does not represent the effects of
bedforms on u,, and simply upscaling kg, does not appear
to capture the effects of bedforms on u, or u,. The most
sensitive statistics appear to be bias (the gradient of the line
obtained using RMA regression) and scatter (the correlation
coefficient r). This thus suggests that optimization based on
the correlation coefficient alone could be misleading, and
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Figure 7. Spatial pattern of velocity magnitude

(b) model with kg = 0.003 m, (c) model with kg =

in cross section B for (a) ADCP measurements,
0.06 m, and (d) model with kg = 3.0 m.
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that the optimal results obtained are for the simulations
where kg = 0.06 m for u, and kg = 0.003 m for u,.

[41] Since u, and u, largely represent the streamwise and
cross-stream flow directions, respectively, and kg, includes
form roughness effects that have a larger impact in the
streamwise direction, it is not surprising that the optimal
roughness length is more sensitive for the u, velocity com-
ponent and different to the optimal roughness length for the
u, velocity component. Since the optimal results based on
the water surface slope and the x-directed velocity (u,) are
around kg = 0.03-0.06 m, we use the results obtained for
ksv = 0.06 m to present the primary and secondary flow in
a series of cross sections in section 3.4.

3.2. Roughness Length and Sensitivity to Flow
Routing

[42] In complex multithread channels, uniform changes
in bed roughness have been found to create complex and
sometimes counterintuitive impacts on flow velocity [e.g.,
Lane et al., 1994]. For example, in a 2-D-numerical-model-
ing study of a multithread gravel-bed river, Lane et al. [1994]
found that uniform increases in bed roughness resulted in
flow deceleration in shallower zones, but, because of rough-
ness submergence effects, and so as to conserve mass, flow
velocity increased in deeper zones where roughness was
more submerged. Such effects have not been explored in
large rivers. To investigate the influence of roughness on
flow routing, a deeper (Channel A, Figure 2, clear thalweg,
~15 m depth) and a shallower (Channel B, Figure 2, ~5 m
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depth) channel was identified, and predicted velocity profiles
(labeled P, and Py, in Figure 2) were extracted from each to
assess their sensitivity to the roughness lengths employed.

[43] In Figures 8a and 8b, these velocity profile predic-
tions are presented for each roughness length simulated.
Also included in these figures are the reconstructed velocity
profiles obtained through the application of the CWE
(equation (2)). The results show that, in all cases, increas-
ing the roughness length results in a reduction in the near-
bed velocity. In the shallower channel (Figure 8b), this
effect extends throughout the flow depth for most rough-
ness lengths. However, in the deeper channel (Figure 8a),
this effect is limited to the bottom 20% of the flow depth,
with the upper part of the flow column exhibiting large
increases in flow velocity in response to the increase in
roughness length. This is more clearly seen in Figure 8c,
which compares the predicted near-surface and near-bed
velocities (at 95% and 5% of the local flow depth, respec-
tively) as a function of roughness length. The sensitivity of
near-bed velocities to changes in roughness length is simi-
lar in both channels, but the sensitivity of near-surface
velocities is much greater in the deeper channel, especially
for small changes in roughness length.

[44] Assessment of how the discharge ratio between
channels A and B (Or = Op/Qa) changes as a function of
ks shows that the increase in velocity for z/h > 0.2 is asso-
ciated with an increased discharge in channel A (Figure 8d).
Figure 8d shows how the flow is routed as the roughness is
changed. The results show that, for low roughness lengths,

(a) (b)
1 someOd bHO® 1 I
vou u: :n: ! v/<>~>¢
velead vaop lood
vhone ook Iy
oo fod
< e b0 =<
5 05 “}:»; 5 05 o
‘f:::? J /
. pox> <m-7
-
e _ cos qamor
0 #O% b dodo+ O
0 0.5 1 1.5 0 0.5 1 1.5
1 -1
U,y (M) Uy (MS7)
k ©0.003m 0015m * 003m * 006m 0.09m 0.15m — — 0.003m
M ——-30m
< 03m > 09m * 15m ¢ 21m * 3.0m
(d)
0.2
0.15
Q
0.1
0.05
0
0 0.1 0.2 0.3 0 0.1 0.2 0.3
k\ M (m) k\ M (m)

Figure 8. Velocity profiles extracted from the CFD domain at (a) x = 5.8 and y = 2.1 km (P,) and
(b) x = 6.8 and y = 3.6 km (P},) for various uniform boundary roughness lengths (0.003-3.0 m). Also
shown are the CWE fits to the inferred £, ;¢ values and depth-averaged velocities. (c) Near-bed (solid
line) and near-surface (dashed line) velocity for the profiles presented in Figure 8a (filled circles) and
8b (+). (d) Discharge ratio Qg (= Q4/0.) as a function of roughness length (Qu; = 15,100 m*> s ).
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approximately 20% of the flow is routed down the shallower
channel, while for the largest roughness length, the total
flux drops by around 50% of the previous value to around
10% of the total flow. In fact, the model is most sensitive
for smaller roughness lengths, whereby nearly half of the
changes in discharge ratio occur for the smallest 20% of
simulated roughness lengths. The results shown in Figure 8
are important, because they show that even small changes
in roughness length, a parameter that was found to be diffi-
cult to calibrate reliably given the available flow-measure-
ment data, can have a major impact upon the way that flow
is routed through the channels. These kinds of extreme sen-
sitivity are likely to result in a high probability of diver-
gence between predicted model behavior and observed river
behavior in models of form-flow-sediment transport feed-
back [Haff, 1996] and will be further complicated by the
effects of spatial variability in bed roughness [Nicholas,
2005].

3.3. Reinterpreting Roughness Lengths in CFD
Simulations of Large Rivers

[45] The previous sections have shown a marked sensitiv-
ity of flow routing and flow structures to changes in rough-
ness length as well as no clear means by which a global
roughness-length value might be optimized based on obser-
vations. A primary reason for this sensitivity appears to be
the effects of changes in roughness length on flow routing,
such that roughness length responses cannot be described
by local parameterizations alone. It is almost certainly the
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case that roughness representation needs to move away
from a focus upon grain upscaling to incorporate the wider
set of influences upon energy losses (e.g., flow convergence
and divergence). Additionally, there is also the uncertainty
caused by the known discrepancy between the spatial reso-
lution, and hence, the associated topographic data content
of the model used herein, and the features of bed topogra-
phy (e.g., dunes) present in large rivers such as the Rio Par-
ana. In this part of the paper, we explore how the problem
of roughness representation in 3-D and 2-D CFD simula-
tions of large rivers can be addressed from analysis of
model data extracted from 3-D simulations.

[46] The velocity profiles shown in Figures 8a and 8b are
plotted in log-linear space in Figures 9a and 9b for the small-
est and largest roughness lengths simulated (kg = 0.003 m
and kg = 3.0 m). These plots show a clear log-linear rela-
tionship that holds from near the bed and through a signifi-
cant proportion of the flow depth, extending through almost
the entire flow depth in the shallower channel (Figure 9b).
These results show that the velocity profile is log-linear over
a larger portion of the depth for (1) velocity profile P, and
(2) increasing roughness lengths. In this paper, this portion
of the flow is referred to as the log-linear layer. This method
has been used before to estimate bed shear stress and rough-
ness lengths in rivers [e.g., Ashworth and Ferguson, 1986;
Ashworth et al., 1992; Whiting and Dietrich, 1991 ; Wiberg
and Smith, 1991 ; Biron et al., 1998].

[47] Using linear regression, a function of the form .,
= a In(z) +b was fitted to the data in the log-linear region.
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Figure 9.

Log-linear velocity profiles at (a) x = 5.8 and y = 2.1 km (P,) and (b) x = 6.8 and y = 3.6 km

(Py) for kg = 0.003 and 3.0 m. (c) Equivalent roughness length £ ;¢ plotted as a function of roughness
length kg (d) The roughness length computed from the simulated results using the van Rijn (2007)

parameterization.
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These fitted lines are plotted in Figures 9a and 9b (dotted
lines) together with the velocity predictions. The data
included in this regression extends from close to the bed,
up to and including the data points that are encircled. The
depth of the log-linear layer is dependent on the roughness
length, extending further into the flow for higher values of
ksm- As the profiles are not log-linear over the entire flow
depth, it was necessary to restrict the fit to the zone display-
ing a log-linear behavior. This was undertaken by increas-
ing progressively the number of data points (n) used to
evaluate the linear best fit, starting with » = 3 and progress-
ing until all the data in the profile had been used. For each
linear fit, an error estimate was obtained:

1 i=n

o(n) = \j ;Z ((teta) — (usi))*,

i=1

(11

where <ucgq> is the CFD prediction and <ug> is the ve-
locity estimated from the linear best fit. The number of
points used in the log-linear fit was then based upon seek-
ing the local minima of ¢ for each velocity profile. In some
cases, a local minimum was not obtained, and for these pro-
files, n was selected manually based on the o(n) profile.
This was due to the vertical resolution within the log layer,
resulting in nonuniform weighting effects, and as such was
mainly an issue for smaller roughness lengths. For this rea-
son, synthesis of the entire reach modeled was not practi-
cal, and so only a number of profiles distributed through
the domain are investigated herein (locations defined in
Figure 2). These locations were selected as they are spa-
tially distributed across the reach and representative of the
range of depths observed in the reach. Using equation (1)
together with the constants (a and b) obtained from the lin-
ear regression (to the logarithmic part of the velocity pro-
file), inferred bed shear velocity (i}, = ax) and roughness
length (ks inr = 30 exp(—b/a)) were calculated for all values
of roughness length (ks) simulated. Figures 8a and 8b
show the predicted velocity profiles obtained using the
fully rough log-law (equation (1)) together with the
inferred roughness length and shear velocity. The results
are presented for the largest and smallest roughness lengths
tested.

[48] In Figure 9c, this inferred roughness length (k; jnf) is
plotted as a function of the applied roughness length (kg\y)
for all locations (P,-Py) indicated in Figure 2. The results
for locations P, and Py, have been highlighted by drawing a
blue and black line through the respective data points. It
may be expected that the inferred and applied roughness
lengths should converge as denoted by the 1:1 line of
agreement (Figure 9¢). However, the results show that the
inferred roughness length (ki) is larger than the applied
roughness length (kg), indicating that there needs to be an
upward multiplication of kg, that has parallels with that
required in gravel-bed rivers [Hey, 1979b; Clifford et al.,
1992]. Natural variability in the topographic data leads to
roughness effects that are transmitted to the flow through
shear stresses, leading to larger energy losses than may be
expected for a given roughness length. Two important
points follow from this observation. First, it confirms that
lower values of roughness length are required in 3-D simu-
lations than in 2-D simulations, because roughness lengths
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in 3-D simulations only apply to the boundary cells, with
other components of the total shear in the water column
represented by explicitly modeled shear between adjacent
grid cells. Importantly, this demonstrates that roughness
lengths cannot be transferred simplistically between 3-D
and 2-D models. Second, applying field-derived estimates
of kg (obtained from extrapolation assuming a logarithmic
flow profile) to a 3-D numerical simulation should be
undertaken with caution and only after correction, as the
estimate of kg, obtained from a velocity profile (k;inr
herein) is not equivalent to that applied to the law-of-the-
wall in the near-boundary cell (kg herein). These results
also show that (1) for a given location, this upscaling factor
varies in a nonlinear way with increasing applied roughness
length for kg less than 0.9 m and (2) for a given applied
roughness length (kg\), there is considerable spread in
the multiplication factor that would be required to relate
the inferred and applied roughness lengths depending on the
location within the reach. For example, for kg = 0.06 m,
the inferred roughness length is & jnr = 0.114 m for location
Py, and 0.0091 m for P,.

[49] A primary reason for modeling flow in large rivers
is to obtain estimates of bed shear stress. In depth-averaged
simulations, the boundary shear stress is commonly esti-
mated from the quadratic law with roughness effects esti-
mated using the CWE (equation (2)), which assumes that
the flow is log-linear over the entire flow depth. However,
the model predictions (Figures 9a and 9b) show that this
velocity assumption is not valid over the entire flow depth.
For a given inferred roughness length (k. inf), convergence
in bed shear stress estimates between depth-averaged simu-
lations (using the CWE) and 3-D simulations (using equa-
tion (1)) will result in divergence between the predicted
depth-averaged velocity. This is a consequence of the non
log-linear velocity profiles observed, most notably for
smaller roughness lengths and in deeper areas of the reach.
In Figures 8a and 8b, we have supplemented the 3-D model
velocity profiles (for location Pa and Pb) with reconstructed
velocity profiles obtained using the fully rough log-law
(equation (1)). These profiles were computed assuming
fully log-linear flow with the inferred roughness length
(ksing) and shear velocity (u} ;). These represent the CWE
in the case where k; ;¢ is used and there is convergence in
the predicted bed shear stresses.

[50] These differences are due to divergence from log-lin-
ear velocity profiles. In our simulations, the flow is log-linear
over the lower part of the flow and relatively uniform close
to the water surface. To account for this when applying the
CWE, the roughness length applied could be upscaled to
reflect the fact that only part of the flow is log-linear. Analy-
sis of the selected velocity profiles (see Figure 2 for loca-
tions) using the solutions for the optimal roughness lengths,
ks = 0.03-0.06 m, show that the flow is log-linear for at least
74% of the flow depth for all but one location (P.). For this
profile, the log-linear depth was assessed to be 55% of the
flow depth. This result does not point toward a simple scal-
ing relationship and further work, which is beyond the scope
of this paper, is needed to develop this further. Herein, we
have concentrated on divergence from logarithmic velocity
profiles and note that these functions also need to account
for energy losses induced by inertia, secondary flows, and
turbulence [see Blanckaert, 2010].
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[51] van Rijn [1984, 2007] proposed roughness predic-
tors based on estimates of characteristic bedforms and
related these to the flow hydraulics. These predictors use
depth-averaged values of the flow to predict sand roughness
that can then be applied using the CWE. In 3-D flow calcu-
lations, departure from a fully logarithmic velocity profile
implies divergence in bed shear estimates compared with
depth-averaged simulations using the CWE. This method
therefore needs to account for these differences and thus is
not suitable for our 3-D simulation. However, herein we
evaluate the van Rijn [2007] roughness predictor using the
results from our 3-D CFD simulation to compare with the
roughness values applied. The van Rijn [2007] roughness
predictor is a function that returns the equivalent sand
roughness (ks vr). It is dependent on the median grain size
(Dsy), relative grain density p/p,,, flow depth, and depth-
averaged velocity. Field measurements in the study reach
suggest that Dsy = 350 pm and s = 2.02 and values of
ks vr were calculated for the locations identified in Figure 2
(P,-Py). These values were then used together with the
measured depth and depth-integrated velocity predictions
to compute the results presented in Figure 9d. The com-
puted van Rijn roughness values (k;vgr) are then presented
as a function of the roughness length applied in the model
(ksm)- The results show that the equivalent roughness
length (k,vr) is largely insensitive to the value of kg
applied in the model. For roughness values less than
approximately 0.004 m, the van Rijn [2007] estimation is
larger than the roughness length applied in the CFD model.
For larger simulated roughness lengths (ks\), the van Rijn
[2007] estimation is significantly smaller than the applied
roughness length. However, the predicted roughness
lengths (k, vg = 0.12-0.42 m) are a similar order of magni-
tude to the optimal roughness lengths (kg = 0.03-0.06 m),
suggesting van Rijn’s [2007] roughness predictor may per-
form well. These results highlight the difficulties associated
with specifying spatially distributed roughness in 3-D mod-
els in situations where the roughness lengths are not known
a priori.

3.4. Channel-Scale Primary and Secondary Flow

[52] It is useful to separate the primary and secondary
components of flow, although this is not straightforward,
and there are a number of methods that are widely used (see
Hey and Rainbird [1996], for a full review). These methods
involve rotating planar cross sections and reprojecting the
velocities to obtain the secondary and primary components
of flow. All but one [Rozovskii, 1957] of these methods
apply the rotation to the entire cross section, which typically
extends across the entire river. The assumption associated
with this rotation is that the primary flow direction does not
vary significantly across the section. The Rozovskii [1957]
method is different in that rotation is applied to vertical ve-
locity profiles based on the depth-averaged velocity at each
location.

[53] Lane et al. [2000] tested some of these methods using
model data to evaluate their usefulness in identifying sec-
ondary circulatory cells in confluent rivers and concluded
that the Rozovskii [1957] method is very sensitive and likely
to reveal secondary circulatory flow patterns. They also sug-
gested that, for confluent channels, this rotation should be
applied using two cross sections, one on either side of the
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mixing layer. In regions where the flow direction changes
significantly across the channel, the primary flow direction
may deviate significantly from the average. In these situa-
tions, identification of the primary and secondary flow
becomes difficult.

[54] In large rivers, such quantitative determination of
secondary flow is possible [e.g., Richardson and Thorne,
1998] but difficult [Parsons et al., 2007 ; Szupiany et al.,
2009; Sandbach et al., 2010], especially when the river
contains a number of nested scales of curvature as well as
channel and bar confluences, where it is difficult to apply
quantitatively based rotation methods [Lane et al., 2000;
Parsons et al., 2007]. Herein, we use cross streamlines
based on the depth-averaged velocity field. Cross stream-
lines are defined in much the same way as streamlines
but with the velocity field rotated by 90°. Since the flow
is rotated by 90°, the resultant velocity vectors are, by
definition, perpendicular to the primary flow direction.
These cross streamlines help separate the primary and
secondary flow directions and in 2-D, this can be written
formally as

dx/U, = —dy/U,. (12)

[55] The resultant patterns of cross streamlines and
streamlines are used to define planar cross sections onto
which the primary and secondary flows are projected. In
Figure 10, the depth-averaged flow is represented using
streamlines (blue) and cross streamlines (red, obtained using
equation (12)) in the lee of the bar identified in Figure 2.
The depth-averaged flow field was obtained using model
results from the 3-D CFD simulations conducted as part of
this work, where kg\; = 0.06 m. These results were selected
as they represent our best estimate of the flow based on the
analysis of section 3.1. Also included here are contour plots
of the bed topography and cross sections (green) that indi-
cate the locations of the velocity cross sections presented in
Figure 11. These cross sections were obtained by fitting a
line (using linear least squares regression) through the data
points obtained from the cross-streamline analysis for the
labeled transects. For cross-section (c), two planar surfaces
are used to represent the flow, and meet at what we refer to
as the “hinge point.” In this paper, we located the hinge
point by selecting the position on the cross streamline that
lies at the midpoint between the two converging stream-
lines. For this transect, the fitted line was forced to pass
through hp, to produce a smooth transition along the cross
section.

[s6] These cross sections show that just downstream of
the confluence, the flow direction changes significantly.
Cross-section (c¢) is made up of two lines joined together at
the hinge point, hp., and there are still significant devia-
tions between the cross section and cross streamline. This
highlights the difficulties associated with selecting “repre-
sentative” cross sections in large rivers. In fact, there is a
case for perhaps increasing the number of planar surfaces
used to represent these cross sections. However, we cur-
rently lack a methodology for the identification of multiple
hinge points. One possible way forward would be to use
cross streamlines at each location used to represent the flow,
for example each grid cell. However, in this case, the result
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Figure 10. Representation of the flow (depth-averaged) using streamlines (blue) and cross-streamlines
(red) downstream of the bar identified by the box in Figure 2. These depth-averaged values were
obtained from the 3-D CFD simulations conducted as part of this work where ks = 0.06 m. Also
included here is a contour plot of the bed topography and cross sections (green) used to rotate the data
into primary and secondary flows presented in Figure 11.

is much the same as that proposed by Rozovskii [1957], and
as such the same criticisms [Lane et al., 2000] can be made.
[s7] Figure 11 shows a series of plots that represent the
flow in the cross sections defined in Figure 10. Here primary
flow () is represented using contours, and secondary flow
(u, and u,) is represented using vector arrows. These are
presented in terms of cross-stream distance S, defined as the
horizontal distance to the hinge point hp. (see Figure 10).
The cross-sectional velocities might be expected to only
contain a small depth-averaged component. However, these
transects are fitted to the cross streamlines using planar
surfaces, and so the plane into which the primary and sec-
ondary flow are separated is not perpendicular to the depth-
averaged flow vector. This results in a larger component of
the depth-averaged flow projecting into the secondary flow
plane and further highlights the difficulties associated with
resolving primary and secondary flow in very large rivers.
[s8] Cross sections (a) and (b) in Figure 11 represent the
flow upstream of the confluence and show that the magni-
tude of the primary flow in the deeper thalweg channel (b)
is larger than the shallower channel (a) to the true right of
the bar. The flow in this channel also has a velocity core
that is located around the center of the channel thalweg. In

each of these transects (a and b), the secondary flow is prin-
cipally directed towards the bar as one might expect for
such a convergent situation. However, for transect (b),
there is a clear divergence of flow at around S = —400 m,
which represents around 40% of the cross section shown.
This is most likely driven by upstream divergence around a
submerged bar, although it may also be due partly to devia-
tion between the transect along which the flow is projected
and the cross streamline (see Figure 10) that represents the
secondary flow direction. This is also a feature of transect
(c), again for similar reasons.

[59] Cross-section (c) represents the flow immediately
downstream of the bar and was constructed from two planar
surface rotations of the velocity field. The hinge point is
located at S = 0, which separates the flow in the shallower
channel (negative S) from the deeper channel (positive S). In
the shallower channel (negative S), the secondary velocities
are typically small except for the region close to the hinge
point (S between 0 and —400 m). This corresponds to an area
where the transect deviates significantly from that of the cross
streamline (see Figure 10), which influences the computed
secondary flow. However, this cross section does appear to
show evidence of secondary circulation. Furthermore, in a
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similar way to transect (b), the primary flow is concentrated
in the thalweg channel.

[60] Cross-section (d) represents the flow further down-
stream where the cross streamlines vary much less than at
cross-section (c). For cross-section (d), there is no clear
hinge point across the convergent streamline interface, and
so a single cross section is used to represent the flow across
this section of the river. The secondary flow in this cross
section is largely directed toward the right bank, forced
topographically by the submerged bar and the lateral shift
in the channel thalweg. The primary flow in this cross sec-
tion is more spread out, extending not only across part of
the deeper thalweg channel but also over a shallower area
of the submerged bar. This is a result of lateral migration of
the channel thalweg.

[61] In summary, these results indicate that although the
thalweg is the dominant topographic feature that steers
flow, large-scale topography, such as bars, can also have a
significant impact on the flow. The magnitude of the pri-
mary and secondary flow in the shallower channel to the
true right of the bar is typically smaller than in the deeper
thalweg channel. In cross-section (c), there appears to be a
region of secondary circulation. However, this cross
streamline deviates significantly from that of the cross sec-
tion, which may significantly influence the computed sec-
ondary flow (see Figure 10). In general, these results show
that there is an absence of computed secondary circulatory
flow, an observation which is perhaps surprising given the
convergent nature of the flow. Parsons et al. [2007] also
observed a lack of secondary flow in a large confluence-
diffluence unit approximately 40 km downstream of our
study reach. Parsons et al. [2007] concluded that: the
higher width-depth ratio associated with large rivers and
the much slower adjustment of dune morphology to
changes in river discharge, both may dampen secondary
circulation formation. It should also be stressed, however,
that the turbulence closure applied herein is isotropic and
thus anisotropic turbulence-driven secondary circulation is
not modeled. However, as suggested in section 2.4, labora-
tory and field data show that turbulence-driven secondary
circulations are typically small. This absence of secondary
circulation and the semi-2-D nature of the flow suggest
that, in one sense, large rivers are simpler than smaller riv-
ers and that a 2-D approach may be sufficient, enabling
larger spatial and temporal scales to be investigated.

4. Discussion and Conclusions

[62] In this paper, results have been presented from a
combined field and numerical modeling study of one of the
world’s largest sand-bed rivers, the Rio Parana, to investi-
gate the possibility of applying CFD schemes to understand
flow in very large rivers at large scales (~10 km). A series
of CFD simulations were run using a range of roughness
lengths to parameterize bedform effects not present in the
model. The CFD model was calibrated using measured flow
data and the resulting flow field investigated and interpreted.

[63] Calibration for roughness effects in numerical mod-
els is typically achieved using the reach-averaged water sur-
face slope. However, in the Rio Parana, the water surface
slope is small and difficult to measure. Optimization was
therefore conducted using 3-D ADCP measurements. This
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data was analyzed using a number of metrics including: bias
(obtained using the gradient of the regressed line), scatter
(from the correlation coefficient r), and variance of the data
about the 1:1 line of equality. The analysis suggests that the
metrics of bias and scatter provide the most sensitive and
best means of optimizing the model. The variance metric was
least sensitive to changes in roughness and resulted in very
different optimum roughness lengths to the bias and scatter
metrics. Furthermore, analysis of the water surface slope
results adds more validity to the bias and scatter metrics.

[64] Based on this analysis, our results indicate that the
optimum roughness length is around kg, = 0.06 m for this
reach at the studied discharge (~15,100 m® s7!). This is a
similar order of magnitude to the intermediate roughness
estimate (k, = 0.04 m), which is based on reach-averaged
properties such as water surface slope and flow velocity
(see section 2.3). The estimate based on measured bed-
forms suggested roughness lengths around 0.73 m, an order
of magnitude larger than the optimum. These result repre-
sent the flow at 15,100 m® s~' which is a larger than the av-
erage (~12,000 m> s") discharge for this part of the Rio
Parana. They are therefore only applicable to this discharge
and a fully developed understanding of flow in large rivers
can only be obtained from further investigation over a
range of flow conditions. This would require a number of
repeat flow and topography surveys and be a significant field
undertaking. Furthermore, our results show the limits of using
existing wall functions for the representation of roughness
effects in large rivers. Taken together, these conclusions points
toward the need to develop process-based roughness closures
that are centered upon the distinction between what is con-
tained explicitly as topographic information in the model (a
function of both model resolution and available topographic
data) and what then has to be parameterized as roughness. As
both 2-D and 3-D models represent roughness as a wall treat-
ment, and this wall treatment is grounded in the form of the
turbulence model used, the starting point has to be turbulence
models that can capture the length scales associated with
larger rivers.

[65] Spatial patterns of flow around, and in, the lee of a
large bar were presented using the optimum CFD results.
Cross-sectional velocity profiles of primary velocity magni-
tude and secondary velocity vectors were presented. The
primary and secondary flows were resolved using a novel
technique developed herein. The flow patterns indicate that
although the thalweg is dominant in steering the flow, large
topography, such as bars, also have a significant impact on
the flow. In general, the model results show that there is an
absence of secondary circulations, an observation also
made by Parsons et al. [2007] for flow around a bar
approximately 40 km downstream of this reach. The results
also highlight the difficulty associated with resolving pri-
mary and secondary flows.

[66] Our results indicate that the flow is log-linear over a
large portion of the flow depth, and that the flow is largely
uniform above this. The depth of the log-linear layer
increases for larger roughness lengths, and in the shallower
areas of the flow a larger part of the flow depth is log-linear.
The results also indicate that solutions obtained using the
CWE (equation (2)) without correction will diverge from the
results obtained using 3-D models. This correction could be
incorporated through the submerged roughness, A/k;, achieved
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by upscaling the applied roughness length k. However, our
results did not provide evidence for a simple scaling rela-
tionship. The semi-2-D nature of the flow and the absence of
secondary circulation suggest that large rivers may be investi-
gated using simpler 2-D approaches. This simplification opens
up the possibility that much larger spatial- and temporal-scales
can therefore be investigated. The present model results also
show that changing roughness lengths results in the deeper
channels routing more of the flow, and that this was especially
sensitive for smaller roughness lengths.

[67] These velocity profiles were further analyzed using
linear regression in log-linear space to obtain estimates of
roughness lengths (inferred roughness). The results show
that these estimates (k;nr) are larger than the applied rough-
ness length (kq\), which is perhaps counterintuitive, as they
may expected to be equal. However, topographic variability
produces roughness effects that are transmitted to the flow,
thereby leading to larger inferred roughness lengths than
applied. This additional effect must therefore be included
when inferring roughness from field-derived estimates. We
also computed roughness lengths using van Rijn’s [2007]
roughness estimator and flow velocities from these extracted
profiles. The computed roughness lengths were largely
insensitive to changes in modeled roughness length. For the
selected velocity profiles, the predicted roughness lengths
(ks,vr = 0.12-0.42 m) were a similar order of magnitude to
the optimal roughness lengths (kg = 0.03-0.06 m), suggest-
ing van Rijn’s [2007] roughness predictor may perform well.
However, these estimates are based on depth-integrated
results and so there is a need to rescale these results.

[68] Future work should aim to assess whether or not em-
pirical or semiphysical generalizations can be developed that
model the additional parameters needed to upscale roughness
lengths appropriately in 3-D CFD simulations. This must also
address any “morphodynamic lag” that may lead to damping
of secondary circulation [Parsons et al., 2007]. If such gener-
alizations cannot be developed, then roughness representation
may be better focused upon explicit measurement and repre-
sentation of bedforms in much higher-resolution CFD
applications than in development of effective roughness
parameterizations. As already discussed, this limits the spatial
scale that can be modeled and may only be representative of
a small range of flow conditions. Furthermore, until such
relationships are developed, applications of both 2-D and 3-D
CFD models need to explore roughness-length sensitivity as
part of a wider analysis of model uncertainty.
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