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We present the relation between the Floquet scattering matrix and the nonequilibrium Green’s function
formalisms to transport theory in noninteracting electronic systems in contact to reservoirs and driven by
time-periodic fields. We present a translation formula that expresses the Floquet scattering matrix in terms of
a Fourier transform of the retarded Green’s function. We prove that such representation satisfies the funda-
mental identities of transport theory. We also present the “adiabatic” approximation to the dc current in the

language of the Keldysh formalism.
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I. INTRODUCTION

Recently, there has been increasing theoretical and experi-
mental activity around quantum transport phenomena in-
duced by time-dependent fields. Pumping phenomena in me-
soscopic systems constitutes a very interesting case, where
periodic out-of-phase potentials deform the gates of semi-
conductor structures allowing for the generation of dc cur-
rents even in the absence of a static bias.!"14

The scattering matrix approach and Keldysh nonequilib-
rium Green’s function technique are the most powerful for-
malisms in the theory of quantum transport. Recently, the
generalization of the scattering (S) matrix theory to time-
periodic transport phenomena in an energy representation
has been formulated,!>"!7 while an alternative treatment in a
time representation has been proposed in Refs. 18-20.
Keldysh formalism as a theoretical tool to investigate time-
dependent transport phenomena in mesoscopic systems has
been introduced some time ago®'?> and has been employed
to study problems such as ac-transport through quantum
dots?? and superlattices,’* Josephson junctions,?>*® and quan-
tum pumps.?’?8 Recently a practical formulation to treat
problems with harmonically time-dependent potentials has
been presented and used to investigate quantum transport in
a mesoscopic ring threaded by a time-dependent flux?® and
systems with ac potentials.3®3! Other formalisms to describe
quantum transport in the presence of time-periodic fields are
based in a modified transfer matrix approach®? and in the
Floquet representation of the Hamiltonian with the introduc-
tion of non-Hermitian dynamics for the wave function propa-
gation, in order to represent dissipative effects.337

The scattering matrix formalism is basically a single-
particle approach. Therefore, it cannot be directly applied to
systems described by Hamiltonians containing many-particle
interactions. The theoretical framework in which Keldysh
formalism is based is exactly the opposite one, namely, the
systematic treatment of many-particle interacting systems.
This formalism is, however, also adequate to investigate
transport phenomena through mesoscopic systems even in
the case that many-body interactions do not play a relevant
role. The reason is that the effect of the environment, in
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particular, the leads and reservoirs to which the mesoscopic
system is connected, are suitably represented in terms of self-
energies. In the description of quantum transport in systems
of noninteracting electrons, the agreement between both for-
malisms is expected to be the rule. In the context of station-
ary transport, the equivalence between the two approaches
was pointed out by Fisher and Lee.

An important experimental situation corresponds to the
case of slowly oscillating driving fields. The low frequency
regime is sometimes loosely referred to as “adiabatic.” This
word stems from the Greek word “a-diabatos,” which means
“not passable.” Traditionally, in theoretical physics, this term
is employed when an isolated or closed quantum mechanical
system is perturbed by a time-dependent Hamiltonian in such
a way that the eigenstates do not mix as time evolves. This
idea cannot be trivially exported to describe a quantum sys-
tem coupled to an environment where the spectrum is con-
tinuum and concepts such as energy levels are not well de-
fined. In the framework of open quantum systems, the term
“adiabatic” is sometimes understood as synonymous of low
frequency behavior while it is also sometimes employed to
define a description where the variable ¢ in the time-
dependent piece of the Hamiltonian is considered as a frozen
parameter. An important number of works have been devoted
to investigate quantum transport in pumps within the low-
frequency regime. In particular, an adiabatic approximation
to the Floquet scattering matrix has been introduced>%!3:15-17
which, in practice, allows for the evaluation of the contribu-
tion to the pumped dc current that behaves linearly in the
driving frequency.

The aim of this work is twofold. On one hand, we show
that, for noninteracting quantum systems driven by time-
periodic fields, in contact to static reservoirs with arbitrary
densities of states, or with oscillating reservoirs described by
smooth densities of states, it is possible to establish a trans-
parent and complete dictionary between the Floquet scatter-
ing matrix approach of Refs. 15-17 and the Keldysh Green’s
function treatment of Ref. 30. The second goal of this work
is to formulate an adiabatic approximation, analogous to the
one used in scattering matrix formalism, in the language of
nonequilibrium Green’s functions.
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The work is organized as follows. In Sec. II we summa-
rize the description of quantum transport within the scatter-
ing matrix approach as well as the adiabatic approximation
to the Floquet scattering matrix. The description of quantum
transport for noninteracting electrons driven by time-periodic
fields in the framework of Keldysh formalism is summarized
in Sec. III. We present several equivalent equations to evalu-
ate the dc component of the current flowing between the
reservoirs and the central mesoscopic driven system. We
consider cases where the pumping voltages are locally ap-
plied only at the central system, as well as cases where the
voltages are applied at the reservoirs. A formula that allows
for the translation between the two formalisms is presented
in Sec. IV where, in addition, we show that a fundamental
property such as the unitarity of the Floquet S matrix can be
proved in terms of identities satisfied by the nonequilibrium
Green’s functions. In Sec. V we present the adiabatic ap-
proximation formulated in the language of nonequilibrium
Green’s functions. Finally, Sec. VI is devoted to summary
and conclusions. We have also included Appendixes A-D
with relevant identities and properties used along the work.

II. SCATTERING MATRIX FORMALISM
A. General formalism

The scattering matrix approach to quantum transport, usu-
ally referred to as the Landauer-Biittiker approach, considers
the propagation of carriers through a mesoscopic sample as a
scattering process.’®*? The sample (scatterer) is assumed to
be connected to several N, contacts (playing the role of elec-
tron reservoirs) via single channel leads. Then, all the infor-
mation about transport properties of a mesoscopic sample is

encoded in the scattering matrix S whose elements are quan-
tum mechanical amplitudes for electrons coming from some
lead to be scattered into the same or any other lead. These
amplitudes are normalized in such a way that their squares
define corresponding currents.

In each lead there are two kinds of states, incoming to and
outgoing off the scatterer. Correspondingly, we introduce
two kinds of second-quantization operators d,(E)/ dL(E) and
l;a(E) /I;L(E) which annihilate/create one particle in the lead
a with energy E. Using these operators one can calculate a
time-dependent current flowing into lead « as follows (we
use a convention that the current directed from the scatterer

towards the reservoir is positive and express the current in
units of e/h):*0

Jo(t) = J f dEdE' T E-E
0 J0

X{BUE)b(E") = (GL(E)ao(E")}. (1)

Here (---) means quantum-statistical averaging over equilib-
rium states of all the reservoirs which are assumed to be
unaffected by the coupling to the scatterer.

1. Time-periodic local potentials and static reservoirs

The operators l;a for particles scattered into lead « are
related to the operators dg for incoming particles (8
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=1,...,N,) through the scattering matrix.*’ In the present
paper we will consider the scatterer which is driven by ex-
ternal forces that are periodic in time with period 7
=21/(). Interacting with such a scatterer an electron can
gain or lose some energy quanta nfi{)y, n=0,=x1,.... There-
fore, in this case the elements Sy ,4(E,,E) of the scattering

matrix (the Floquet scattering matrix Sz, see, e.g., Ref. 41)
are photon-assisted amplitudes (times \k,/k, k=\2mE/#%?)
for an electron with energy E entering the scatterer through
lead B and leaving the scatterer with energy E,=E+n#fi{),

through lead «. The relation between operators b for outgo-
ing particles and 4 for incoming particles reads as follows:'?

Nr
bo(E) = 2, 2 Sp.ap(E.E,)AgE,). (2)
B=1 n

Here the sum over n runs over those n for which E,>0. In
general, some elements of the Floquet scattering matrix de-
scribe transitions between the bound states (E,<<0) and
propagating (i.e., current-carrying) states or vice versa. Such
processes do not contribute to Eq. (2). Therefore, in what
follows, by the Floquet scattering matrix we will mean the
submatrix corresponding to transitions between propagating
states only. In fact, if 2, <<E, the sum in Eq. (2) runs over
all the integers: —c<<n<<oo. Note that if the scatterer is sta-
tionary, then only the term with n=0 remains nonvanishing.

Current conservation implies that the Floquet scattering
matrix is a unitary matrix !>

N ©

r

2 2 SpEnE)SpfEE,) = 8,004,  (32)

P=1 n=—»

N ]

2 2 Sof(EE)Syy(EpE,) = 8,08,y (3b)
B=1 n=—x
The particles incoming from some reservoir « are equi-
librium particles. Therefore, if the reservoirs are stationary
we have

(GLE)Ag(E")) = 8,30(E — E")f (E), (4)

where f,(E) is the Fermi distribution function for electrons
in reservoir a. In general, the reservoirs have different
chemical potentials u, and temperatures T,. The oscillating
potentials at reservoirs will be considered separately.

In contrast, the scattered particles are nonequilibrium ones
with the distribution function ﬁ;“t)(E) SE-E")S,p
=(I;;(E)5},(E’)) being different from the Fermi distribution
function'

N, o
fOE) =2 2 |Sp.ap(EBEfoE,). (5)
B=1 n=—»
Using Egs. (4) and (2) one can calculate the time-
dependent current 1,(t), Eq. (1), flowing into the lead a. The
dc component /,, of this current reads as follows:
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Jo= f dE{f(E) - f.(E)}. (6)

0

Substituting Eq. (5) into the above equation, using Eq. (3b),
and making the shift £E— E—nh{),, we finally get

Nr

Ja=f dEE 2 |SF,aﬁ(EmE)|2{fB(E)_fa(En)}- (7)

0 B=1 n=—x

This expression emphasizes that for small frequencies, only
electrons close to the Fermi level do contribute to the cur-
rent.

An alternative expression for the above current may be
obtained by making the energy shift in f(;”[)(E) only and
using Eq. (3a). We get a dc current in a more usual form (as
a difference of forward and back photon-assisted transmis-
sion probabilities):

w N, o
Jo= f dEY, 2 {|Sp.apEnE)*f4(E)

0 B=1 n=—x
- |SF,ﬁa(En’E)|2fa(E)}' (8)

Either Eq. (7) or (8) defines a dc current flowing through the
scatterer coupled to stationary equilibrium reservoirs.

2. Time-dependent voltages at the reservoirs

If the reservoirs are subject to oscillating voltages with
the same frequency

Va(t) = Voz COS(QOt + (Pa)’ (9)

it is possible to use the method presented in Refs. 16 and 42
to evaluate the dc current. We recall that the underlying as-
sumption is that the incoming waves are not Floquet states
but stationary ones. Then, using the method presented in
Refs. 16 and 42, one can calculate the dc current in the
following way:

w ® N,
Jo= J dE 2 2 {fo(E - niQ) — f(E)}

0 n=—o B=I

o

X X SpapE-E)Sp op(E.E,)

m,q=—="
eV eV .
f(ﬁ_sf)f(ﬁ?f)” (10

To calculate the above currents it is necessary to know the

Floquet scattering matrix S . At strong driving this matrix
has an infinite number of elements and problems of conver-
gence are frequently found in its numerical treatment when
the ratio V/{) is large. Therefore, its calculation is, in prac-
tice, a nontrivial problem. This problem can be greatly sim-
plified if the driving frequency ) is small. In this limit the

Floquet scattering matrix S r can be related to the stationary
scattering matrix S, having much less number of elements.
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B. Adiabatic approximation

At low driving frequencies {);— 0 one can expand the
elements of the Floquet scattering matrix in powers of ().
The first terms read as follows:!”

nh € 8S,,,(E)

Sp(E,.E) =S, ,(E) +
F(n) O,() 9 JE

+ 7 QA (E) + O(Q)),

(11a)

nﬁQO ﬁgo’_n(E)

SH(E,E,) =8, _,(E) +
FEE,) =Sy »(E) 5 E

+HQA_(E) + O(Q3).
(11b)

Here S‘Oﬂ is the Fourier transform for the frozen scattering
matrix which is defined as follows:

[

SoE1) = 2 e NS (E). (12)

n=—00

Let the stationary scattering matrix S'O(E) depend on some
parameters p; e {P}, i=1,2,...,N,, which are varied periodi-
cally under an external drive, p;(t+7)=p,(t). The frozen

scattering matrix .§0(E ,1) is defined as the stationary scatter-
ing matrix Sy(E,{P}) with parameters being dependent on

time S‘O(E ,t):S‘O(E ,{P(2)}). We emphasize that the frozen
scattering matrix does not define the scattering properties of
a driven scatterer. Only the Floquet scattering matrix does it.

The matrix A(E ,1), whose Fourier elements An(E) enter
the expansion (11), cannot be related to the stationary scat-
tering matrix and have to be calculated independently. See
Ref. 17 for simple examples. Notice that the current conser-

vation introduces some constraints to the matrix A. Substi-
tuting Eq. (11) into Eq. (3) and taking into account that the
stationary scattering matrix is unitary we get the following:'®

hQ{SiA +A'S} = T\ dE9E o ) (13)
The matrix A reflects a directional asymmetry of a dynamical
scattering process arising as a result of interference of
photon-assisted scattering amplitudes.*?

Equations (11) and (13) show that the expansion in pow-
ers of () is, in fact, an expansion in powers of %)/ SE,
where OF is an energy scale characteristic for the stationary
scattering matrix. The energy scale OF relates to the inverse
time spent by an electron inside the scattering region (the
dwell time). Therefore, alternatively one can say that the
above adiabatic expansion (11) can be applied if the period
of an external drive is large compared with the dwell time.
This definition of an adiabatic regime is different from the
usual one in quantum mechanics, which relates the excitation
quantum %), to the electron level spacing.

We conclude, to find the Floquet scattering matrix with
accuracy of order (), it is necessary to calculate two matrices

§O(E ,7) and A(E, 1), each of them having N, X N, elements. If
this is done we can calculate the current up to terms of order

245322-3



LILIANA ARRACHEA AND MICHAEL MOSKALETS

Q). For the simplicity we suppose that all the reservoirs have
the same chemical potentials and temperatures, hence f,(E)
=fo(E),V a. Then substituting Eq. (11) into Eq. (10), ex-
panding the difference of Fermi functions in powers of (),
performing inverse Fourier transformation, and keeping at
the end only linear in €}, and V,(¢) terms we get the dc
current as a sum of three contributions

/.- f ’ dE(_ %_<E>)
0 OE

0 dt i
X f —{IPmE, 1) + JIE, 1) + JI(E, 1)},
o 70

(14a)

aSY(E.1)

Jff“mp)(E,t)=—ih<§0(E»l) py ) , - (14b)

Nr
JgeCt)(E,[) = 62 {V,B(t) - Va(t)HSO,a,B(E’t) 2’ (14C)
=1
Nr
J(oim)(E’ l) - ez VIB(I){ZﬁQORe[Sa,aB(E’t)AaB(E’ t)]
p=1

i1 ( 380,050 5005 Sy
+l_< 0,08 920.a8 990,08 o,ag) . (14d)
2 o oFE oE ot

In Eq. (14d), we have integrated over energy the term pro-
portional to &f,/JE*> and made it to be proportional to
dfo! OE.

The first contribution Jff”mp)(E ,1) is an adiabatic current
pumped by a dynamical scatterer.® This current is nonzero if
the time-reversal symmetry in the system is broken by the

external drive S’O(t) #* 3‘0(—t). To this end at least two param-
eters of the scatterer have to be varied with a phase
lag different from zero and 7. The second contribution
JSBC[)(E ,1) is due to the rectification of ac currents flowing
under the influence of ac voltages by the varying conduc-
tance of a sample.** This contribution is nonzero if the po-
tentials V,(¢) are different. The third contribution J(;m)(E,t),
is due to interference between the ac currents generated by
the dynamical scatterer and the ac currents produced by the
external voltages.'® This current can be nonzero even if all
the potentials V,(7) are the same. Formally, this contribution
can be viewed as due to external voltages acting as addi-
tional pumping parameters. So, if all the potentials are the
same, V,(1)=V(t), V a and only one parameter of a scatterer
is varied, then only the third contribution remains. Now, we
turn to the Keldysh formalism to quantum transport for har-
monically driven systems and then, we will establish a cor-
respondence between the two formalisms.
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III. QUANTUM TRANSPORT WITHIN KELDYSH
FORMALISM

A. Hamiltonian, Green’s functions, and Dyson equations

The goal of Keldysh formalism is the evaluation of the
Green’s function of the system in the real time axis. The
starting point is a Hamiltonian to describe the driven system
in contact to the N, particle reservoirs through connecting
leads

H(r) = HY(t) + H" + H™(z). (15)

Although this formalism provides a systematic way to ap-
proximately treat many-body interactions, we focus in
Hamiltonians corresponding to noninteracting electrons,
which can be treated exactly. In several problems, it is con-
venient to describe the central driven system by a lattice
model containing N sites. We adopt here that point of view.
For such a system a generic Hamiltonian of spinless nonin-
teracting electrons reads

N
HYS(f) = E [Hiylf(t)c;c,r +H.c.]. (16)
L'=1

We assume that the matrix elements contain static and time-
dependent pieces of the form Hiylf(t)zel,,,((l))+Vu,(t,51,,,),
where @ is a static magnetic flux and the terms depending on
the driving fields being periodic in time, V;;(z,d;;)
=37 e ™'y, (k) with amplitudes depending on the
phases &;;» and V;;(0)=0. For the moment, we do not write
explicitly the dependence of the matrix elements of H*%* on
the magnetic flux and the phases. Instead, we simply write
g and V;;/(¢). We shall recover the more complete notation
in Sec. VI, where we shall analyze symmetry properties that
depend on those parameters. In order to simplify the notation
we also adopt energy units with Z=1.

The contacts between the system and the reservoirs are
described by hopping terms of the form

Heom = — > Walc) ¢j +Hc), (17)

where k, and j, are, respectively, coordinates of the reser-
voirs and the central system. We assume models of free elec-
trons for the reservoirs

He = skacz Cr - (18)
aka [23 (23

We also consider the possibility of applying ac-external volt-
ages at the reservoirs, which are represented by potentials of
the form (9). This introduces a time-dependent shift in the
energies &, —e4(t)=g; +eV, cos(Qyt+¢,). Alternatively,
it is possible to get rid of these time-dependent shifts
by recourse to a gauge transformation cka—w_*ka(t)

=c; e yd1eVa cos@01+¢0) Within such a procedure, the hop-
ping:{z matrix element of Eq. (17) becomes modified to w,
Hwae_ifﬁodtleva cos(@ot1+¢a) Both ways of tackling the prob-
lem end in the same results for the evaluated mean values of
observables. We choose the first one.
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The elementary theoretical tools of Keldysh formalism
are the retarded, lesser, advanced, and bigger Green’s func-
tions. The first ones are defined as follows:

G (1) = O =[G, (1,1") = G (6], (19a)

G (1,1') = ey () e(D), (19b)
while the remaining functions are defined from the relations
> < * A R *
G, (t.t")=[G, (t'.0] and G, ,(t,t")=[G, (',0)]". These
Green’s functions are used in the calculation of mean values
of observables, in particular, the currents flowing through the
different pieces of the driven system. Their evaluation needs
the solution of the equations governing their time evolution,
which are derived from a matrix Dyson equation.®> If we
focus on spatial coordinates lying on the lattice of the central
system it is convenient to define the matrices H®3(¢) and
GR=(1,1"),
fo(t,t’), respectively. The corresponding matrices for the
advanced and the bigger Green’s functions are obtained
from the relations GA(r,t')=[GR(t',r)]T and G~ (¢,
=[G=(t".0]".

In the absence of many-body interactions, the self-
energies entering the Dyson equations for the retarded and
the lesser Green’s functions take into account only the effect
of the “escape to the leads.” They are obtained from the
Dyson equations for Green’s functions with coordinates
along the connections to the leads and integrating out the
degrees of freedom related to the reservoirs.!?? Explicitly,
they read

which have matrix elements Hf;f(t) and

”r(t t ) 5[/ 5['/ |‘/Va|2 (t’t/) (20)
and
S5 ) =00 - )[S (L) -3, )], (@21)
with
gL (tt') = +12 e iy (g )Jmk(%)e—”%

* d . ’ =
X f TN (0= mQp)p - mS),
oo &TT

(22)

where the den51ty of states p,(w)= Ek Sw—eg; ) corresponds
to H™, while N\ (w)=f,(w) and )\ (w)=1 fa(w) where

Folw)=1/(ePalo “2 )+ 1), the Fermi function corresponding to
the reservoir «, which is assumed to be at the temperature
1/B,. This function is only well defined for equilibrium
problems and is thus related only to the stationary compo-
nent of the Hamiltonian H™".2> We also define the functions

V.
r (k (l) —e_lk(’ool E J (QO)]m+k(QO)FO(w mﬂo)

m=—%
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_ R v, v,
FZ(k5 w) = e_lk(po( E ]I‘)‘l<_>‘]ﬂl+k(_)

m=—ow QO QO
XN (0 = mQ)T(w - mQy),

T%(w) = |[Wo|*palw). (23)

In the practical solution of the problem, the strategy fol-
lowed in Refs. 29 and 30 was to introduce the following
Fourier transform for the retarded Green’s function:

t
R(t, a)) — f dtréR(t’t/)ei(wHO*)(z—t’)’ (24)

and to work with convenient integral representations of the
Dyson equations. This results in the following set of linear
equations for the retarded Green’s function:

[

GR(t,w) = G%w) + 2, "e ™ 0GR, w + kQy) V(K) G(w)
k=—

]

+ 2 e GR(1 w + kQ) S (k, 0)GO(w), (25)

k=—

and the equation for the lesser (bigger) Green’s function

A t t, A /\< A
G§(t,t’)=j dtlf dt,GR(1,1) 25 (1,1,) GA(t5,1"),

(26)

where 2, denotes X, .. For the coordinates (j,.k,) along the
contact, it is convenient to work with

1
GF (t.t)=- waf dn Gy (1n)gh(t.t'),  (27a)

t
Gf,a(t’t,):_wa{f dlle J (t.1)g 5 (11.1")

Iy
+ f dthE,ja(t»tl)gfy(tht,)}’ (27b)

where we have defined GR<(t t")= Ek k = (t,t"), while

gR(t,t)=0O(t-1")[g. (t,t") - ga(tt)] and ga(t,t)
—[ga(t ,0)]". In Egs. (25) and (26), we have also deﬁned

F(k ')
k, s 28
E( w) = f_w 27 w—w' +i0* (28)
where T'(k,w) has matrix elements I 1k, @)

=, 1451” jaFa(k, ). The retarded Green’s function G(w) cor-
responds to the equilibrium problem defined by the static
piece of H**(¢) (with matrix elements ¢;;/) dressed by the
static component of the self-energy. In other words, it is the
solution of

[o] - 6-3(0,0)]G%w)=1. (29)
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Since Eq. (25) is periodic in 7 with period 7y=Q/2, it is
possible to expand its solution in Fourier series:

GR(t,w)= D e Gk, w). (30)

k=—

Notice that the above procedure takes care of causality. In
fact, the transformation (24), defined with respect to the dif-
ference of the two times is the natural extension to the trans-
formation for retarded Green’s functions defined in text
books for stationary problems, which ensures correct analyti-
cal properties of the transformed function. In addition, note
that Eq. (30) is a Fourier series, not a Fourier transformation,
which reflects the fact that the Dyson equation is periodic in
the “observational time” ¢ and so does the corresponding
solution. The retarded Green’s function can be calculated
from the solution of the linear set (25). A convenient method
for the direct evaluation of the Fourier components (30) is
the renormalization method of Ref. 31.

B. Current through the leads

The mean value of observables related to one-body opera-
tors can be directly expressed in terms of the lesser (or big-
ger) Green’s function. In particular, the charge current flow-
ing through the lead from the central system towards the
reservoir a can be written (in units of e/h) as

T 0 =iw, 2 (c ¢; =] ¢ )=2w,Re[G ,(t.0)].
ka a a (3 a a’

(31)

Taking into account the Dyson equation describing the con-
tact between the central system and the lead (27b) this cur-
rent can be written as

t
To(1) == 2lw, Re{ f dn[G} ; (1), (1,0)

+G;,ja<t,zl>gg<zl,r>1}. (32)

Making use of the definition (19a), we can also express
(32) as follows:

1
J (1) ==2|w,? Re{J d[G; ; (1.1y)

-Gy (tn)]gs(n.0) + G ,a(t,tl)gﬁ(tl,t)},

(33)

which, for the case of stationary reservoirs, simplifies to
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J (=2 Im( f v ;l—“’rg(w)

—00

X{G ; (t)f(@)+ G (L)l - fa(w)]}).

(34)

The above expression has an appealing form, since
it depends on Boltzmann-like factors. In fact,
I'(w) fa(w)sz ja(t,w) represents the probability for a state
in the lead « to be occupied times the probability for its
closest site at the central structure j, to be unoccupied, while
the term [1— fa(w)]I’gz(w)GZ, ja(t,w) represents the probabil-
ity of the opposite process to take place.

In what follows, we focus in the dc component of the
current, which is defined as

P

Jo= L dtl ,(1). (35)

ToJo

1. Review of the stationary case

Let us first consider V;;/(f)=V,(t)=0 and we review the
procedure introduced by Caroli et al.*® Since in the station-
ary regime the Green’s functions entering Eq. (32) depend
only on the difference of times, it is possible to perform the
usual Fourier transform in the variable 7—¢'. The result is

“d
Jo==2w,[ Re{f 168 (w)gs(0)
o 2m el @

+ G,j,,a(w)gi:(w)]} : (36)

Then, using Dyson equation (26) and noticing that in the
present case GR(w) = Go(w) Eq. (43) can be written as

“d
= | ﬁra(w){famIm[cfa,,-am)]
+Efﬂ(w)r%(wncfa,jﬂ(wnz}. (37)
B

Being an equilibrium Green’s function, éo(w) satisfies the
following property (see Appendix A for a proof):

NY‘
-2Im[G] ; (@)]=2 |G} ; (@)Thw).  (38)
B=1

Using it in Eq. (37) and recalling the definition of the self-
energy (22), we get the well known expression for the
current*®

(0)P[fp(w) = fol@)].

(39)

jaJB

N, 0
4 d
J=2 | Zr%oryw|c
g1 J o 27T

245322-6



RELATION BETWEEN SCATTERING-MATRIX AND...

2. Time-periodic local potentials with stationary reservoirs

Let us now consider the possibility of time-dependent
terms in the Hamiltonian of the central system, but stationary
reservoirs, i.e., V,(£)=0. Using Eq. (26) as well as the Fou-
rier representation (30) in Eq. (32) we get the following ex-
pression for the dc component of the current through the lead
a:

“d
T = f ﬁ 21m[G;_; (0,0)l5(w)f o(w)

N,
+2 216,

B=1 k=—»

(k w)|2f5(w)r (W)FO (o + kL)

(40)

There are two additional equivalent expressions to the
above dc current, which correspond to two different repre-
sentations of the term Im[gjwja(o,a))]. The first one is ob-
tained from the condition of the continuity of the current, as
shown in Appendix B. An alternative proof is given in Ap-
pendix C. Substituting Eq. (B2) in Eq. (40) results in the
following representation:

EE

B#a=1 k=—x>
%{1G;, (k. @) PTR(@) T3+ ko) f gl )
=16,k O TH (@) y(w+ kQo)fo(@)}.  (41)

o 2

N,

Q Q Q

B=1 k,q.p=—=
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The second additional representation corresponds to sub-
stituting the identity (D4) derived in Appendix D into Egq.
(40), The result is

Je = E E —Foﬂ(w)FO(w+kQO)
B=1 k=—oe J —
X|G ;o @)L g@) - fulw+ k)] (42)

Any of the three representations (40)—(42) are equally
valid to calculate the dc current flowing through the lead «.
The concrete evaluation implies the solution of the retarded

Green’s function from the Dyson Eq. (25) with Sk, w)=0.

3. Time-dependent voltages at the reservoirs

Let us finally consider the more general case, where, in
addition to the pumping potentials at the central structure, ac
voltages are applied at the reservoirs. We start from the defi-
nition of the time-dependent current through lead « (33) and
substitute there Egs. (22) and (26). Then, we use the Fourier
representation of the retarded Green’s function (30) and take
the dc component. The result is

N, o
Je=2 X

B=1 k,q,p=—>

~T5(p,w+kQo)T 4(q.w)]

“d
Re{ f 21T (p.w+ k)T (g.0)
o 27T

XG; jfk=q+p.w+ aQ0)G; ko) (. (43)

Equivalently, this expression can also be written as

4 V, Vv V . “d
2 2 Jn+p< )J (e )Jm+q<e—‘§>Jm(u)Re{el(p‘P“J’q‘Pﬂ)f Z_wl—‘(;(w)
_oo £TT

XTglw + (n =k =m)QoHfdo+(n—k=m)Qo] - f )G, ; [k=q+p.o+(n=-k+q)Q]0; ; [k.o+(n- k)Qo]} -

(44)

As mentioned in Sec. I A 2, the treatment followed there assumes incomming stationary plane waves, which in the
language of the present formalism is equivalent to consider models of reservoirs with a smooth density of states such that
Fo(w mQy) ~T (o) and T alo— m€g) ~T'g(w). In such a case, the expression for the dc-current further simplifies and Eq.

(43) reduces to

N o

r

B=1 k,qm=—>

23S Re{ f I (w)[ lq¢ﬁfﬁ<w—mﬂo>Jm+q<%@)J (—Vé)
0

Q
* iq¢ eVq Vo *
X gja,jﬁ(k -q,w+ qQO)gja’jB(k, w) = e'f Jo+ (k—m)Ql ey ? ? jwjﬁ(k +4q, w)gjmj,g(k’ o) |, (45)

where we have used a summation formula for products of Bessel functions.*’” Performing a shift @ — w—k€) in the second
term of Eq. (45) and making use of the identity (D4), it is also possible to recast the above expression as
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o % N, ®
d 4 . 1% \%4 «
= > Re( f LW 2 {e’wﬁfmm(e_é)Jm(%)Fg(w)gja,jﬁ(k—q,w+qQo)gja,jﬁ(k,w)fﬁ(w—on)
00 0

gm=—o o 2 B=1 k=—o0 Qg
. V, V,
_iewwm(;—o)f (e )[g,]m,w) G, ;. (= q.0+ Q)] u(w-m0y) ) (46)

In summary, expressions (43) and (44) define two equivalent
ways to calculate the dc current through the lead « in the
case of ac voltages at reservoirs with arbitrary densities of
states, while Egs. (45) and (46) are two equivalent represen-
tations of such current for reservoirs with smooth densities of
states. In any of these cases, the evaluation of J‘;'f implies the
solution of the complete set (25).

IV. TRANSLATION BETWEEN THE TWO FORMALISMS

The generalization of the Fisher-Lee formula®® on the case
of periodically driven systems, gives us the following trans-
lation between the Floquet S-matrix and Green’s functions:

80 fOn-n0— i\/I‘g(w + mQO)F%(w +nQ))
X gjij(m —n,w+nfy), (47)

SF,aB(Em’En) =

with E,,=w+m(),. Notice that in the context of scattering
matrix theory the condition E,,> 0 actually implies the con-
sideration of a lower energy cutoff which is determined by
the lowest possible energy for the incoming plane waves. In
the framework of the Green’s function formalism this condi-
tion is automatically imposed through the functions Fg(w)
which are proportional to the density of states of the reser-
voirs and, thus, nonvanishing for energies above the bottom
of their corresponding band. To support this translation for-
mula we show that the expressions obtained within both for-
malisms are consistent with each other.

First, we check the unitarity of S matrix, (3). For static
reservoirs let us use Eq. (48) inside the summations of the
left-hand side of Eq. (3b):

N,

'32_1 _E S;,aﬁ(E’ En)SF,yB(EnvEn)

= 80,00~ LY@+ mQ) o)

X |:igjyja(m, w) — ig}ﬁwjy(— m,»+ m&g)
N,

- 2 h(w+nQ)G; ; (m—n,0+nly)

B=1 n=—x
X gj.wjﬁ(— n,w+ nQO):| ) (48)

From the identity (D3), it can be shown that the second term
of the right hand side of the above equation vanishes identi-

cally, thus recovering Eq. (3b). Similarly, using Eq. (48) in-
side the summations of the left-hand side of Eq. (3a):

N,
E 2 S;,aﬁ(En’E)SF,ay(EmEm)

a=1 n=—»

= OgyOmo+ \T (w+mQO)F (w)

X [lg;;]ﬁ(m, (x)) - lgjﬁ’jy(— m,w + mﬂo)

N, o«
+2 2 G o)l(w+nQ)

a=1 n=—w
nga’jy(_ m+n,w+ mQO)i| , (49)

and from the identity (C4), Eq. (3a) is recovered. The same
procedure can be followed to prove the unitarity of the S
matrix in the case of reservoirs with oscillating voltages at
the reservoirs, provided the corresponding density of states is
smooth.

Second, the translation according to Eq. (48) exactly re-
covers all the representations for the dc current derived in the
framework of Floquet scattering matrix theory in the case of
stationary reservoirs. In fact, translating Egs. (41) and (42)
according to Eq. (48) leads to Eqgs. (7) and (8), respectively.
In addition, in Eq. (41) it is possible to identify the transfer
matrix formulation of Refs. 32, 34, and 35:

Tos(E.E) =|G; ; Sk, o) To(@)Iy(w+kQp),  (50)

where a# B.
For statlonary problems, we should consider m=n=0 and
f a}ﬂ(k w)—>G (w) in Eq. (48), in which case, we recover

an expression sucﬁ as the one proposed in Ref. 38:
o
SaplE) = Su = NT(@TH@)G] J@). (51

In the case of reservoirs with ac voltages described by wide-
band models with smooth densities of states, such that
Fg(wik00)~Fg(w), we were able to transform Eq. (46)
into Eq. (12) of Ref. 16 using Eq. (48).

V. ADIABATIC APPROXIMATION WITHIN KELDYSH
FORMALISM

A. Definition

For low driving frequencies, it is natural to propose an
approximation in order to evaluate currents at the lowest or-

245322-8



RELATION BETWEEN SCATTERING-MATRIX AND...

der expansion in (). This is precisely the aim of the adia-
batic approximation to the scattering matrix exposed in Sec.
II B. In what follows we present the procedure to implement
an equivalent approximation in the framework of Green’s
function formalism. The motivation is not only the improve-
ment of the numerical treatment, but also the possibility of
analytically inferring the low frequency behavior of the cur-
rents. The adiabatic point of view is inspired in a parametric
representation of the time dependent terms of the Hamil-
tonian. This means a description where the observation time
t is assumed to be frozen in the equations governing the
dynamics of the system. In particular, instead of the Dyson
equation (25), in a frozen description we must consider the
following equation:

G(tw)=G%w) + 2 "M G/ (1, 0) V(K) G o)

k=—

+ 2 e MG (1 w)S(k,w)GOw),  (52)
k=—o0
which is a stationary Dyson equation corresponding to the

strength of the parameters \A/(t) and V,(r) at the observation
time t. As the potentials are periodic in ¢, the frozen Green’s
function can be expanded in a Fourier series

> e MG (k,w), (53)

k=—

G (tw) =

and through the translation (51) it is possible to define the

Fourier coefficients S’o(k,E) E§0!k(E) for the elements of the
frozen S matrix as

SO aﬂ(k E) ﬂ5k0 - l\! FO((D)F ((J))gf (k, (x)) (54)

In the Floquet S matrix formalism, the adiabatic approxi-
mation is given by Egs. (11). In analogy to Eq. (11a) we
propose the following ansatz for the «{), approximation to
the Green’s function

kQO 06! (k, w)

Gk, ) ~ Gk, w) + —2 +Qdk,w)  (55)

or, equivalently,

1 2G/(t,w)

Glt.w) ~ 2 e

Gf(t w)+iT + Qpd(t,w), (56)

where &/(k, w) [or G (t,w)] is the frozen Green’s function,
which obeys the equilibrium Dyson equation (52). The sub-
stitution of the ansatz (55) with the translation formula (48)
into Eq. (11a) leads to the following relation between A,z
and a; wig

ApkE) =~ l\rro(w)Fo(w)a (k, w)

I Jg
Q
—lk—\'FO(w)F (w)gf (k )

[ 1 %) 1 Y
Mo o IYe)

s
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—_—
Aaﬁ(t9E) == l\/r(o)((w)r%(w)ajd,jﬁ(ts (l))

G, . (t,)
)
ng(w)_ 1 ﬂ‘%(w)

1
[Fi(w) g0 Thw) do

(57)

In Ref. 17, some important properties of the matrix A

have been proved on the basis of the unitary property of S I3
and the fact that for a Hamiltonian of spinless fermions that
depends on a magnetic flux ® and on time-dependent poten-
tials of the form

V(o) = 51,1,2 8,[V?+ V] cos(wt + )], (58)
J

the stationary matrix transforms under r— —t as
80,08k E, @, 6) = S o5(— k,E,D,- 6), (59)
as well as
So,apk, E,— ®,8) = S g,(k,E, D, ). (60)

Analogously, the Hamiltonian is invariant under the si-
multaneous change of — — and &;— —¢;. Therefore,

G, (k,®,8,0) =G} (- k,®,~ 5, 0). (61)

In addition, in the presence of a magnetic flux ®, the static
terms of the Hamiltonian of the system satisfy &;;/(P)
=& )(-P)=[e; (P)]", which implies

G, (1.®,0) =G, (t,- D,w). (62)

In other words, the frozen Green’s function gj J (k,w) has
the same symmetry properties of Sy ,5(k, ®). Thérefore, from
Eq. (57) we see that a; o has the same symmetry properties
as A,p.

In order to calculate d(k,w) explicitly, we have to con-
sider the Dyson equation for the Fourier coefficients of the
retarded Green’s function, which can be obtained by expand-
ing Eq. (25) in Fourier series

Glk,0) = GUw) 8o+ 2 'Glk+k 0+ k' Q) V(K )G(w)
k! =—o0
+ 2 G+ K w+ k' Q)3 (k

k/=—w

L) (w),  (63)

then substituting Eq. (55) and keeping terms up to the first
order in (). The solution of the ensuing linear set allows for
the evaluation of d(k,w) as a function of the stationary

Green’s functions G%(w), the frozen Green’s functions

G/(k,w) and the derivatives dG/(k,®)/dow and IG*(w)/dw.
Alternatively, in order to get d(¢,w), we have to substitute
the ansatz (56) in the Dyson equation (25), keep terms up to
(), and solve the resulting linear set, which gives d(z, w)
as a function of G/(t,w), PG/(t,w)/dtdw, G'(w), and
&éo(w)/ dw.
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B. Calculation of the dc current

1. Time-periodic local potentials with stationary reservoirs

In order to calculate the adiabatic approximation to the
dc-current through the leads in the case of stationary reser-
voirs it is convenient to start from Eq. (42). Expanding that
expression in powers of (), and keeping up to the linear
term, the dc current reads

Jd°~—f fdw[&faw) pump)( o)
)

+[f5() = fol @) L1, 0) + 781, w)]} , (64)

where

TP (1, ) = T )T Y(w)

N ‘7Gfa,jg(”“’)*
Xgli iG] gpl1:) a o
(65a)
J(bms)(t ) 2 |Gf (l w)lZFO(w)I‘ (w) (65b)
. i 1(91“0
J(Dim)( )= E Fo(w)

Gf (t,w)"
X —in (tw)—s—+cc

el <w>l 9G] (1) 3G (1.0)

2 ow ot

+ QO[G (t w)a] fﬁ(t ) + c.c.]] ) (65¢)

For the case of reservoirs with identical chemical potentials
and temperatures, such that f,(w)=fy(w), Va, only the
pumping term (65a) contributes. This term is (), and can be
shown to be equivalent to Eq. (14b) through the translation
formula (48). The second term is the usual stationary contri-
bution (39). The “interference” term [*Qy(ug—pu,)] is a
small contribution in the limit of small static bias ug— .
However, it may give rise to interesting behavior in the pres-
ence of magnetic field. In particular, in a two terminal setup
it is an odd function of a magnetic field,'” in striking contrast
with a stationary conductance which is an even function of a
magnetic field.

2. Time-dependent voltages at the reservoirs

In order to derive the (), contribution to the dc current,
we substitute the adiabatic approximation to the Green’s
function (55) in Eq. (43) and we expand the remaining terms
up to O(QS). The latter step results in the following expan-
sion:

PHYSICAL REVIEW B 74, 245322 (2006)

r (p5 w+ kQO)F;(% (1)) - Fi(p9w + kQO)Fﬁ(q’ (1))

ev, eVQ eVQ
-~ Jn 2 ‘Iﬂl )‘Iﬂl< )
m%w +l( ) ( QO ) +q( QO QO

X e P2t 190{T ()T g(w)[f (@) = fol@)]
+ Qol(k - n)g\ () +mgl ()]
+ Ol (w) (k- n)? - m2g§§L+mn g ()]},
(66)
where

al' (o)

@) — ful@)] - Tl )af“(“’)}

g (@) = rﬁ(m{

w dZF w
§2.(w) = JL){ Pl ) - folw]

o
1o >}

E}

(3)( ) = ar (w) &Fg(w

[fplw) = fol@)].  (67)
When substituting in Eq. (43) we use the properties of the
Bessel function*” and keep only terms proportional to {2, and
V,. The resulting expression shows a rather compact form in
the case of reservoirs with smooth densities of states and the
same chemical potentials and temperature such that
fa(w) =fo(w), Va, 1n which case g 3)[,((1)) 0, while

gl (@) =g () and g (w) =gl (). Terms xi*fy(w)/ de?
can be reduced to terms 0<(7f0(w)/ Jdw by integrating by parts.
The final result can be written by collecting the different
terms in three kinds of contributions as in Eq. (14):

L[ [ dwd
7Jo 2T dw

X[ (1 ) + TV (1 @) + T (1, )], (68)
with Jg’ump)(t, ) given by Eq. (65a) and

Jo 1, 0) = E G ;1G] | (1.0)’
><Fa(w)Fﬁ(w)[Va(t) -Vg(0],  (69a)
NV
Ji(t,w) = 2 T (@)L g(@) V(o)
B=1
2 Jw ot
+ZQO[Gf (t w)aj jﬁ(t w) +c.c]
(69b)

Through the translation formula (48), we can identify the
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three terms (65a), (69a), and (69b) with Egs. (14a), (14c),
and (14d), obtained with the S-matrix formalism. In the deri-
vation of the expression for the interference term (69b) we
have made use of Eq. (D4) expressed in the adiabatic ap-
proximation (55) and an equivalent equation satisfied by the
frozen Green’s function

f f ® . 3 ’
G pillo@) =G (ko) ==i2 G (k+K )
k'B
XIyw)d] ; (K.0)", (70)
which leads to the following relation:

kNr » . G, (k" w)"
=X 2 YW (k+k w)—E——
alp Jdw

28=1 k'=—c0

N,
=> > F%(w) g;wjﬁ(k+k’,w)aj k', w)"

p=1 k! =—c0
+ajwjﬁ(k+k’,w)gfa’jﬁ(k’,w)*
Kl o, g, ; (k@)
-——\ . Py —lB T
2 gf ]B(k+k , ) p
aG,  (k+k o)
_alp
+

Jw

wip

ACRONEE (71)

VI. SUMMARY AND CONCLUSIONS

Starting from the formulation of Keldysh nonequilibrium
approach to systems in the presence of time-periodic fields of
Ref. 30, we have shown several identities satisfied the
Green’s function. This has allowed us for the derivation of
several useful equations to calculate the current (in particu-
lar, the dc component of the current) flowing between the
reservoirs and the mesoscopic system. We have considered
two different situations: (i) driving induced by voltages ap-
plied at the central structure; (ii) driving induced by voltages
applied at the reservoirs. In both cases we have considered
reservoirs with a general density of states. We have also pro-
posed an expression that enables the translation between
Green’s function formalism and the Floquet scattering matrix
formalism of Refs. 15-17. In case (i), we have shown that
this formula is able to translate exactly the expressions for
the dc current flowing through the leads obtained in the two
formalisms. Furthermore, we have shown that it is enough to
derive the unitary property of the scattering matrix by re-
course to properties of the Green’s functions. In situation (ii)
we were also able to translate expressions for the current and
to demonstrate the unitary property of Sp if we assume
within the Green’s function formalism models of reservoirs
with a smooth density of states.

We have also formulated the so-called adiabatic approxi-
mation to the dc current in the framework of the nonequilib-
rium Green’s function formalism. We have used it to derive
the different contributions to the dc-current linear in the driv-
ing frequency in the two situations (i) and (ii) described
above. Making use of the translation formula of Sec. IV, it is
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possible to compare these expressions with the ones previ-
ously derived in the framework of scattering matrix
theory.!>~!7 The equivalence is complete in the cases of sta-
tionary reservoirs as well as in the case of oscillating reser-
voirs with a smooth density of states.

In summary, for noninteracting electron systems driven by
harmonic time-dependent fields, we conclude that Floquet
scattering matrix and Keldysh Green’s function formalism
would cast as well the same results for other physical quan-
tities such as the time-dependent current, heat transport, and
noise.
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APPENDIX A

In the stationary system with V,;/(1)=V,(1)=0, the Dyson
equation for the retarded Green function is simply Eq. (29).
From there, we can write

) - %) = {lw - -3(w)} {lo- & - 3%w)"}
X{lw-8"-3%w)} ' - {lw-8
-3w)}!
X{lw-8-3%w)H{lo-&" - 3%w)f}!
= GUw){2%w) - 2%(w) G (w),

where we have used the fact that §=87.

(A1)

APPENDIX B

Let us start from the definition of the dc current flowing
through the lead «, Eq. (40). The condition of the continuity
of the current implies

N, Ny o d
E J(;c =0= 22 f —wfa(w)lm[gj J (09 w)]r?z(w)
a=1 a=1 J e 2 o

N o
: *d
+3 3 | Trelg, kol

a=1 k=—oo J -0

X F%(w)f‘g(w +kQy). (B1)

Since the above equation must hold for arbitrary chemical
potentials and temperatures of the reservoirs, the terms mul-
tiplying the Fermi functions f,(w) have to vanish for each «,
which means
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N,
-2 Im[gjwja(ovw)] = E E |gjﬁ,ja(k, w)FF%(w + k).
B=1 k=—c
(B2)
APPENDIX C

We present the proof of an important identity for the re-
tarded Green’s function. This identity has been previously
proved for the case of static reservoirs in Refs. 34 and 35
within the framework of a different formalism.

We first perform a Fourier transform in r—¢’ in the differ-
ential Dyson equation for the retarded Green’s function and
take the adjoint in the spacial indexes of that equation. The
result is

a . .
{IE + (0" +i0%) - Hsys(t)}GR(t,w’)

t
- f di, e SR 1) 61,0 ) =1,  (C1)

. 5 .
Gk, w)T{— i;t +(w—i0%) - Hsys(t)}
t . A A A
—f dr,e U IGR(1, 0) SR =1, (C2)

Note that, unlike the stationary case, these equations are not
simplified to a linear set of equations and the inverse of the
Green’s function must be represented in terms of integro-
differential operators. By multiplying Eq. (C1) from the left

by GR(t,w)" and Eq. (C2) from the right by G(¢,w’), then
subtracting the two resulting equations and performing the
expansions in Fourier series for GX(7,w) and GR(z,0")’, we
obtain for w'=w—ky:

G-k o) = Glkw—kQy) = 2, G(K',w)
k',k”
X{STK, 0+ (k' = k") Q]

A

—S(K" w+ k' Qp)}
XGk+k =K' 0 —kQyp).
(C3)

In the case of stationary reservoirs, the above equation fur-
ther reduces to

G-k o) =Glkw—kQy)= > Gk’ w)t
k'=—o
X[E%w+ k' Q)T = 3w
+k'Qp)]
XGk+k' ,w—kQy), (C4)
which, for k=0, reads
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G(0,w) - G(0,0)" = > Glk, ) [3%w + k)

k=—c0

—3Nw+kQy) 16k, w).  (C5)

Note that the identity (B2) derived in the previous appendix
is a particular case of this equation.

The above identities are also valid in the case of oscillat-
ing reservoirs with smooth densities of states, as can be veri-
fied by using the fact that Fg(w+kQO) ~ F?I(w) in Eq. (28) as
well as the first of the summation formulas of products of
Bessel functions.’

APPENDIX D

In this appendix we prove another important identity sat-
isfied by the Green’s function. We start from the definitions
(19a) and (19b) of the different Green’s functions in Keldysh
formalism and use Dyson equations for the lesser and bigger
components (26), as well as the Fourier representation of the
retarded Green’s function. We get

o d .
_(ur(k%w)
o 2T

N, o
GRut)=—i®(t—-1)> >

a=1 kykyky=—o0
X etk (k0 + ky00)Glks, w)
(D1)

Transforming the above Green’s function according to Egs.
(24) and (30) allows us to write the following spectral rep-
resentation

. * * do'
Gho)= > | =&

k' k=00 ¥ = 2 ™

Gk+k' -k o +K' Q)T (K", 0)Gk' ,0')
w- (0" +k'Qp) +i0*

(D2)

For the case of stationary reservoirs, it is easy to prove
from the above expression the following identity

Gkw)-G(-kw+kQy) ==i >, Glk+k,0-k'Qp)

k' =—c0

XTI — k' Q)

XGk' 0 -k Q) (D3)
which for k=0 reduces to
6(0,0) - G(0,0) ==i X Gk',0 -k Q)
k'=—»
XTI — k' Q)
XG(k' w—k' Q). (D4)

The above identities are also valid in the case of reservoirs
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with oscillating voltages provided that they are described by
a wide-band model with a smooth density of states such that

PHYSICAL REVIEW B 74, 245322 (2006)

I'%(w=kQg) ~T"(w). This can be easily proved by using the
summation formulas of products of Bessel functions.*’
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