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a b s t r a c t

This work is focused on the problem of power system stability. A thorough description of nonlinear con-
trol strategies for synchronous generator excitation, which are designed for damping oscillations and
improving transient stability on power systems, is presented along with a detailed comparison among
these modern strategies and current solutions based on power system stabilizers. The performance
related to damping injection in each controller, critical time enhancement, robustness against parametric
uncertainties, and control signal energy consumption is analyzed. Several tests are presented to validate
discussions on various advantages and disadvantages of each control strategy.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Current power systems are in a stage of great change due to the
introduction of new technologies based on power electronics
[1–5]. Also, several flexible alternating current transmission
systems (FACTS) [6–8] (e.g. static synchronous compensators
[9,10], static synchronous series compensators [11], unified power
flow controllers [12], and high-voltage direct current transmissions
[13–15]) are being installed in the power grid, as well as alterna-
tive energy sources such as wind energy conversion systems, and
photo-voltaic generation systems. Moreover, there are projections
which indicate a remarkable growth in this kind of energy sources
in future power systems [16–23]. In many power networks there
are great distances between the places where energy is generated
and consumed. This makes groups of generators behave like areas,
and that oscillations among them might produce great blackouts
[24,25]. Besides, with the aim of transporting a greater amount
of power, it is usual to work to the limit of the power system
stability. In this complex framework, energy quality standards
are more and more demanding. Because of what has been already
stated, it is compelling to find solutions for guaranteeing stability
in current and future power systems. For this reason, many control
strategies have been presented to damp oscillations. Power
ll rights reserved.
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systems can be stabilized either by including FACTS which control
the power flow and regulate the voltage level, or by controlling the
excitation of synchronous generators. This work is mainly focused
on the latter approach. Although the excitation control solution is,
from an economical point of view, more viable because it uses the
existing facilities in the generating stations, the design of this kind
of excitation controllers is not trivial due to the nonlinear nature of
the generator model.

One of the first studies on stabilization via generator excitation
was reported in [26]. It was shown there that power system
stabilizers (PSS) are able to damp oscillations through a stabilizing
signal included in the excitation system. PSSs are built via robust
transfer functions and tuned via small-signal techniques. However,
the operation point of a power system can be modified by several
disturbances, such as short circuits and changes on the network
topology, producing stability problems which cannot be overcome
with PSS controllers. For this reason, to enhance performance
throughout the whole operation range and in the presence of great
disturbances, a series of works on nonlinear controller design were
presented in the 1990s [27–30], and recently [31,32]. These works
were based on feedback linearization (FL), a strategy which is able
to cancel the model nonlinearities to obtain an input–output linear
dynamics. Some approaches based on Lyapunov theory (named LgV
control), which improves the system damping through excitation
control, were presented in [33]. An excitation control via intercon-
nection and damping assignment (IDA) based on the criteria of
energy shaping through a physical approach of the problem was
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Fig. 1. Synchronous generator representation.
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treated in [34,35]. Sliding-mode, backstepping and H1 control
techniques were applied in [36–40], respectively. In the near fu-
ture, with the arrival of smart grids, these excitation controllers
will work in coordination with the above-mentioned FACTS to en-
hance the stabilizing capacity of the power systems against great
disturbances on the electric network.

The referred works are focused on generator excitation control,
and compare their proposals with current PSSs, but they rarely
show comparisons among nonlinear control strategies. Besides,
all of these nonlinear strategies are techniques in development,
and their practical implementations, robustness and performance
are in discussion. For these reasons, the performance of nonlinear
control strategies found in the literature for damping power sys-
tem oscillation is compared in this work. The controllers selected
for such comparison are FL, IDA, LgV, and their linear counterpart
PSS, analyzing the performance of each one against short circuits
on the grid, evaluating the energy contained in the control signal
generated by them, and studying their sensitivity to uncertainties
in the system parameters.

Finally, we can remark three main contributions of this work.
First, a comparison among nonlinear controllers for synchronous
generators is accomplished; articles which present new nonlinear
controllers rarely confront their proposals with other nonlinear
controllers, or limit the comparison to linear schemes. Second, a
throughout description of nonlinear controllers for both angle
transient stability and post-fault voltage regulation issues is devel-
oped. Besides, it is presented several advantages and disadvantages
of each control strategy related with damping injection perfor-
mance, critical time enhancement, robustness against parametric
uncertainties, control energy consumption and multimachine sce-
narios. Third, unlike to what has been discussed by other research-
ers, we show that FL and IDA controllers have many points in
common. Moreover, we find a particular selection of the IDA gain
to achieve the same performance of that of the FL control by con-
sidering the IDA gain as a state dependent parameter.

This work is organized as follows: equations describing the syn-
chronous generator are presented in Section 2; the different con-
trol strategies to be contrasted are introduced in Section 3 in
Section 4, a description of several methods to achieve the generator
voltage regulation is developed; Section 5 assesses the perfor-
mance of the strategies against disturbances, analyzing robustness
to parameter variations and multimachine tests. A link between FL
and IDA controllers is shown in Section 6. Conclusions are pre-
sented in Section 7.
2. Synchronous generator modeling

Synchronous generator model is complex because it presents
coupling of many windings, becoming a high-order and strongly
coupled model. A synchronous generator schematic representation
is shown in Fig. 1. It can be seen there, the three stator windings
representing the phases (a,b,c), four rotor circuits which model
the field winding (F), the two damper windings (D,Q), and also a
winding (G) which models the closed circuits through which the
Foucault currents circulate in solid rotors (for instance, in turbo-
generators). However, in stability studies and for control purposes,
it is usual to work just with a transient model of the generator,
assuming that in this period the effect of the damper windings
has vanished, and that their dynamics can be either eliminated
or simply replaced by a proportional term to the speed deviation.
This transient model is widely used on power system control liter-
ature [27–29,32–35,38,41], and it has proved to produce very good
results. The elimination of the damper winding dynamics is also
justified, as they can be interpreted as elements which produce a
nonlinear damping on the generator. Consequently, including
them in the controller design and trying to cancel their effect
would not be beneficial, since this would lead to the implementa-
tion of a more complex control law. Besides, in this kind of oscilla-
tion studies about 1 Hz, stator winding dynamics is considered as
algebraic because its oscillation frequency is much higher than
mechanical and rotor winding dynamics. Therefore, the model con-
sidered in generators for the controller design is the classical tran-
sient model in a dq synchronous reference frame [42],

_d ¼ Dx; ð1Þ

2HD _x ¼ Pm �
VrE

0
q

X0d þ XE
sin d� KdDx; ð2Þ

T 0d0
_E0q ¼

Xd � X0d
� �
X0d þ XE
� �Vr cos d� ðXd þ XEÞ

X0d þ XE
� � E0q þ E0

fd þ T 0d0u; ð3Þ

where d, Dx, and E0q are state variables representing the load angle,
the speed deviation, and the transient ElectroMotive Force (EMF)
voltage in the quadrature axis, respectively. The input control will
be u, representing the additional voltage which is added to the
constant field voltage E0

fd. Pm is the turbine mechanical power,
which is considered to be a constant because it is associated with
very slow time constants. Definitions of the rest of parameters
and their values can be consulted in Table 1. In a more compact
notation, the model (1)–(3) results,

_x ¼ fðxÞ þ gu; ð4Þ

with,

fðxÞ ,
x2

�b1x3 sin x1 � b2x2 þ P

b3 cos x1 � b4x3 þ E

2
64

3
75; ð5Þ

g , 0 0 1½ �T ; ð6Þ

where xi, bi, P and E are defined as follows:

x1 , d; b1 ,
Vr

2H X0dþXEð Þ ; b2 ,
Kd
2H ;

x2 , Dx; b3 ,
Xd�X0dð ÞVr

T 0d0 X0dþXEð Þ ; b4 ,
ðXdþXEÞ

T 0d0 X0dþXEð Þ ;

x3 , E0q; P , Pm
2H ; E ,

E0
fd

T 0d0
:

ð7Þ

The following system should be solved in order to calculate the
equilibrium point (named xw) of the system (4),



Table 1
Data and parameter values.

Description Parameter Value

Power system
Rated power (MVA) SN 4 � 555
Base angular frequency (r/s) XB 2p60
Inertia constant (s) H 3.5
D-axis reactance Xd 1.81
D-axis transient reactance X0d 0.3
External reactance XE 0.4752
D-axis transient open circuit time constant (s) T 0d0 8.0
Infinite bus voltage Vr 0.90081
Mechanical power Pm 0.9
Equilibrium exciter voltage E0

fd
1.78

Maximum exciter voltage Emax
fd 7.0

Minimum exciter voltage Emin
fd

�6.4

FL control
c1 design gain c1 105
c2 design gain c2 517
c3 design gain c3 1225

IDA control
Interconnection injection gain a1 (=�b1/a2) �0.6
a2 design gain a2 (=b1b4/b3) 105
Damping injection gain kv 0.07

PSS control
Amplifier stage gain KA 200
Amplifier stage time constant (s) TA 0.0001
Power system stabilizer gain KS 9.5
Washout time constant (s) Two 1.41
Phase compensation time constant (s) T1 0.154
Phase compensation time constant (s) T2 0.033
Phase compensation time constant (s) T3 = T4 1.0
Stabilizer output limits Vmin;max

ST
±0.2

All parameters are in per unit on a base of 2220 MVA, and 24 kV, except the indi-
cated within parentheses.

1 The simplified notation within Lie brackets adi
f g ¼ f; adi�1

f g
h i

, with ad0
f g ¼ g, and

i = 1,2,. . . has been used (see Ref. [44] for further details).
2 Where Ln�1

f k is the k Lie derivative of (n � 1) order with respect to f, being n the
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0 ¼ xH

2 ; ð8Þ
0 ¼ �b1xH

3 sin xH

1 � b2xH

2 þ P; ð9Þ
0 ¼ b3 cos xH

1 � b4xH

3 þ Eþ u; ð10Þ

or, in a simpler way, solving the equilibrium xH ¼ xH

1 0 xH

3

� �T from,

P ¼ b1xH

3 sin xH

1 ; ð11Þ
E ¼ b4xH

3 � b3 cos xH

1 : ð12Þ

If E > b4P
b1
� b3, then xwwill be an asymptotically stable equilib-

rium point (see [43] for further details).
For this model, the equilibrium point of (4) is locally stable with

Lyapunov function given by [34],

HðxÞ ¼ 1
2

x2
2 þ b1x3 cos xH

1 � cos x1
� �

� P x1 � xH

1

� �
þ b1b4

2b3
x3 � xH

3

� �2
:

ð13Þ

Therefore, the system (4) rewritten in a port-controlled
hamiltonian (PCH) structure becomes,

_x ¼ ½J� R� @H
@x
ðxÞ þ gu; ð14Þ

where R = RT P 0, J = �JT, and g are the damping, interconnection
and input matrices respectively, and they are given by,

R ¼
0 0 0
0 b2 0
0 0 b3

b1

2
64

3
75; J ¼

0 1 0
�1 0 0
0 0 0

2
64

3
75; g ¼

0
0
1

2
64

3
75: ð15Þ
3. Control strategies

The different nonlinear and linear control strategies will be de-
scribed in this section. For a better understanding of the strategy
design, a brief description of each methodology is first introduced
in each subsection, and then, based on it, there is a description of
its application to the synchronous generator.

3.1. Control via feedback linearization

3.1.1. Design methodology
The purpose of feedback linearization (FL) is to cancel nonlin-

earities and to impose a linear dynamics. With this aim, the state
transformation z = T(x) and the input transformation u = u(x,v)
are found first. By applying these transformations, the nonlinear
dynamics _x ¼ fðxÞ þ gðxÞu becomes a linear time-invariant (LTI)
dynamics equivalent ð _z ¼ Azþ bvÞ. Then, linear control techniques
are used to design the auxiliary control input v.

The procedure consists of calculating the linearizing function
(named k(x) in this paper) at first. Such function is obtained by
solving the following partial differential equation (PDE) system,1

ad0
f g ad1

f g . . . adn�2
f g adn�1

f g
h i

@k
@x1

@k
@x2

..

.

@k
@xn�1

@k
@xn

2
666666664

3
777777775
¼

0
0
..
.

0
1

2
6666664

3
7777775: ð16Þ

Once obtained the linearizing function, when there is one, it is
possible to calculate the state transformation as,2

z ¼ TðxÞ ¼ k Lfk . . . Ln�1
f k

h iT
: ð17Þ

Consequently, taking the time derivative of (17), it is obtained

_z ¼ @T
@x

_x: ð18Þ

The control law which linearizes the system is given by (see Ref.
[44] for a deeper description),

u ¼ �Ln
f k

LgLn�1
f k

þ 1
LgLn�1

f k
v: ð19Þ

Finally, using the expressions (17) and (18), the system given in
the original coordinates by,

_x ¼ fðxÞ þ gðxÞu; ð20Þ

is represented in the transformed domain as,

@T
@x

�1

_z ¼ fðT�1ðzÞÞ þ gðT�1ðzÞÞu; ð21Þ

then,

_z ¼ @T
@x

fðT�1ðzÞÞ þ @T
@x

gðT�1ðzÞÞu ¼mðzÞ þ nðzÞu: ð22Þ

By using (19) in (22), the following system description results:

_z ¼ Azþ bv : ð23Þ

Now, linear strategies such as linear quadratic regulation, pole
assignment, tracking error dynamics, etc. could be used for control-
ling the linear system (23) represented in the new coordinates z.
system order.
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3.1.2. Feedback linearization applied to the synchronous generator
First, the linearizing function is calculated by applying the

expression (16), and by using f(x) and g defined in (5) and (6). In
this way the following PDE system is obtained,

� b1 sin x1
@k
@x3
¼ 0;

sin x1
@k
@x2
þ ðx2 cos x1 þ b2 þ b4ð Þ sin x1Þ

@k
@x3
¼ 0;

@k
@x1
þ b4

@k
@x2
þ b2

4
@k
@x3
¼ 1:

The solution to the previous system is kðxÞ ¼ x1 þ C. By choos-
ing the simplest arbitrary solution one gets k(x) = x1. The system
transformation calculated from (17) results,

TðxÞ ¼
z1

z2

z3

2
64

3
75 ¼ x1

x2

�b1x3 sin x1 � b2x2 þ P

2
64

3
75: ð24Þ

The inverse transformation is given by,

T�1ðzÞ ¼
x1

x2

x3

2
64

3
75 ¼ z1

z2
1

b1
ðP � b2z2 � z3Þ csc z1

" #
: ð25Þ

Then, the control law is determined by the Eq. (19),

u ¼ �ðb1 sin x1Þ�1½v þ b2ðP � b2x2Þ þ b1x2x3 cos x1 þ b1ðE
� ðb2 þ b4Þx3 þ b3 cos x1Þ sin x1�: ð26Þ

The following linearized system is obtained by using (26):

_z1

_z2

_z3

2
64

3
75 ¼ 0 1 0

0 0 1
0 0 0

2
64

3
75 z1

z2

z3

2
64

3
75þ 0

0
1

2
64

3
75v: ð27Þ

Finally, it only remains to design the auxiliary control input v,
from the linear system (27) using any classical linear control
technique.

3.2. Control via LgV
3.2.1. Design methodology
First, we consider nonlinear systems like _x ¼ fðxÞ þ gðxÞu, with

stable equilibrium point in xw for an open-loop system _x ¼ fðxÞ.
Therefore, there exists a Lyapunov function, V(x), which satisfies
[44],

VðxHÞ ¼ 0;
VðxÞ > 0; 8 x 2 fD� xHg;
_VðxÞ ¼ @VðxÞ

@x
_x ¼ @VðxÞ

@x fðxÞ ¼ LfV 6 0:
ð28Þ

The V(x) time derivative, calculated on the closed-loop system,
results

_VðxÞ ¼ @VðxÞ
@x

_x ¼ @VðxÞ
@x

ðfðxÞ þ gðxÞuÞ;

¼ LfV þ LgVu:
ð29Þ

Considering the following control law [33],

u ¼ �kvðLgVÞT ; kv > 0 ð30Þ

and replacing (30) in (29) results,

_VðxÞ ¼ LfV þ LgVu;

¼ LfV � LgVkvðLgVÞT|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
>0

6 LfV 6 0: ð31Þ
Therefore, with the control law (30) (which is the reason of the
technique name), closed-loop stability and an enhancement in sys-
tem damping for being _Vclosed�loop 6

_Vopen�loop are attained. The LgV
control is always stable, no matter how high the kv value is chosen
(infinite gain margin). Besides, this strategy has the quality of not
changing the equilibrium point of the open-loop system (that is,
ujxH ¼ 0).

3.2.2. LgV Control applied to the synchronous generator
As V(x) Lyapunov function the expression (13) will be used,

then V(x) = H(x). An LgV controller for the system (4), satisfying
(28), could be directly determined by applying the Eq. (30). It re-
sults in the following control law:

u ¼ �kv
@VðxÞ
@x

g ¼ �kv
@VðxÞ
@x3

;

¼ �kv b1 cos xH

1 � cos x1
� �

þ b1b4

b3
x3 � xH

3

� �� �
:

ð32Þ
3.3. Control via interconnection and damping assignment (IDA)

3.3.1. Design methodology
In order to shape the system energy by changing its intercon-

nection and damping, a dynamic model representation including
these features must be formulated. The PCH representation (14)
is considered for this purpose (for a further detailed development
of this strategy see [45]),

_x ¼ ½JðxÞ � RðxÞ� @H
@x
ðxÞ þ gðxÞu; ð33Þ

y ¼ gTðxÞ @H
@x
ðxÞ; ð34Þ

where H(x) is the system energy function, J(x) = �JT(x) contains the
interconnecting internal structure and R(x) = RT(x) P 0 is the
damping matrix. The technique selects the interconnection and
damping structures so that the controller achieves the following
closed-loop dynamics,

_x ¼ ½JdðxÞ � RdðxÞ�
@Hd

@x
ðxÞ; ð35Þ

where Hd(x) is the desired energy function and has a local minimum
at the desired xw operation point, while JdðxÞ ¼ �JT

dðxÞ and
RdðxÞ ¼ RT

dðxÞP 0 are the new desired interconnection and damp-
ing matrices. Matrices to be used later are defined as,

JaðxÞ , JdðxÞ � JðxÞ; ð36Þ
RaðxÞ , RdðxÞ � RðxÞ; ð37Þ
HaðxÞ , HdðxÞ � HðxÞ: ð38Þ

Next, to simplify notation, the state dependence will be omit-
ted. Equaling (33) and (35) and considering (36)–(38) results,

½J� R� @H
@x
þ gu ¼ ½Jd � Rd�

@Hd

@x
;

¼ ½J� R� @H
@x
ðxÞ þ ½Ja � Ra�

@H
@x
þ ½Jd � Rd�

@Ha

@x
;

then,

½Jd � Rd�
@Ha

@x
þ ½Ja � Ra�

@H
@x
� gu ¼ 0: ð39Þ

Eq. (39) represents a PDE system which needs to be solved to
obtain the energy function assigned Ha. Such function must be par-
ticularized to satisfy certain requisites so that the Hd closed-loop
energy function presents a minimum at the desired xw operation
point. In order for Hd to have a stable equilibrium point in xw the
following conditions should be satisfied,



Fig. 2. Block diagram of AVR plus PSS.
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@Hd

@x

				
xH

¼ 0; ð40Þ

@H2
d

@x2

					
xH

> 0; ð41Þ

or in a similar way, considering (36)–(38),

@Ha

@x

				
xH

¼ �@H
@x

				
xH

; ð42Þ

@H2
a

@x2

					
xH

> �@H2

@x2

					
xH

: ð43Þ

Finally, the controller can be calculated from (39), yielding

u ¼ ðgT gÞ�1gT ½Jd � Rd�
@Ha

@x
þ ½Ja � Ra�

@H
@x

� �
: ð44Þ

When from (39), it is possible to obtain a Ha function verifying
conditions (42), (43), then a closed-loop system (35) with control-
ler given by (44) is obtained. Besides, xw will be a locally stable
equilibrium point, where the asymptotic stability of xw can be
evaluated through La Salle’s theorem [44].

3.3.2. IDA applied to the synchronous generator
The desired closed-loop interconnection and damping matrices

will be chosen as (see [34]),

Jd ¼
0 1 0
�1 0 a1

0 �a1 0

2
64

3
75; Rd ¼

0 0 0
0 b2 0
0 0 b3

b1
þ kv

2
64

3
75: ð45Þ

The term kv P 0 is inserted to improve the energy dissipation in
the electric variable, as it is done by LgV controllers. At the same
time, the a1 coefficients are added to the interconnection matrix
because the open-loop system does not present a direct coupling
between electric and mechanical dynamics. With closed-loop
matrices already defined, the PDE system of Eq. (39) is solved,
and using the definitions (36)–(38), the following equations result:

0 ¼ @Ha

@x2
; ð46Þ

0 ¼ b1a1
b4

b3
x3 � xH

3

� �
� cos x1 þ cos x1�

� �
þ a1

@Ha

@x3
� b2

@Ha

@x2
� @Ha

@x1
;

ð47Þ

0 ¼ uþ a1x2 � b1kv
b4

b3
xH

3 � x3
� �

þ cos x1 � cos xH

1

� �

þ b3

b1
þ kv

� �
@Ha

@x3
þ a1

@Ha

@x2
: ð48Þ

The controller is calculated by using Eq. (48). Then, it only re-
mains to determine Ha which is obtained by solving the system
(46), (47) yielding,

HaðxÞ ¼ b1a1
b4x1

b3

a1x1

2
þ x3 � xH

3

� �
 �
þ x1 cos xH

1 � sin x1

� �
þU½a1x1 þ x3�; ð49Þ

where U is an arbitrary function. This function will be chosen to
verify (42). The following restriction over U is obtained when eval-
uating the mentioned condition,

_U a1xH

1 þ xH

3

� �
¼ �b1b4

b3
a1xH

1 , b1: ð50Þ

A quadratic function on the error of [a1x1 + x3] is arbitrarily pro-
posed for U to fulfill with (50). Therefore,
U½a1x1 þ x3� , b1 a1 x1 � xH

1

� �
þ x3 � xH

3

� �� �
þ b2 a1 x1 � xH

1

� �
þ x3 � xH

3

� �� �2
: ð51Þ

The gain stability boundaries are obtained from the condition
(41) which implies the Hessian calculation of Hd,

@H2
d

@x2

					
xH

¼
cþ b1xH

3 cos xH

1 þ b1a1
b4a1

b3
þ sin xH

1


 �
0 c

a1
þ b1b4a1

b3
þ b1 sin xH

1

0 1 0
c
a1
þ b1 b4a1

b3
þ b1 sin xH

1 0 a2

2
664

3
775

which will be defined as a positive-definite matrix, if it fulfills the
following conditions:

a2 P
b1b4

b3
; a1 < �

b1

a2
; ð52Þ

where a2 ,
b1b4

b3
þ c

a2
1
, and c , 2a2

1b2 have been defined. Then, the

controller u governing the generator field voltage is obtained from
(48), and (49), (51) expressions are used for Ha, where gains must
verify conditions (52) to ensure stability. In this way, the control
signal is calculated as,

u ¼ �kvb1 cos xH

1 � cos x1
� �

� a1a2
b3

b1
þ kv

� �
x1 � xH

1

� �
� a1x2 �

b3

b1
a2 � b4 þ kva2

� �
x3 � xH

3

� �
: ð53Þ
3.4. PSS controller

The PSS is a controller based on transfer functions and currently
used in big generators. It is placed with the aim of damping rotor
oscillations via an auxiliary signal in the excitation system. It can
include a component in the electric torque generated by the ma-
chine which, by being in phase with the speed variation, can re-
duce the angle oscillation. In Fig. 2 an outline of the AVR-PSS
configuration type IEEE ST1A-PSS1A is shown and used for the
comparison. In this way, nonlinear control strategies are not only
compared among them but also with a conventional PSS scheme.

The PSS consists of a KS gain which is used to determine the
amount of damping to be injected. Then, a washout filter makes
it just act against oscillations in the input signal (transient state)
to avoid steady-state error in the terminal voltage. In addition, a
series of lead-phase filters are also included (phase compensation
stage) to eliminate any delay between the excitation and the elec-
tric torque. In this way, the signal can arrive with the correct phase
to counteract oscillations.



Fig. 3. Schematic of the single-machine test system.

Table 2
Critical fault-clearing time (ms).

Controller Open-loop FL IDA PSS

tcr 54 108 104 107
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4. Generator terminal voltage regulation

An important specification to be satisfied by the controller is to
increase the angle transient stability. However, it is also needed
that the same controller presents a good terminal post-fault volt-
age regulation. Nevertheless, the generator terminal voltage vt does
not appear in an explicit way when a nonlinear controller is de-
signed based on the original states x ðx1 ¼ d; x2 ¼ Dx; x3 ¼ E0qÞ
or the transformed states z (z1 = d, z2 = Dx, z3 = a (rotor accelera-
tion)). Generally, network topology changes when a fault occurs;
thus, in order to keep the terminal voltage value, a new load angle
must be calculated. However, the knowledge of the post-fault load
angle is possible when full information of the network is available
requiring a power flow computation. This option is not viable from
the controller implementation point of view. On the other hand, if
the value of the pre-fault load angle is maintained then, the voltage
will reach an abnormal value when the network topology is mod-
ified [32,46]. In order to deal with this problem some solutions can
be found in the literature. In what follows, these solutions are
briefly developed.

4.1. Switched control law

When a switched control law is used, the load angle is con-
trolled immediately after the fault occurrence. Then, after a fixed
period of time the controller is switched to a voltage regulation
mode. This procedure is described in [47,29,38,48]. For example,
in references [47,29,48] a feedback linearization controller is built
with transformed states z = [d x DPe]T, where DPe is the variation
of the generator electric power. In this FL control the auxiliary con-
trol input v has the following two expressions:

v1 ¼ �kdd� kxx� kPDPe t0 6 t < t1 ð54Þ
v2 ¼ �kvDv t � kxx� kPDPe t1 6 t ð55Þ

where Dvt is the terminal voltage deviation. The first expression v1

controls the load angle (transient stability), and the second one v2

allows to regulate the generator terminal voltage at the post-fault
period, whereas t0 and t1 are the commutation times. Nevertheless,
commutation times must be established based on a previous
knowledge of the kind of fault and then the method lacks of robust-
ness. An improved technique has been proposed in [32], where the
commutation law is based on smooth transitions. Soft commuta-
tions are accomplished using membership functions l, and the aux-
iliary control input v is obtained as,

v ¼ ldv1 þ lvv2: ð56Þ

However, the proper membership functions are hard to find,
and must be designed by trial-and-error procedures in digital
simulations.

4.2. Dynamic term approach

In [49] an additional term, from an AVR-like structure, is in-
cluded to the auxiliary control variable v. This term (Kvava) achieves
the post-fault voltage regulation, when changes in the operating
conditions or network topology occur. In this way, the drawback
that the terminal voltage is not present in the original nonlinear
controller design is overcome. Using the Eq. (27) and considering
the physical significance of the transformed states z, this approach
results in,

_d ¼ Dx ð57Þ
D _x ¼ a ð58Þ
_a ¼ v � Kvava ð59Þ
Ta _va ¼ �va þ KaðvH � v tÞ: ð60Þ
Unfortunately, this proposal reintroduces nonlinearities to the
system, because terminal voltage and states are nonlinearly re-
lated. Moreover, the term Kvava should only act in the post-tran-
sient period for recovering the terminal voltage. Therefore, it
must be tuned to be smaller than v in order to maintain the linear
dynamics given by the feedback linearization controller. Conse-
quently, Kva, Ta and Ka setting should be carefully made.

4.3. Additional AVR

Similarly to the above-mentioned technique, in [50–52] a term
provided by a conventional AVR is added to the field voltage ob-
tained from the load angle controller. Nevertheless, the load angle
controller design does not consider the AVR dynamics. Conse-
quently, the additional AVR term must be also carefully tuned to
avoid interactions with the main controller.

4.4. Static reference of the load angle

When there are changes in the network topology, it is possible
to recover the pre-fault value of the terminal voltage while a load
angle controller is used. It is achieved by calculating the new angle
d for a desired terminal voltage. Strategies pursuing this idea can
be found in [53] (scheme called observation decoupled state space)
and in the improved versions [54–57]. By using a similar procedure
to that described in [57], it is possible to obtain the following
expression which relates the desired terminal voltage vH

t with
the load angle reference dw,

vH2
t ¼

Xqv r

Xq þ Xr

� �2

þ XrPm csc dH

v r

� �2

þ 2XqXrPm cot dH

Xq þ Xr
ð61Þ

where the steady-state synchronous generator equations were
used, and resistance losses have been neglected. In Eq. (61) vr and
Xr stand for the high-side transformer voltage and reactance,
respectively. From (61) the load angle reference is obtained for a
certain voltage vr and mechanical power Pm, when a terminal volt-
age vH

t is desired. Then, the angle dwis given as a reference to the
nonlinear load angle controller. Note that the Eq. (61) is transcen-
dental, so numerical methods must be employed for solving it.

This technique does not reintroduce nonlinearities to the sys-
tem, and does not need any parameter tuning. In this way, the lin-
ear characteristic of the transformed system is maintained.
However, it must be noted that in the load angle reference calcula-
tion (61), the voltage vr is needed. Therefore, when this technique
is used in a weak multimachine system, after big disturbances, vr

voltage presents oscillations that are propagated to the load angle
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reference. This situation could deteriorate the angle damping. In
order to overcome this drawback, and considering that we do not
intend to recover the terminal voltage immediately after the dis-
turbance, a low-pass filter is placed in the output of the angle ref-
erence calculation. Consequently, the voltage oscillations are
blocked and do not diminish the controller performance. Then,
the terminal voltage is slowly recovered after the disturbance tran-
sient. The low-pass filter design is easier than the three-parameter
tuning (Kva, Ka, Ta) proposed in the dynamic term approach.
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4.5. Dynamic reference of the load angle

In order to overcome the drawbacks introduced by the above
approaches, an alternative strategy can be considered. This tech-
nique combines presented solutions obtaining the load angle refer-
ence from a dynamic term given by a PI regulator,

dH ¼ KPvt v t � vH

t

� �
þ KIvt

Z
v t � vH

t

� �
dt: ð62Þ
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This term, as in the above cases, must be tuned for moving dw

slowly. In this way, there is not interaction with the main nonlin-
ear control (for example, keeping the linear characteristic given by
the FL controller) and the desired terminal voltage value is recov-
ered in the post-fault period. The voltage regulation based on the
dynamic reference is an outer control loop and the load angle con-
troller is an inner control loop, as in a cascade control approach.
Therefore, by setting the bandwidth of the outer loop slower than
the inner loop any interaction between them is prevented.
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To conclude this section, it must be noted that some authors
(for instance in [49,30,58,55,59]) prefer to consider the generator
terminal voltage as an output to be linearized in the FL technique.
Thus, the voltage is rapidly regulated, but the angle stability is
deteriorated. From our researches and tests, we infer that the op-
tion of using a d angle controller along with the dynamic reference
technique is better when transient stability must be increased and
the terminal voltage must be regulated in a post-transient period.
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For this reason, this latter approach is implemented in the perfor-
mance assessment section.
5. Performance assessment

Two examples are chosen to compare the performance and
robustness of the different control strategies. First, we consider a
single-machine test from example 13.2 of [42] and then, a two-
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Fig. 9. Sensitivity of the load angle d to the variation in the ext
area four-machine test from example 12.6 of [42]. Excitation
systems are the IEEE-ST1A based on static elements with a fast
dynamic response. To compare the nonlinear strategies with
current solutions, we consider the power system stabilizer IEEE-
PSS1A, the parameters of which have also been extracted from
the mentioned examples (see its configuration in Fig. 2). The power
system and control strategies have been implemented by using the
SimPowerSystems blockset of MATLAB�.
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In order to study the behavior of each control strategy, great
disturbances (short circuits) and parametric uncertainties have
been performed. Tuning of control strategies is done so that each
one has the best possible performance. The FL linear loop has been
tuned using linear quadratic optimal control. IDA has been tuned
so that the design parameters verify the stability condition (52)
in the same way as it is designed in [34]. AVR-PSS parameters
are taken from examples 13.2 and 12.6 of reference [42]. For space
and clarity reasons, graphics corresponding to LgV control are not
included. However, as it was mentioned, LgV control is a particular
case of IDA control, therefore without loss of generality, this will
not be plotted in the below graphics.
5.1. Single-machine test

The system used in this section is a single-machine test from
example 13.2 of [42], and it is illustrated in Fig. 3. It consists of a
synchronous generator, with its step-up transformer, connected
via two lines in parallel to a big power system network, which will
be modeled like an infinite bus. System data and control design
Fig. 10. Single-line diagram of the tw
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Fig. 11. Load angles of each generato
parameters of both PSS and nonlinear controllers are given in Table
1.
5.1.1. Transient performance
Transient performance is assessed by provoking a three-phase

fault in terminals on the high-voltage side of the transformer, as
it is seen in Fig. 3. Two main features for each controller are ana-
lyzed. One of them is the maximum short-circuit time for which
the synchronism is maintained (critical fault-clearing time, tcr),
and the other one is the load angle oscillation damping after the
fault is produced.

Critical time for open and closed loops are shown in Table 2. It
must be remarked that the critical time of the controlled case
duplicates the critical time of the uncontrolled case. However,
there are not significant differences among controllers in this issue.

In order to assess the damping injected to the system using each
strategy, two cases are analyzed: one for a 54 ms fault time (tfc)
and another, and more demanding one, for a 100 ms fault. The load
angle d and transient EMF E0q for the first study case are shown in
Fig. 4. It can be seen there that the system without controller does
o-area four-machine test system.
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not lose synchronism. Thus, it is possible to compare the damping
injection for each controller in relation to the uncontrolled case.
The best dynamic behavior regarding the damping injection is pre-
sented by FL. When IDA and PSS are used, a small oscillation is
kept. Fig. 5 shows the control signals (field voltage variation) of
the tested controllers. It is noticeable that the control effort and
the energy used by FL is lower than PSS and IDA energies.

Figs. 6 and 7 show the same states for a more severe short cir-
cuit of 100 ms. Note that, in this case, the open-loop system be-
comes unstable. Roughly speaking, similar conclusions to the first
study case of tfc = 54 ms are obtained with respect to the system
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Fig. 12. Voltage profiles of the power system
behavior. Nevertheless, IDA has a better performance than PSS be-
cause this more severe disturbance makes states to go beyond the
operation point in which PSS is tuned. From the performance point
of view, it is clear that better results are attained when nonlinear
control strategies are used.

5.1.2. Robustness against parameter uncertainties
Sensitivity of strategies to parameter uncertainties is shown in

Figs. 8 and 9, where the Vr infinite bus voltage and the XE external
reactance have been chosen as uncertain values due to their great-
er variation in power system work conditions. It can be concluded
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from the diagrams that both IDA and PSS present a very low sensi-
tivity to such variations, while FL shows a higher degree of sensi-
tivity. This is justified because the latter strategy is based on
canceling the nonlinearities and taking into consideration an exact
knowledge of the model. Therefore, its performance is degraded
because of parameter mismatches. However, it should be empha-
sized that this sensitivity is very low, and also that there are no
signs of instability and a strong oscillation damping is still ob-
served, even in presence of uncertainties.

5.2. Two-area four-machine test

In this section, a multimachine scenario is considered to assess
the behavior of the nonlinear strategies. A two-area four-machine
test is chosen for this purpose (see Fig. 10). Parameters of the sys-
tem and controllers are taken from the mentioned example 12.6
[42]. AVR and governor (GOV) systems are installed in all genera-
tors, whereas oscillation damping controllers to be contrasted are
placed in generators #1 and #3. The system transient response is
analyzed performing a 300 ms three-phase fault at bus 8. To eval-
uate the performance and voltage regulation of the controller
against a change in the topology network, one transmission line
is opened immediately after the fault clearance (see breakers be-
tween buses 8 and 9 in Fig. 10).

Fig. 11 shows the generator load angles for the three cases un-
der study: PSS, IDA, and FL controllers. There, it can be observed an
increase in the oscillation damping when PSS are replaced by the
nonlinear strategies. Fig. 11 also shows that the exponential behav-
ior that FL control had in the single-machine test (see Fig. 6) is lost.
This is due to the fact that the infinite-bus assumption is not valid
any more in a weak multimachine power system. Nevertheless, the
FL controller still presents the best oscillation damping when it is
compared to PSS and IDA schemes. Fig. 12a–c shows the voltage
profiles of the power system for all strategies. Controllers achieve
a proper voltage regulation; however, a reduction in the stabiliza-
tion time can be observed when nonlinear strategies are used. Fi-
nally, in Fig. 12d, the generator #1 terminal voltage is plotted
before and after the fault. We can see that a good post-fault voltage
regulation is accomplished by the strategies, confirming the cor-
rect value of the load angle reference calculated with the approach
developed in Section 4.
6. FL versus IDA comparison

The philosophy behind FL control law is to transform a nonlin-
ear system into a linear one to be able, in this way, to tune a high-
performance controller. However, tuning for IDA gains are not sys-
tematic. Some guidelines to design its gains are presented in [34],
but they seem to be more focused on keeping stability than in per-
formance objectives (such as convergence speed, state decoupling,
etc.). On the contrary, FL allows to design gains via well-known lin-
ear control techniques. As an example, FL-based adaptive control
has been presented in power system control applications [31,48].
In [60], after applying FL, gains have been tuned via optimal con-
trol. Also, tuning via robust control techniques is proposed in
[61]. This shows how flexible in designing its gains FL is. However,
this feature has not been reported with IDA, where systematic de-
signs for robust, optimal and adaptive versions are still in the stage
of study.

However, in contrast with what has been discussed by some
researchers, FL and IDA have many points in common. A better per-
formance can be obtained with IDA if the a1 design parameter, in-
stead of being selected as constant, is considered state dependent
[35]. Moreover, an interesting fact is that the following selection
of a1,
a1 ¼ a2k1 x1 � xH

1

� �
þ b1x2

� ��1 a2k1xH

3 � k2x3 þþb1k1 cos x1 � cos xH

1

� ��
þ b1x2x3 cot x1 þ ðb2P þ vÞ � b2

2x2


 �
csc x1

�
ð63Þ

where

k1 , b3 þ b1kv ; ð64Þ
k2 , a2b3 þ b1ðb2 þ a2kvÞ; ð65Þ

makes IDA to produce the same control law as the one obtained by
FL. Therefore, the same law (performance, robustness, energy con-
sumption, etc.) is obtained by both strategies when a particular
selection of a1 parameter is made.
7. Conclusions

A comparison among control strategies applied to synchronous
generators were presented with the aim of damping oscillations in
power systems. Controllers were tested for single-machine and
multimachine scenarios and considering short circuits and param-
eter variations. It was seen that FL presents a better transient per-
formance in the state variables, with excellent damping and a
lesser stress to the actuator. IDA and PSS, in a slightly minor
way, also had a very good performance. For demanding distur-
bances, the advantage of using nonlinear control strategies was
evident against the use of PSS tuned at a determined operation
point. Regarding strategy robustness, a very low sensitivity to vari-
ations in parameters was noticed for IDA and PSS, while in FL small
deviations were observed. It can be broadly said that FL achieves a
high performance because it is a kind of strategy based on cancel-
ing the model nonlinearities to obtain an input–output linear
dynamics, and that makes necessary a detailed description of the
system. On the other hand, IDA, being designed by considering
the system total energy, loses performance in each of the individ-
ual states and presents a lower oscillation damping. As regards PSS
controllers, disturbances or variations in load conditions might
produce great deviations at the system operation point turning
into invalid assumptions based on Taylor linearization.

The kind of nonlinear controller to be used will depend on the
expected kind of damping, excitation system performance, knowl-
edge of the power system model, etc. It can be regarded as an
advantage that the considered PSS only needs the speed measure-
ment (although some PSSs measure the generator terminal voltage
and the generated electric power) while FL and IDA need to mea-
sure several generator states. However, this drawback can be over-
come by including state observers (see for example [50,62,63]).
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