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Abstract. A fundamental requirement of collaborative dialogue formal systems
is ensuring both that all the relevant information will be exposed and also irrele-
vancies will be avoided. The challenge is to fulfill this requirement in the context
of a distributed MAS where each agent is unaware of the private knowledge of
the others. We argue that it is possible to give a general treatment to this prob-
lem in terms of relevance notions, and propose a partial solution which reduces
the problem to that of finding adequate potential relevance notions. Specifically,
we present in this work an Abstract Dialogue Framework which provides an en-
vironment for studying the behavior of collaborative dialogue systems in terms
of abstract relevance notions, together with three Collaborative Semantics each
of which defines a different collaborative behavior of the dialogues under the
framework. One of these semantics describes an utopian, non practical, behavior
which is approximated in different ways by the other two constructive semantics.
Complete examples are provided in Propositional Logic Programming.

1 Introduction and Motivation

Multi-agent systems (MAS) provide solutions to problems in terms of autonomous in-
teractive components (agents). A dialogue is a kind of interaction in which a sequence
of messages, over the same topic, is exchanged among a group of agents, with the
purpose of jointly drawing some sort of conclusion. This work is about modeling col-
laborative dialogues in MAS. By collaborative, we mean that the agents are willing
to share any relevant knowledge, to the topic at issue. In order to design well-behaved
models of dialogue, a formal specification of the expected behaviors would be useful.
Besides, there is a need of practical behaviors, suitable to be implemented in a MAS
(inherently distributed) where each agent has access only to the private knowledge of
her own and to the public knowledge generated during the dialogue.

Most of the existent works in the area propose a formal system for some particular
type of dialogue, based upon certain reasoning model (mostly argumentative systems)
and identify properties of the generated dialogues, usually termination and properties of
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the outcome, e. g. in [1], [2], [3], [4], [5]. We have observed that there are some desir-
able properties of these systems which are rarely satisfied. One such property is ensur-
ing that, when the dialogue ends, there is no relevant information left unpublished, not
even distributed among several participants. This property may not be easy to achieve if
the underlying logic is complex. For example, argumentation-based dialogues usually
consist of interchanging arguments for and against certain claim, but they do not con-
sider other possible relevant contributions which are not necessarily arguments, such as
parts of distributed arguments, or information which somehow invalidates a previously
exposed argument (without being precisely a counter-argument), or information which
changes the defeat relation between arguments, etc. In particular, in [5] this property
is successfully achieved, but for a simplified version of a particular argumentative sys-
tem. Another property which is in some cases overlooked, is ensuring that the final
conclusion is coherent with all what has been said during the dialogue.

These observations motivated the present work, in which we intend to abstractly
and formally specify the main requirements to be achieved by collaborative dialogue
systems, as well as analyzing to what extent these can be fulfilled in a distributed envi-
ronment where none of the participants has access to the entirety of the information. In
this first approach, we will consider a restricted notion of collaborative dialogue which
takes place among a fixed set of homogeneous agents equipped with finite and static
knowledge bases expressed in a common knowledge representation language. The only
possible move in the dialogue will be to make a contribution (to publish a subset of
one’s private knowledge base) and no other locution (such as questions, proposals, etc.)
will be allowed. We will make no assumption regarding the nature of the underlying
reasoning model, except for being a well defined function which computes a unique
outcome, given a topic and a knowledge base. This will make our analysis suitable
for a wide range of underlying logics, regardless whether they are monotonic or non-
monotonic, and also including both argumentative and non-argumentative approaches.
A preliminary reduced version of this work was presented in [6]. Here, important results
and illustrative examples are added to the core framework.

2 Informal Requirements for Collaborative Dialogue Models

We take for granted that an ideal collaborative behavior of dialogues should satisfy the
following, informally specified, requirements:

R1: All the relevant information is exposed in the dialogue.
R2: The exchange of irrelevant information is avoided.
R3: The final conclusion follows from all what has been said.

On that basis, we will conduct our analysis of collaborative dialogue behavior in terms
of two abstract elements: a reasoning model and a relevance notion1, assuming that

1 The term relevance appears in many research areas: epistemology, belief revision, economics,
information retrieval, etc. In this work we intend to use it in its most general sense, which may
be closer to the epistemic one: pertinence in relation to a given question, but it should not be
tied to any particular interpretation, except for concrete examples given in this work.
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the former gives a formal meaning to the word follows, and the latter to the word rele-
vant. Both elements are domain-dependent and, as we shall see, they are not unattached
concepts. It is important to mention that the relevance notion is assumed to work in a
context of complete information (this will be clarified later). Also recall that our analysis
will be intended to be suitable both for monotonic and non-monotonic logics.

We believe that the achievement of R1-R3 should lead to achieving other important
requirements (listed below) and, hence, part of the contribution of this work will be to
state the conditions under which this hypothesis actually holds.

R4: The dialogue should always end.
R5: Once the dialogue ends, if the agents added all their still private information, and

reasoned from there, the previously drawn conclusions should not change.

In the task of simultaneously achieving requirements R1 and R2, in the context of a
distributed MAS, a non-trivial problem arises: relevant information distributed in such
a way that none of the parts is relevant by itself. A simple example illustrates this
situation: suppose that A knows that a implies b, and also that c implies b, and B knows
that a, as well as d, holds. If agents A and B engage in dialogue for determining whether
b holds or not, then it is clear that the relevant information is: a implies b, and a holds.
However, neither A knows that a holds, nor B knows that a implies b, making them
unaware of the relevance of these pieces of information. It is true, though, that A could
suspect the relevance of a implies b since the dialogue topic, b, is the consequent of the
implication, but she has certainly no way of anticipating any difference between this
and c implies b. This last means that, either she abstains from exposing any of the two
implications (relegating R1), or she tries with some or both of them (relegating R2, in the
case she chooses the wrong one first). In short, there is a tradeoff between requirements
R1 and R2. Because of the nature of collaborative dialogues, we believe that R1 may
be mandatory in many application domains, and hence we will seek solutions which
achieve it, even at the expense of relegating R2 a bit. Although a concrete solution will
depend on specific instances of the reasoning model and the relevance notion, we feel
it is possible to analyze how could solutions be constructed for the abstract case. The
basic idea will be to develop a new relevance notion (which will be called a potential
relevance notion) able to detect parts of distributed relevant contributions (under the
original notion). Furthermore, we will see how the concept of abduction in logic is
related to the construction of this potential relevance notions.

The rest of this work is organized as follows. Sec. 3 introduces an Abstract Dia-
logue Framework useful for carrying out an abstract study of collaborative dialogues,
and which includes the two elements mentioned above: the reasoning model and the
relevance notion. In Sec. 4, we formalize requirements R1-R3 by defining an Utopian
Semantics for the framework, and show why it is not in general implementable in a
distributed MAS. In Sec. 5, we propose alternative, practical semantics which approxi-
mate the utopian behavior, by achieving one of the requirements, either R1 or R2, and
relaxing the other. Examples throughout this work are given in Propositional Logic
Programming, and its extension with Negation as Failure. In Sec. 6, we briefly dis-
cuss some complementary issues: an interaction protocol for allowing the practical
semantics implementation, and some approaches for handling inconsistencies in dia-
logues. In Sec. 7, we comment on some existing works in the area. Finally in Sec. 8, we
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summarize the main contributions of this work, as well as pointing out some issues that
have been left for further research in future work.

3 An Abstract Dialogue Framework

Three languages are assumed to be involved in a dialogue: the Knowledge Represen-
tation Language L for expressing the information exchanged by the agents, the Topic
Language LT for expressing the topic that gives rise to the dialogue, and the Outcome
Language LO for expressing the final conclusion (or outcome). These languages will
be kept abstract in our formal definitions, but for the purpose of examples they will be
instantiated in the context of Propositional Logic Programming (PLP) and its extension
with Negation As Failure (PLPnaf ). It is also assumed a language LI for agent iden-
tifiers. As mentioned in Sec. 1, we consider a restricted notion of dialogue which is
based on contributions only. The following is a public view of dialogue: agents’ private
knowledge is not taken into account.

Definition 1 (Move). A move is a pair 〈id, X〉 where id ∈ LI is the identifier of the
speaker, and X ⊆ L is her contribution.

Definition 2 (Dialogue). A dialogue is a tuple
〈
t, 〈mj〉, o

〉
where t ∈ LT is the dialogue

topic, 〈mj〉 is a sequence of moves, and o ∈ LO is the dialogue outcome.

As anticipated in Sec. 2, we will study the behavior of dialogues in terms of two abstract
concepts: relevance and reasoning. To that end, an Abstract Dialogue Framework is in-
troduced, whose aim is to provide an environment under which dialogues take place.
This framework includes: the languages involved in the dialogue, a set of participating
agents, a relevance notion and a reasoning model. An agent is represented by a pair
consisting of an agent identifier and a private knowledge base, providing in this way
a complete view of dialogues. A relevance notion, in this article, is a criterion for de-
termining, given certain already known information and a topic, whether it would be
relevant to add certain other information (i.e., to make a contribution). We emphasize
that this criterion works under an assumption of complete information, to be contrasted
with the situation of a dialogue where each agent is unaware of the private knowledge
of the others. This issue will be revisited in Sec. 4. Finally, a reasoning model will be
understood as a mechanism for drawing a conclusion about a topic, on the basis of an
individual knowledge base.

Definition 3 (Agent). An agent is a pair 〈id, K〉, noted Kid, where K ⊆ L is a private
finite knowledge base, and id ∈ LI is an agent identifier.

Definition 4 (Abstract Dialogue Framework). An abstract dialogue framework F is a
tuple 〈L,LT ,LO,LI ,R, Φ, Ag〉 where L, LT , LO and LI are the languages involved
in the dialogue, Ag is a finite set of agents, R ⊆ 2L × 2L × LT is a relevance notion,
and Φ : 2L × LT ⇒ LO is a reasoning model. The brief notation F = 〈R, Φ, Ag〉 will
be also used.
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Notation 1. If (X, S, t) ∈ R, we say that X is a t-relevant contribution to S under R,
and we note it XRtS. When it is clear what relevance notion is being used, we just say
that X is a t-relevant contribution to S. For individual sentences α in L, we also use the
simpler notation αRtS meaning that {α}RtS.

Throughout this work we will make reference to the following partially instantiated
dialogue frameworks. It is assumed that the reader is familiarized with the concept of
derivation in PLP (noted �) and PLPnaf (noted �naf )2.

– Flp = 〈Llp,LFacts, {Yes, No},LI ,Rt, Φ
lp, Ag〉 where Llp is the set of rules and

facts in PLP, LFacts ⊂ Llp is the subset of facts (which in this case works as the
Topic Language) and Φlp(S, h) = Yes if S � h, and No otherwise.

– Fnaf = 〈Lnaf ,LFacts, {Yes, No},LI ,Rt, Φ
naf , Ag〉 where Lnaf is the set of

rules and facts in PLPnaf and Φnaf (S, h) = Yes if S �naf h, and No otherwise.

Notice the existence of two different sets of knowledge involved in a dialogue: the
private knowledge which is the union of the agents’ knowledge bases, and the public
knowledge which is the union of all the contributions already made, up to certain step.
The former is a static set, whereas the latter grows as the dialogue progresses.

Definition 5 (Public Knowledge). Let d be a dialogue consisting of a sequence〈〈id1, X1〉 . . . 〈idm, Xm〉
〉

of moves. The public knowledge associated to d at step j

(j ≤ m) is the union of the first j contributions of the sequence and is noted PUj
d

(PUj
d = X1 ∪ · · · ∪ Xj).

Definition 6 (Private Knowledge). Let F be an abstract dialogue framework includ-
ing a set Ag of agents. The private knowledge associated to F (and to any admissible
dialogue under F) is the union of the knowledge bases of the agents in Ag, and is noted
PRF (PRF =

⋃
Kid∈Ag K).

In our restricted notion of dialogue, agents’ contributions are subsets of their private
knowledge. We define next a set of admissible dialogues under a given framework.

Definition 7 (Admissible Dialogues). Let F = 〈L,LT ,LO,LI ,Rt, Φ, Ag〉 be an ab-
stract dialogue framework, t ∈ LT and o ∈ LO . A dialogue

〈
t, 〈mj〉, o

〉
is admissible

under F if, and only if, for each move m = 〈id, X〉 in the sequence, there is an agent
Kid ∈ Ag such that X ⊆ K. The set of admissible dialogues under F is noted d(F).

Remark 1. For any step j of any dialogue d ∈ d(F), it holds that PUj
d ⊆ PRF.

Returning to the notions of relevance and reasoning, it was mentioned in Sec. 2 that
these were not unattached concepts. A coherent dialogue must exhibit some connection
between them. A natural connection is to consider that a contribution is relevant if its
addition alters the conclusion achieved by the reasoning model, as defined below.

2 We will assume that PLP contains the following binary connectives: ∧ and ←, and PLPnaf

also includes the unary prefix connective not . Examples in PLPnaf will have exactly one
stable expansion, so there will be no confusion regarding their semantics.
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Definition 8 (Natural Relevance Notion). Let Φ be a reasoning model. The nat-
ural relevance notion associated to Φ is a relation NΦ

t such that: XNΦ
t S iff

Φ(S, t) �= Φ(S ∪ X, t). If XNΦ
t S, we say that X is a natural t-relevant contribution to

S under Φ.

It will be seen later that this connection can be relaxed, i.e., other relevance notions
which are not exactly the natural one, will also be accepted. We distinguish the subclass
of abstract dialogue frameworks in which the relevance notion is the natural one asso-
ciated to the reasoning model. We refer to them as Inquiry Dialogue Frameworks3, and
the relevance notion is omitted in their formal specification.

Definition 9 (Inquiry Dialogue Framework). An abstract dialogue framework
I = 〈Rt, Φ, Ag〉 is an Inquiry Dialogue Framework if, and only if, it holds that
Rt = NΦ

t . The brief notation I = 〈Φ, Ag〉 will be used.

Throughout this work we will make reference to the natural relevance notions N lp
h

and Nnaf
h , associated to the reasoning models Φlp and Φnaf , and also to the inquiry

frameworks Ilp and Inaf , which result from Flp and Fnaf , by instantiating the abstract
relevance notions with the natural ones.

4 Utopian Collaborative Semantics

A semantics for an abstract dialogue framework, in this work, is a subset of the ad-
missible dialogues, whose elements satisfy certain properties, representing a particular
dialogue behavior. We are interested in specifying which, from all the admissible di-
alogues under a given framework, have an acceptable collaborative behavior. Recall
that by collaborative we mean that the participants are willing to share any relevant
knowledge to the topic under discussion, having no other ambition than achieving the
right conclusion on the basis of all the information they have. In Sec. 2, we identified
three requirements, R1-R3, to be ideally achieved by collaborative dialogue systems. In
this section, we will define an Utopian Collaborative Semantics which gives a formal
characterization of such ideal behavior, in terms of the elements of the framework.

In order to translate requirements R1-R3 into a formal specification, some issues
need to be considered first. In particular, the notion of relevant contribution needs to be
adjusted. On the one hand, there may be contributions which does not qualify as relevant
but it would be adequate to allow. To understand this, it should be noticed that, since
relevance notions are related to reasoning models, and reasoning models may be non-
monotonic, then it is possible for a contribution to contain a relevant subset, without
being relevant itself. Consider, for instance, the following set in the context of the Inaf

framework:
{

a ← not c
}

, which is a natural a-relevant contribution to the empty set,
but if we added the fact c, or the rule c ← not d, then it would not. The possibility of

3 The term Inquiry is inspired on the popularized typology of dialogues proposed in [7], since
we believe that the natural relevance notion captures the essence of this type of interaction:
collaboration to answer some question. However, the term will be used in a broader sense
here, since nothing is assumed regarding the degree of knowledge of the participants.
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some other agent knowing, for instance, that d holds, explains why it would be useful to
allow the whole contribution

{
a ← not c, c ← not d

}
. In these cases, we say that

the relevance notion fails to satisfy left-monotonicity4 and that the whole contribution
is weakly relevant5. The formal definitions are given below.

Definition 10 (Left Monotonicity). Let Rt be a relevance notion. We say thatRt sat-
isfies left monotonicity iff the following condition holds: if XRtS and X ⊆ Y then YRtS.

Definition 11 (Weak Contribution). Let Rt be a relevance notion. We say that X is a
weak t-relevant contribution to S iff there exists Y ⊆ X such that YRtS.

Proposition 1. Let Rt be a relevance notion that satisfies left monotonicity. Then, X is
a t-relevant contribution to S iff X is a weak t-relevant contribution to S.

On the other hand, there may be contributions which qualify as relevant but they are
not purely relevant. Consider, for example, the following set in the context of any of
the two instantiated inquiry frameworks:

{
a ← b, b, e

}
, which is a natural a-relevant

contribution to the empty set, although the fact e is clearly irrelevant. These impure rel-
evant contributions must be avoided in order to obey requirement R2. For that purpose,
pure relevant contributions impose a restriction over weak relevant ones, disallowing
absolutely irrelevant sentences within them, as defined below.

Definition 12 (Pure Contribution). Let Rt be a relevance notion, and X a weak t-
relevant contribution to S. We say that X is a pure t-relevant contribution to S iff the
following condition holds for all α ∈ X: there exists Y ⊂ X such that αRt(S ∪ Y).

Finally, it has been mentioned that the relevance notion works under an assumption of
complete information, and thus it will be necessary to inspect the private knowledge of
the others for determining the actual relevance of a given move. Now we are able to
give a formal interpretation of requirements R1-R3 in terms of the framework elements:

Definition 13 (Utopian Collaborative Semantics). Let F = 〈Rt, Φ, Ag〉 be an ab-
stract dialogue framework. A dialogue d =

〈
t, 〈mj〉, o

〉 ∈ d(F) belongs to the Utopian
Collaborative Semantics for F (noted Utopian(F)) if, and only if:

Correctness: if mj is the last move in the sequence, then Φ(PUj
d, t) = o.

Global Progress: for each move mj = 〈idj , Xj〉 in the sequence, there exists
Y ⊆ PRF such that Xj ⊆ Y and Y is a pure t-relevant contribution to PUj−1

d .
Global Completeness: if mj is the last move in the sequence, then PRF is not a weak

t-relevant contribution to PUj
d.

Requirement R3 is achieved by the Correctness condition, which states that the dialogue
outcome coincides with the application of the reasoning model to the public knowledge
at the final step of the dialogue (i.e., the outcome of the dialogue can be obtained by rea-
soning from all that has been said). Requirement R2 is achieved by the Global Progress

4 The name of this property is inspired in [8].
5 The term weak relevance is used in [9] in a different sense, which should not be related to the

one introduced here.
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condition, which states that each move in the sequence is part of a distributed pure rel-
evant contribution to the public knowledge generated so far. Finally, requirement R1

is achieved by the Global Completeness condition, which states that there are no more
relevant contributions, not even distributed among different knowledge bases, after the
dialogue ends. Notice that the three conditions are simultaneously satisfiable by any dia-
logue framework and topic, i.e., there always exists at least one dialogue which belongs
to this semantics, as stated in the following proposition.

Proposition 2 (Satisfiability). For any dialogue framework F = 〈Rt, Φ, Ag〉, the set
Utopian(F) contains at least one element.

Furthermore, any sequence of moves satisfying global progress can be completed to a
dialogue belonging to the semantics. This means that a system implementation under
this semantics would not need to do backtracking. Although this property is useless for
the case of the utopian semantics which, as will be seen in short, is not implementable
in a distributed system, it will be useful in the case of the two practical semantics that
will be presented in Sec. 5.

Definition 14. A dialogue d2 over a topic t is a continuation of a dialogue d1 over the
same topic t if, and only if, the sequence of moves of d2 can be obtained by adding zero
or more elements to the sequence of moves of d1.

Proposition 3 (No Backtracking). Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue
framework, and d1 ∈ d(F). If d1 satisfies global progress under F, then there exists
a dialogue d2 ∈ Utopian(F) which is a continuation of d1.

Note that the truth of the previous statements (regarding satisfiability and no back-
tracking) comes from the following facts, which can be easily proven: (1) if global
completeness is not achieved, then there exists at least one possible move that can be
added to the sequence according to global progress, and (2) the correctness condition
is orthogonal to the other two. Next, an illustrative example of the dialogues generated
under the Utopian Semantics is given.

step A B C Φ(PUstep
d1

, a)

1 a ← b No
2 b ← c No
3 c Yes

Example 1. Consider an instance of the Ilp frame-
work, where the set Ag is composed by KA =
{a ← b, e}, KB = {b ← c, b ← d, f} and KC =
{c, g}. The dialogue d1 shown on the right, over
topic a, and also all the permutations of its moves
with the same topic and outcome, belong to the Utopian Collaborative Semantics for
the framework. The chart traces the dialogue, showing the partial results of reasoning
from the public knowledge so far generated. The last of these results (underlined) is the
final dialogue outcome.

An essential requirement of dialogue systems is ensuring the termination of the gen-
erated dialogues. This is intuitively related to requirement R2 (achieved by global
progress) since it is expected that agents will eventually run out of relevant contri-
butions, given that their private knowledge bases are finite. This is actually true as long
as the relevance notion satisfies an intuitive property, defined below, which states that a
relevant contribution must add some new information to the public knowledge.
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Definition 15 (Novelty). A relevance notion Rt satisfies novelty iff the following con-
dition holds: if XRtS then X � S.

Proposition 4 (Termination). Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue frame-
work, and d =

〈
t, 〈mj〉, o

〉 ∈ d(F). If the notion Rt satisfies novelty and dialogue d
satisfies global progress under F, then 〈mj〉 is a finite sequence of moves.

It is easy to see that any natural relevance notion satisfies novelty, since it is not possible
for the conclusion achieved by the reasoning model to change without changing the
topic nor the knowledge base.

Proposition 5. For any reasoning model Φ, it holds that its associated natural rele-
vance notion,NΦ

t , satisfies novelty.

Another desirable property of collaborative dialogue models is ensuring it is not possi-
ble to draw different conclusions, for the same set of agents and topic. In other words,
from the entirety of the information, it should be possible to determine the outcome of
the dialogue, no matter what sequence of steps are actually performed6. Furthermore,
this outcome should coincide with the result of applying the reasoning model to the
private knowledge involved in the dialogue. We emphasize that this is required for col-
laborative dialogues (and probably not for non-collaborative ones). For instance, in
Ex. 1, the conclusion achieved by all the possible dialogues under the semantics is Yes,
which is also the result of reasoning from KA ∪ KB ∪ KC. This is intuitively related to
requirements R1 ( achieved by global completeness) and R3 ( achieved by correctness)
since it is expected that the absence of relevant contributions implies that the current
conclusion cannot be changed by adding more information. This is actually true as long
as the relevance notion is the natural one associated to the reasoning model, or a weaker
one, as stated below.

Definition 16 (Stronger Relevance Notion). LetRt andR′t be two relevance notions.
We say that the notionRt is stronger or equal than the notionR′t iff the following holds:
if XRtS then XR′t S (i.e.,Rt ⊆ R′t ). We will also say thatR′t is weaker or equal thanRt.

Observe that here we use the term weaker, as the opposite of stronger, denoting a binary
relation between relevance notions, and this should not be confused with its previous
use in Def. 11 of weak relevant contribution.

Proposition 6 (Outcome Determinism). Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue
framework and d =

〈
t, 〈mj〉, o

〉 ∈ d(F). If d satisfies correctness and global complete-
ness under F, and Rt is weaker or equal than NΦ

t , then o = Φ(PRF, t).

For example, in PLP, a relevance notion which detects the generation of new derivations
for a given literal, would be weaker than the natural one. It is easy to see that this weaker
relevance notion would also achieve outcome determinism.

The following corollaries summarize the results regarding the Utopian Collaborative
Semantics for an abstract dialogue framework, and also for the particular case of inquiry
dialogue frameworks.

6 This property, which we will call outcome determinism, has been studied in various works
under different names. For instance in [10] it was called completeness. Notice that we use that
term for another property, which is not the same but is related to the one under discussion.
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Corollary 1. Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue framework. The dialogues in
Utopian(F) satisfy termination and outcome determinism, provided that the relevance
notionRt satisfies novelty and is weaker or equal thanNΦ

t .

Corollary 2. Let I be an inquiry framework. The dialogues in Utopian(I) satisfy ter-
mination and outcome determinism.

It is clear that Def. 13 of the Utopian Collaborative Semantics is not constructive, since
both global progress and global completeness are expressed in terms of the private
knowledge PRF, which is not entirely available to any of the participants. The follow-
ing example shows that, it is not only not constructive, but also in many cases not even
implementable in a distributed MAS.

step A B C Φ(PUstep
d2

, a)

1 a ← b No
2 b ← d No
3 b ← c No
4 c Yes

Example 2. Consider the Ilp framework instanti-
ated in Ex. 1. The dialogue d2 shown on the right,
does not belong to the Utopian Semantics because
step 2 violates the global progress condition. How-
ever, it would not be possible to design a dialogue
system which allows dialogue d1 (presented in Ex. 1) but disallows d2, since agent B

can not know in advance that c, rather than d, holds.

The undesired situation is caused by a relevant contribution distributed among several
agents, in such a way that none of the parts is relevant by itself, leading to a tradeoff be-
tween requirements R1 and R2 (i.e., between global progress and global completeness).
In the worst case, each sentence of the contribution resides in a different agent. Thus,
to avoid such situations, it would be necessary for the relevance notion to warrant that
every relevant contribution contains at least one individually relevant sentence. When
this happens, we say that the relevance notion satisfies granularity, defined next.

Definition 17 (Granularity). Let Rt be a relevance notion. We say that Rt satisfies
granularity iff the following holds: if XRtS then there exists α ∈ X such that αRtS.

Unfortunately, the relevance notions we are interested in, fail to satisfy granularity.
It does not hold in general for the natural notions associated to deductive inference
mechanisms. It has been shown, in Ex. 2, that it does not hold for the simple case of
PLP, and clearly neither for PLPnaf . Just as an example, we will show a relevance
notion (not logic-based) which satisfies granularity.

Example 3. Suppose a set of items, each of which an agent may have associated in-
comes and/or expenses to, and suppose a dialogue among a set of agents with the pur-
pose of determining the final balance on a certain item. The L language is the set of
pairs (item, amount) where amount is a non-zero integer, theLT language is the set of
items, and the LO language is the set of integers (including zero). The reasoning model
obtains the final balance on a certain item, i.e., does the sum of all the amounts asso-
ciated to this item. It is easy to see that the natural relevance notion corresponding to
this reasoning model satisfies granularity. In fact, any particular income or expense as-
sociated to that item (these were assumed non-zero values) would be a natural relevant
contribution to any given set.
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5 Practical Collaborative Semantics

The lack of granularity of relevance notions motivates the definition of alternative se-
mantics which approach the utopian one, and whose distributed implementation is vi-
able. The simplest approach is to relax requirement R1 by allowing distributed relevant
contributions to be missed, as follows.

Definition 18 (Basic Collaborative Semantics). Let F = 〈Rt, Φ, Ag〉 be an abstract
dialogue framework. A dialogue d =

〈
t, 〈mj〉, o

〉 ∈ d(F) belongs to the Basic Collabo-
rative Semantics for F (noted Basic(F)) if, and only if, the following conditions, as well
as Correctness (Def. 13), hold:

Local Progress: for each move mj = 〈idj , Xj〉 in the sequence, Xj is a pure t-relevant
contribution to PUj−1

d .
Local Completeness: if mj is the last move in the sequence, then it does not exist an

agent Kid ∈ Ag such that K is a weak t-relevant contribution to PUj
d.

In the above definition, requirement R2 is achieved by the local progress condition
which states that each move in the sequence constitutes a pure relevant contribution to
the public knowledge generated so far. Notice that this condition implies global progress
(enunciated in Sec. 4), as stated below.

Proposition 7. Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue framework, and d ∈ d(F).
If the dialogue d satisfies local progress, then it satisfies global progress under F.

Requirement R1 is now compromised. The local completeness condition states that each
agent has no more relevant contributions to make after the dialogue ends. Unless the rel-
evance notion satisfies granularity, this is not enough for ensuring global completeness
(enunciated in Sec. 4), since there could be a relevant contribution distributed among
several agents, in such a way that none of the parts is relevant by itself.

Proposition 8. Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue framework, and d ∈ d(F).
If the dialogue d satisfies global completeness, then it satisfies local completeness under
F. The reciprocal holds if, and only if, the relevance notionRt satisfies granularity.

As a result, requirement R4 (termination) is achieved, given the same condition as in
Sec. 4, whereas requirement R5 (outcome determinism) cannot be warranted. These
results are summarized in the corollary below.

Corollary 3. Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue framework. The dialogues
in Basic(F) satisfy termination, provided that the relevance notionRt satisfies novelty.

Considering the same scenario as in Ex. 1 for the Ilp framework, it is easy to see that the
only possible dialogue under the Basic Collaborative Semantics is the empty one (i.e.,
no moves are performed), with outcome = No. Furthermore, it can be shown that any
dialogue in Basic(Ilp) consists in zero moves, or one move (when at least one of the
participants already has a derivation for the literal at issue). More interesting examples,
of dialogues with more than one step under the Basic Semantics, can be developed in
the context of non-monotonic reasoning models, as shown in the following example in
the context of the Inaf framework.
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step A B C Φ(PUstep
d , a)

1 a ← b ∧ not c Yes
b

2 c ← not d No
3 d ← not e Yes

Example 4. Consider an instance
of the Inaf inquiry framework,
where the set Ag is composed by
KA = {a ← b ∧ not c, b},
KB = {d ← not e, f}, and
KC = {c ← not d, e ← f}. The dialogue traced on the right, over topic a, belongs
to the Basic Semantics for the framework instantiated above. Note that global complete-
ness is not achieved, since there still exists a distributed relevant contribution when the
dialogue ends: {e ← f, f}. Consequently, outcome determinism is not achieved: the
dialogue outcome is Yes whereas the result of reasoning from KA ∪ KB ∪ KC is No.

In Sec. 2 we argued that requirement R1 may be mandatory in many domains, but the
Basic Semantics does not achieve it unless the relevance notion satisfies granularity,
which does not usually happen. In order to make up for this lack of granularity, we
propose to build a new notion (say P) based on the original one (sayR) which ensures
that, in the presence of a distributed relevant contribution under R, at least one of the
parts will be relevant under P . We will say that P is a potential relevance notion for
R, since its aim is to detect contributions that could be relevant within certain context,
but it is uncertain whether that context actually exists or not. Observe that the context
is given by other agents’ private knowledge, which has not been exposed yet. Just for
clarifying the idea, a simple example (not logic-based) is showed next.

Example 5. Consider the scenario of Ex. 3, but suppose now that the agents only need
to know whether the balance on certain item is non-negative, so the reasoning model
answers Yes if the sum is positive or zero, and No otherwise. In this case, the associ-
ated natural relevance notion does not satisfy granularity. A simple potential relevance
notion would consider the incomes to be relevant when the current balance is negative,
and the expenses to be relevant when the current balance is positive or zero.

Below we define the binary relation (“is a potential for”) between relevance notions,
and also its propagation to dialogue frameworks.

Definition 19 (Potential Relevance Notion). Let Rt and Pt be relevance notions. We
say that Pt is a potential (relevance notion) forRt iff the following conditions hold: (1)
Rt is stronger or equal than Pt, and (2) if XRtS then there exists α ∈ X such that αPtS.
If XPtS and Pt is a potential forRt, we say that X is a potential t-relevant contribution
to S underRt.

Definition 20 (Potential Dialogue Framework). Let F = 〈Rt, Φ, Ag〉 and
F∗ = 〈Pt, Φ, Ag〉 be abstract dialogue frameworks. We say that F∗ is a potential (frame-
work) for F if, and only if, Pt is a potential relevance notion forRt.

Clearly, if a relevance notion already satisfies granularity then nothing needs to be done.
Indeed, it would work as a potential relevance notion for itself, as stated in Prop. 9. An-
other useful property, stated in Prop. 10, is that if a relevance notion satisfies granularity
and is weaker or equal than the original one, then it works as a potential for the latter.

Proposition 9. If the relevance notion Rt satisfies granularity, then Rt is a potential
relevance notion for itself.
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Proposition 10. If the relevance notion Rt is stronger or equal than the relevance no-
tion Pt, and Pt satisfies granularity, then Pt is a potential relevance notion forRt.

Now we will show a more interesting potential relevance notion, in the context of the
Ilp framework. The basic idea is to detect contributions that would be relevant given a
certain context of facts (which are currently uncertain), as exemplified below.

X S Context
{a ← b} {} {b}
{b ← c ∧ d} {a ← b} {c, d}

{a} {} {}

Example 6. Consider the Ilp framework. In the chart
on the right, the set in the first column would be a
natural a-relevant contribution to the set in the second
column, given the context of the third column. Note
that these contexts (except for the empty one) would be natural relevant contributions
to S after adding X, but not before.

In order to define this potential relevance notion, we first define the abduction set7

associated to a given fact h and a given set S. In short, the abduction set of h from S is
the set of all the minimal sets of facts that could be added to S in order to derive h.

Definition 21 (Abduction Set). Let S ⊆ Llp and h ∈ LFacts. The abduction set of h
from S is defined as follows:

AB(S, h) = {H ⊆ LFacts : (S ∪ H) � h and �H′ ⊂ H s. t. (S ∪ H′) � h}

S AB(S, a)
{a ← b, b ← c ∧ d} {{a}{b}{c, d}}

{a} {{}}
{} {{a}}

Example 7. Consider the Ilp framework. In the
chart on the right, the second column shows the
abduction set of the fact a, from the set S on the
first column.

Now we are able to introduce an abductive relevance notion Alp
h . Basically, X is an

h-relevant contribution to S under Alp
h if, and only if, its addition generates a new ele-

ment in the abduction set of h. This means that either a new fact-composed h-relevant
contribution to S under N lp

h arises, or h is actually derived. It can be shown (proof is
omitted due to space reasons) that Alp

h is a potential relevance notion forN lp
h .

Definition 22 (Abductive Relevance). Let S ⊆ Llp and h ∈ LFacts. A set X ⊆ Llp

is an h-relevant contribution to S under Alp
h iff there exists H ⊆ LFacts such that:

(1) H ∈ AB(S ∪ X, h) and (2) H /∈ AB(S, h).

X S

{b ← c ∧ d} {a ← b}
{b} {a ← b ∧ c}

{a ← b} {}
{a} {}

Example 8. Consider theAlp
h relevance notion, introduced

in Def. 22. In the chart on the right, the set X in the first col-
umn is an a-relevant contribution to the set S in the second
column.

Returning to the semantics definition, the idea is to use the
potential framework under the Basic Semantics, resulting in a new semantics for the
original framework. Next we introduce the Full Collaborative Semantics, which is ac-
tually a family of semantics: each possible potential framework defines a different se-
mantics of the family.

7 Abduction has been widely used for finding minimal explanations for a certain result. A survey
of works on the extension of Logic Prog. to perform abductive reasoning is provided in [11].
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Definition 23 (Full Collaborative Semantics). Let F = 〈Rt, Φ, Ag〉 be an abstract di-
alogue framework. A dialogue d =

〈
t, 〈mj〉, o

〉 ∈ d(F) belongs to the Full Collaborative
Semantics for F (noted Full(F)) iff d ∈ Basic(F∗) for some framework F∗=〈Pt, Φ, Ag〉
which is a potential for F. We will also use the more specific notation d ∈ Full(F,Pt).

In this way, each agent would be able to autonomously determine that she has no more
potential relevant contributions to make, ensuring there cannot be any distributed rel-
evant contribution when the dialogue ends, and hence achieving R1. In other words,
achieving local completeness under the potential relevance notion implies achieving
global completeness under the original one, as stated below.

Proposition 11. Let F=〈Rt, Φ, Ag〉 and F∗=〈Pt, Φ, Ag〉 be abstract dialogue frame-
works such that F∗ is a potential for F, and d ∈ d(F). If dialogue d satisfies local com-
pleteness under F∗, then it satisfies global completeness under F.

Requirement R2 is in now compromised, since the context we have mentioned may not
exist. In other words, achieving local progress under the potential relevance notion does
not ensure achieving global progress under the original one. The challenge is to design
good potential relevance notions which considerably reduce the amount of cases in
which a contribution is considered potentially relevant but, eventually, it is not. Observe
that a relevance notion which considers any sentence of the language as relevant, works
as a potential for any given relevance notion, but it is clearly not a good one.

Next we summarize the results for the dialogues generated under the Full Collabora-
tive Semantics. By achieving global completeness these dialogues achieve outcome de-
terminism under the same condition as before. Although global progress is not achieved
under the original relevance notion, it is achieved under the potential one, and thus ter-
mination can be ensured as long as the latter satisfies novelty.

Corollary 4. Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue framework, and Pt a poten-
tial for Rt. The dialogues in Full(F,Pt) satisfy termination and outcome determinism,
provided that Pt satisfies novelty andRt is weaker or equal thanNΦ

t .

step A B C AB(PUstep
d3

, a) Φ(PUstep
d3

, a)

0 {{a}} No
1 a ← b {{a}{b}} No
2 b ← c {{a}{b}{c}} No
3 b ← d {{a}{b}{c}{d}} No
4 c {{}} Yes

Example 9. Consider the same sce-
nario as in Ex. 1 for the Ilp

framework. Both dialogues d1 and
d2, presented in Ex. 1 and Ex. 2 re-
spectively, belong to Full(Ilp,Alp

h ).
Also belongs to this semantics the
dialogue d3 traced on the right, which results from dialogue d2 by interchanging steps
2 and 3. The fifth column of the chart shows the evolution of the abduction set of the
fact a from the generated public knowledge. An additional step 0 is added, in order
to show the initial state of this abduction set (i.e., when the public knowledge is still
empty). Also belongs to Full(Ilp,Alp

h ) the dialogue which results from d2 by merging
steps 2 and 3 together in a single one. Note that all these dialogues achieve global
completeness, although global progress is achieved only by dialogue d1.

Results regarding satisfiability and no-backtracking also hold under the two practical
semantics we have presented in this section, as stated below.
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Proposition 12. For any dialogue framework F = 〈Rt, Φ, Ag〉, each one of the sets
Basic(F) and Full(F,Pt), contains at least one element.

Proposition 13. Let F=〈Rt, Φ, Ag〉 and F∗=〈Pt, Φ, Ag〉 be abstract dialogue frame-
works such that F∗ is a potential for F, and let d1 ∈ d(F). If d1 satisfies local progress
under F (F∗), then there exists a dialogue d2 ∈ Basic(F) (d2 ∈ Full(F,Pt)) which is a
continuation of d1.

Finally, a result showing the relation among the three collaborative semantics, for the
case in which the relevance notion satisfies granularity, is stated.

Proposition 14. Let F = 〈Rt, Φ, Ag〉 be an abstract dialogue framework. If the rele-
vance notionRt satisfies granularity, then it holds that:

Basic(F) = Full(F,Rt) ⊆ Utopian(F)

To sum up, we have defined three collaborative semantics for an abstract dialogue
framework. The Utopian Semantics describes an idealistic, in most cases impractical
behavior of a collaborative dialogue. Its usefulness is theoretical. It is approximated,
in different ways, by the other two practical semantics. The Basic Semantics, on the
other side, describes a straightforward implementable behavior of a collaborative dia-
logue. The weak point of this semantics is that it does not ensure global completeness
(neither outcome determinism, consequently). The Full Collaborative Semantics is ac-
tually a family of semantics: each potential relevance notion Pt associated toRt defines
a semantics of the family. Thus, the constructiveness of these semantics is reduced to
the problem of finding a potential relevance notion for Rt. These semantics succeed in
achieving global completeness, at the price of allowing moves which may not be al-
lowed by the Utopian Semantics. The goodness of a given potential relevance notion
increases as it minimizes the amount of such moves.

6 Discussion

In this section we briefly discuss some issues which complement the formalism pre-
sented in the previous sections. A deep analysis of these items is left for future works.
Note that the core framework is suitable and helpful for handling all these aspects.

The Interaction Protocol. As defined earlier, a semantics for our dialogue framework
describes a set of acceptable dialogues. We say that a dialogue system implementation
respects a certain semantics, if any dialogue generated under this implementation be-
longs to the semantics. In order to design a dialogue system which respects a Basic
Semantics, as defined in Sec. 5, an interaction protocol is needed, which allows the
agents to coordinate and synchronize for making relevant contributions, until no more
of those exist. Recall that, as mentioned in Sec. 1, agents’ private knowledge bases are
static during the dialogue. Some issues to consider are the following: (1) When/How
often do the agents check for relevant contributions (relevance-checking)? (2) How to
avoid interruptions? (3) Who gets the right to speak when several have relevant con-
tributions to make? (4) How to ensure that the public knowledge is not modified in
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the lag between relevance-checking and speaking? In other words, how to ensure that
contributions do not become obsolete by the time of speaking? (5) Last but not least,
how to signal termination? That is, how do agents realize that no one has more relevant
contributions to make, and thus the dialogue should end?

One possible solution could be as follows. Assume a right-to-speak token, and also
a shared counter for termination detection. This counter should be initialized with the
number of participants, at the beginning of each dialogue cycle (or step), and it should
be decremented by each agent who has no relevant contributions in that cycle. Full
details are not discussed here, but it is easy to see that a protocol could be implemented
such that: (i) The agents speak one at a time (only one agent per cycle gets the token).
(ii) The agent who first finish the relevance-checking, having something to say, gets the
right to speak (first request acquires the token). (iii) Relevance-checking occurs at the
beginning of the dialogue and after each contribution (when the token is released). (iv)
All the agents are signaled when none of them has relevant contributions to make, i.e.,
the dialogue has ended (counter value reaches zero).

Another alternative could be to implement the dialogue in a round-robin fashion (i.e.,
agents have fixed turns for making moves), but this would be a much more restrictive
protocol. Finally, it is important to mention that the above discussion also applies to a
Full Collaborative Semantics, since this last corresponds to the Basic Semantics under
a potential relevance notion.

Inconsistency Handling. An important feature of dialogue formal models is being
capable of handling inconsistencies, since these last are very likely to appear when
merging knowledge from different sources (agents). The framework presented earlier
abstracts from this issue, relying on the reasoning model (one of the framework param-
eters) to handle it. This allows for a flexible and transparent choice of the inconsistency
handling policy, which should be encapsulated within the reasoning mechanism. For the
aim of simplicity, all the examples in the previous sections were developed in the con-
text of Propositional Logic Programming, which does not allow for the representation
of inconsistent knowledge, so no handling was required. Systems which inherently deal
with inconsistencies (either by resolving them, such as a logic for defeasible argumen-
tation, or by eluding them, such as a paraconsistent logic) could be used for doing the
reasoning. Otherwise (if the chosen underlying logic does not handle inconsistencies)
a prior consolidation step could be put before the proper inference step, in order to
erase possible inconsistencies, and to build a more robust reasoning mechanism. Note
that the framework presented in this work assumes a unified reasoning model for all the
participating agents, and therefore a unified policy for handling inconsistencies.

7 Related Work

There are some works particulary related to our proposed approach, due to any of the
following: (a) an explicit treatment of the notion of relevance in dialogue, (b) the search
of the global completeness property, as we called it in this work, or (c) a tendency to
examine general properties of dialogues rather than designing particular systems.

Regarding category (a), in [12], [13] and [9], the importance of a precise relevance
notion definition is emphasized. However, these works focus on argumentation-based
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persuasion dialogues (actually a subset of those, which the author called disputes),
which belong to the non-collaborative class, and thus global completeness is not pur-
sued. Instead, the emphasis is put on properties with similar spirit to our properties of
correctness and local progress (i.e., only the public knowledge involved in the dialogue
is given importance). In [13] the author considers dynamic disputes in which two par-
ticipants (proponent and opponent) interchange arguments and counter-arguments, and
studies two properties of protocols (namely soundness and fairness) regarding the rela-
tion between the generated public knowledge and the conclusion achieved (in this case,
the winner of the dispute). The author also gives a natural definition of when a move
is relevant: “iff it changes the status of the initial move of the dispute” whose spirit is
similar to our definition of natural relevance notion but taken to the particular case in
which the reasoning model is a logic for defeasible argumentation. In [9] the author
considers more flexible protocols for disputes, allowing alternative sets of locutions,
such as challenge and concede, and also a more flexible notion of relevance.

Another work in which relevance receives an explicit treatment is [10], where the
authors investigate the relevance of utterances in an argumentation-based dialogue.
However, our global completeness property is not pursued, so they do not consider
the problematic of distributed contributions (distributed arguments in this case). They
study three notions of relevance showing how they can affect the dialogue outcome.

Regarding category (b), in [5] an inquiry dialogue protocol which successfully pur-
sues our idea of global completeness is defined. However, the protocol is set upon a
particular argumentative system, with the design methodology implicit. They take a
simplified version of the DeLP8 system, and define an argument inquiry dialogue which
allows exactly two agents to jointly construct arguments for a given claim. In the present
work, we not only explicitly and abstractly analyze the distributed relevance issue, but
also consider the complete panorama of collaborative dialogue system behavior, includ-
ing correctness and progress properties.

Regarding category (c), different measures for analyzing argumentation-based per-
suasion are proposed in [15]: measures of the quality of the exchanged arguments, of the
behavior of each agent, and of the quality of the dialog itself in terms of the relevance
and usefulness of its moves. The analysis is done from the point of view of an external
agent (i.e., private knowledge is not considered), and it is focused in a non-collaborative
dialogue type, so they are not concerned with the main problematic of our work.

8 Conclusions and Future Work

From a theoretical view point, we have made progress towards a formal understanding
of collaborative dialogues: ideal behavior, main disallowance for its consecution in a
distributed environment, and viable approximations. In a practical sense, we have pro-
vided a methodology for developing formal models of collaborative dialogues in MAS,
as follows: (1) establish suitable instances of the knowledge representation language
and the reasoning model (depending on the particular dialogue type); (2) choose an
adequate relevance notion (a natural relevance notion is generally suitable, although a
weaker one could also be chosen, provided it still satisfies novelty); (3) if the selected

8 See [14] for details.
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relevance notion does not satisfy granularity, and a full collaborative semantics is pur-
sued, then build a potential relevance notion for the original one.

By instantiating the abstract dialogue framework with the elements listed above, a
formal model for a specific type of dialogue is obtained, and for which all the properties
stated in the previous sections hold. The generated dialogue models are still restricted
in some aspects. We aim at relaxing these restrictions by future research. Specifically,
we plan to: (1) extend the present analysis to not purely collaborative dialogue types
(such as persuasion and negotiation), analyzing which elements need to be added to
the framework, how the utopian behavior changes, and which properties hold for the
generated dialogues; (2) integrate the abstract dialogue framework with mechanisms
for handling inconsistencies, as discussed in Sec. 6; and (3) explore the possibility of
extending the framework to allow different types of locutions in dialogues.
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