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H I G H L I G H T S

• High sensitivity and minimum surface doses for in vivo GNPs quantification.

• Determination of agents for tumor marker and targeting radiotherapy.

• Bench top EDXRF system for monitoring nanoparticles in biomedical application.
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A B S T R A C T

The present work is devoted to optimizing the sensitivity-doses relationship of a bench-top EDXRF system, with
the aim of achieving a detection limit of 0.010 mg/ml of gold nanoparticles in tumor tissue (clinical values
expected), for doses below 10 mGy (value fixed for in vivo application). Tumor phantoms of 0.3 cm3 made of a
suspension of gold nanoparticles (15 nm AurovistTM, Nanoprobes Inc.) were studied at depths of 0–4 mm in a
tissue equivalent cylindrical phantom. The optimization process was implemented configuring several tube
voltages and aluminum filters, to obtain non-symmetrical narrow spectra with fixed FWHM of 5 keV and cen-
tered among the 11.2–20.3 keV. The used statistical figure of merit was the obtained sensitivity (with each
spectrum at each depth) weighted by the delivered surface doses. The detection limit of the system was de-
termined measuring several gold nanoparticles concentrations ranging from 0.0010 to 5.0 mg/ml and a blank
sample into tumor phantoms, considering a statistical fluctuation within 95% of confidence. The results show the
possibility of obtaining a detection limit for gold nanoparticles concentrations around 0.010 mg/ml for surface
tumor phantoms requiring doses around 2 mGy.

1. Introduction

Recently, different nanoparticles have been functionalized to act as
tumor markers as well as to be simultaneously applied on highly lo-
calized treatments. Gold nanoparticles (GNPs), which have been the
object of most of the conducted studies, are enhancers of local absorbed
dose for orthovoltage radiotherapy (Hainfeld et al., 2013, 2004; Ngwa
et al., 2014) as well as a contrast agent with better attenuation than the
traditionally used compounds (Hainfeld et al., 2013, 2006). The ad-
vances achieved in this field have proposed the future use of the na-
noparticles for the detection of small clusters of infiltrating cancer,
providing information about tumor characteristics to map the disease

state, and generating images to produce personalized cancer therapy
regimes (Ricketts et al., 2012). One of the common challenges faced
when using these new agents is the need to develop methodologies for
detection: in vivo, quick, efficient, with greater sensitivity and lower
doses in those cases involving, organisms. Given the above, effective-
ness assessment of nanoparticles applications requires precise knowl-
edge of the concentration and distribution in the volumes to be studied.

Several authors have proposed a number of systems capable to
identify and quantify GNPs showing different detection limits. The most
studied devices were the conventional computed tomography (CT) and
the micro-CT systems with predictive sensitivities of up to 0.50 mg/ml
for in vivo studies using X-ray equipment at operation energies up to
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140 kVp (Hainfeld et al., 2011, 2010; Popovtzer et al., 2008). However,
CT and micro-CT techniques do not allow simultaneous distinction
between the different types of nanoparticles embedded in the tumor.
The X-ray fluorescence (XRF) was quickly included in the study of na-
noparticles, given that the magnitude of the XRF signal is proportional
to the concentration of the element, and the energy of the fluorescence
indicates elemental composition, offering advantages compared to the
devices based only on the attenuation of the incident beam. XRF studies
enabled multi-parametric imaging and the possibility of correlating
these parameters to two or more specific characteristics of tumor tissues
under study (Ricketts et al., 2012, 2013). Highly monochromatic X-rays
(produced by synchrotron facilities) allowed higher sensitivity due to
excitation with spectra just above and below the absorption edge (thus,
maximizing the production of X-rays and allowing optimal subtraction
of the background). These studied have reported extremely low detec-
tion limits for GNPs (< 0.0050 mg/ml) and short measuring times,
thanks to the high photon flux (Ricketts et al., 2012). However, the cost
and technology involved in these facilities eliminate the possibility of
using such devices in future implementations in which nanoparticles
are used as a routine examination.

Different experimental setups have been evaluated for quantifica-
tion of GNPs by bench-top EDXRF systems, using both L and K lines for
the detection, thus achieving different sensitivity ranges and depths
(Manohar et al., 2013; Ren et al., 2014; Ricketts et al., 2016, 2013,
2012; Wu et al., 2013). Among measurements using L-lines, the works
of Ricketts et al., (2013, 2012) report the lower detection limit (DL) for
a system with an equipment of 50 kVp, obtaining an experimental DL of
0.0050 mg/ml with an acquisition time of 2000 s. Likewise, Manohar
et al. (2014) performed optimization studies at various tube potentials,
maximizing fluorescence photon production under the current experi-
mental setup while maintaining the maximum beam power (50 W),
obtaining a detection limit between 0.0050 and 0.050 mg/ml for an
acquisition time of 600 s. However, the implemented experimental
optimizations have only studied the increase in the signal for different
configurations, without addressing the sensitivity/dose relationship in
the application.

Monte Carlo simulation codes have also been used mainly to con-
figure K-XRF measurement systems with the aim of increasing their
sensitivity (Manohar et al., 2014; Figueroa et al., 2015; Santibañez
et al., 2016a). Works performed using MCNP have initially addressed
the relationship between the production of fluorescent counts versus
the delivered dose and in terms of the measurement time required
(Manohar et al., 2014). The energy spectrum of all X-rays sources
considered had a Gaussian spread of 10 keV of FWHM and a central
energy ranging from just above the gold K-edge to the maximum
photon energy of the X-ray source. This configuration considered
identical photon fluence in all the simulated spectra, an unrealistic
condition in experimental implementation, considering that the X-ray
source is operating at maximum power at all times.

In previous works reporting similar optimization procedures, de-
tailed studies to optimize the detection limit and uncertainty by Monte
Carlo simulation using the XMI-MSIM software (Figueroa et al., 2015;
Santibañez et al., 2016a) were implemented. The configurations studied
also considered narrow spectra of fixed width (FWHM around 9.6 keV)
and a scanning in energy considering a central energy of the spectrum
from 80 to 100 keV (Figueroa et al., 2015). The studied spectra con-
sidered the expected experimental spectrum (rather than theoretical
analytic forms) after introducing copper filters of varying thickness and
tuning the applied kVp, to produce the same FWHM, but with different
central energy and different fluence, with a non-symmetrical spectral
distribution (Figueroa et al., 2015; Santibañez et al., 2016a).

This paper presents the experimental configuration of a bench-top L-
XRF setup capable of attaining lower in vivo concentrations of GNPs in
a tumor phantom (from 0.010 mg/ml to 0.10 mg/ml), requiring the
lowest surface doses to allow this range of sensitivity. The optimization
process is performed improving the sensitivity-doses relationship,
achieved by several non-symmetrical narrow spectra with a fixed
FWHM (produced experimentally), and using like statistical figure of
merit the sensitivity obtained (limit of detection), weighted by the
delivered surface doses. Typically, for in vivo analysis of X-ray spec-
troscopy has pre-defined the maximum surface doses at values lower
than 10 mGy (Wielopolski, 1999). However, a study to minimize ra-
diation exposure necessary for obtaining a given sensitivity, according
to the ALARA principle (As Low As Reasonably Achievable) (U.S. NRC,
2015) becomes mandatory to implement this technique as a future
routine clinical analysis. As far as the authors know, this is the first
report of experimental configurations achieving successful measure-
ments in the range of the future clinical expected concentration
(0.010 mg/ml) (Hainfeld et al., 2011; Khlebtsov and Dykman, 2011)
with a measured dose lower than 10 mGy.

2. Methodology

2.1. Bench-top L-XRF system

The setup used for GNPs detection was developed and characterized
by FXR laboratory at Universidad de La Frontera (Díaz et al., 2015;
Figueroa et al., 2014; Santibañez et al., 2016b) (see Fig. 1a). The es-
sential parts are: 1) Amptek mini-X-ray tube model Mini-X with a tube
voltage of 10–40 kV and tube current of 5–200 μA. The tube is equipped
with a transmission target made of silver with a thickness of 0.75 µm
and a beryllium output window of 127 µm. 2) Amptek Silicon Drift
Detector (SDD) model XR-100 SDD connected to Amptek Digital signal
processing model PX4. The active zone of the detector has an area of
25 mm2 and 500 µm of thickness, with an input window made of ber-
yllium measuring 12.5 µm. The resolution of the detector ranges from
125 to 140 eV at 11.2 μs of peaking time for an incident energy value of
5.9 keV. 3) Robotic platform-arm and software for controlling the

Fig. 1. Geometry of the a) experimental setup, b) simulated setup.
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mechanical system for generating 2D images.
The geometry of the setup used considers a source-surface sample

distance of 1.5 cm and a sample-detector distance of 1 cm and the
source-sample-detector angle was 45° (fixed parameters in the 2D
scanning system used). The selected configuration using relative short
distances source-sample and sample-detector distance was useful to
minimize incident fluence reduction and signal degradation due to air
attenuation. Although further clinical implementation may consider
different source-sample and sample-detector distances, it was necessary
to configure these preliminary experiments according to the available
X-ray fluorescence scanning system that works within this distance
range. The X-ray tube is equipped with a 2 mm cylindrical collimator in
order to reduce beam divergence producing a collimated beam. The
beam diameter was 5 mm at the location of the phantom, as measured
using radiochromic film. The sample volume considering the collima-
tion of the beam and the detection volume was estimated as 1.4 ×
10−1 cm3.

2.2. Sample preparation

A tissue-equivalent phantom was elaborated with 97% Merck cer-
tified cellulose (C6H10O5)n and 3% of Merck certified sodium chloride
(NaCl). The 35 mm diameter and 30 mm height cylindrical-shaped
phantom provides cavities to place phantom tumor doped with dif-
ferent concentrations of GNPs in tissue equivalent, with a fixed volume
of 0.3 cm3 (See Fig. 2). Additionally, 2 mm thick and 35 mm diameter
disks made were constructed with the same material to be located on
the phantom surface enclosing the GNPs with the aim of emulating
different depths of equivalent soft tissue. The composition of the doped
tumor phantoms consisted of mixture of GNPs (15 nm AurovistTM,
Nanoprobes Inc.) suspended in deionized water. For the optimization
process, a suspension with GNPs concentration of 10 mg/ml was pre-
pared to obtain an intense fluorescent signal. Furthermore, different
concentrations within a range of 0.010 mg/ml to 5.0 mg/ml were pre-
pared to obtain the corresponding calibration curve also determining
the detection limit of the system.

2.3. Monte Carlo simulation

Monte Carlo simulations were performed with the objective of de-
termining the set of spectra with central energy greater than the edge of
absorption LIII Au (11.2 keV) that will be implemented experimentally.
Spectra obtained by different combinations of kVp and filters were
studied by Monte Carlo simulations evaluating whenever the corre-
sponding fluences may by suitable for in vivo applications. Monte Carlo
simulations were performed with the open source software XMI-MSIM
version 5.0 (Schoonjans et al., 2013, 2012; Vincze et al., 1999). This
code is specifically optimized to predict the XRF spectral response in
EDXRF systems. Some of the advantages offered, when compared with

other similar codes, are the simulation of the M-lines and cascade ef-
fects, fluorescence and Compton escape peaks and pulse pile-up
(Schoonjans et al., 2012). Additionally, the software is optimized for
operating in variance reduction techniques, facilitating its im-
plementation without high computational requirements.

The X-ray source was defined as a series of discrete lines or con-
tinuous energy intervals, each with their own energy and intensity with
the maximum value in correspondence to the maximum experimental
kVp setting. The detection system implemented was a SDD detector of
25 mm2 in area and 500 µm thick. The electronics parameters, such as
gain, zero, Fano factor and electronic noise were set to produce a si-
milar detector response to 9.63 keV in accordance with the real detector
used in the experimental setup (FWHM of 251 eV). The number of
spectral channels was set to 1024 with a detector gain of 0.0195 keV/
channel and a detector zero of 0.0301 keV. The detector response
function is included in the database of the software and has been de-
scribed in previous work by the developers (Vincze et al., 1993, 1999).

The simulated setup is geometrically identical to that experimen-
tally implemented. The simulation considers a source-sample-detector
angle of 45°, a source-sample distance of 1.5 cm and a sample-detector
distance of 1.0 cm (see Fig. 1b). Several X-ray sources with tube vol-
tages among 10–25 kVp and aluminum filters of different thicknesses
(0.50–3.5 mm) for each kVp, were configured to simulate a non-sym-
metrical narrow spectra with a fixed FWHM (5 keV). Given that the
XMI-MSIM code models the samples as stack layers, the simulated
tumor doped with GNPs is placed like one of the stacks of the complete
(15 mm thick) phantom, formed by a suspension of water and GNPs
with different concentrations. The size of the X-ray spot on the surface
is fixed by a virtual slit of dimensions similar to the produced by the
real X-ray source (20 mm2). This produces an illuminated volume of
0.3 cm3 (equal to the tumor phantom designed for the experimental
implementation). A second stack formed by a volume of soft tissue of a
density of 1.0 g/cm3, with a thickness of 15 mm, represent the complete
phantom studied.

Finally, it is worth mentioning that one of the most relevant in-
formation provided by Monte Carlo simulations regards the selection of
proper setups for the experimental conditions aimed at LoD optimiza-
tion.

2.4. Experimental spectrum optimization

Identification and quantification processes in this study were made
considering the characteristic fluorescent emission of Gold Lα and Lβ
(9.78 keV and 11.5 keV). For the optimization process, dedicated
measurements were carried out to determine the optimal incident
spectrum that minimized the limit of detection (LoD) and the doses.
Different tube voltages (14–23 kVp) and aluminum filter thicknesses
(0.75–3 mm) obtained by Monte Carlo simulations, were experimen-
tally configured (see Table 1) to obtain non-symmetrical narrow spectra

Fig. 2. Configuration of the different tumor and
tissue-equivalent phantoms studied at different
depths.
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with fixed FWHM (5 keV) and a central energy ranging from slightly
above the gold L-edge (11.2 keV) to a maximum of 20 keV (see Fig. 3).
Measurement time was set to 60 s in all cases involving the designed
tissue equivalent phantom with a surface cavity of 0.3 cm3 (Fig. 2),
filled with a GNPs suspension of 10 mg Au/ml (Table 2).

The spectral data were analyzed using commercially available
software separating the Gold X-ray fluorescent signal and the back-
ground from the measured spectrum. The background outside the peaks
region was fitted by fourth-order polynomial least-squares fit and fur-
ther interpolated to obtain the background counts under the X-ray
fluorescent peak. These background values were subtracted from each
spectrum. A superposition of two Gaussian distributions was fit to each
L-XRF peak, corresponding to the Lα1-Lα2 and Lβ1-Lβ2. The peak po-
sition was fixed at the theoretical energy of each fluorescent sub-lines:
Lα1 (9.71 keV), Lα2 (9.63 keV), Lβ1 (11.44 keV) y Lβ2 (11.58 keV). The
relative intensities of the peak were fitted using the relative contribu-
tion of the gold L-emission: Lα1 (100%), Lα2 (11%), Lβ1 (68%) y Lβ2
(22%).

The statistical figures of merit used for evaluating the optimal
spectrum in order to increase the sensitivity and reduce the radiation
dose were determined by the evaluation of the LoD and the dose
measurements required for achieving these LoD values. The LoD is a
statistical criterion to diminish the detection of a signal in terms of to
the background of a certain measurement. In X-ray spectroscopy, it is
utilized to determine the presence of elemental chemical substances, in
which the peak or signal is statistically discriminable from its

background. One of the most applied definitions is given by (Van
Grieken and Markowicz, 2002):

=LoD
I

I
C

3 B

F
Au (1)

Were IB is the background counts, IF is the fluorescent signal counts of
gold and CAu is the concentration of gold in the sample. LoD assessment
was performed by Eq. (1).

Calibrated RadCal (Accu-Pro 10x6–6M) ionization chamber was
used to measure absorbed dose at phantom surface according to each
incident spectrum. The measured absorbed doses along with required
irradiation times were further used as input for the LoD optimization
process.

2.5. Experimental measurement of the detection limit

Although the limit of detection is a statistical criterion that allows
evaluating the sensitivity of a system when the measurement is per-
formed in a set of specific parameters, it does not imply that the ob-
tained value can be really measured by the system. In order to de-
termine the minimum concentration that the system can detect in a
specific application, it is necessary to determine the detection limit
from a calibration curve of the fluorescent counts as a function of the
concentration, considering the statistical fluctuation when measuring a
blank sample (1.96σ for a 95% confidence level, where σ is the standard
deviation of the sample without GNPs) (Manohar et al., 2013).

Experimental detection limit was attained by calibration curves that
were performed with several GNPs concentration prepared in the range
of 0.0–5.0 mg/ml into the surface cavity of 0.3 cm3 of the tissue
equivalent phantoms and below of cylindrical layer of 2 mm and 4 mm
over the tissue equivalent phantom (see Fig. 2), thus simulating a range
of GNPs concentrations at different depths.

The samples were measured with two spectra obtained in the op-
timization process specific for each depth (The Lower-LoD and the

Table 1
Parameter of the different X-ray filters and voltage tubes settings for producing different
values of central energy at the incident spectrum.

Configuration for different Peak central Energy

Peak central Energy (keV) Tube voltage (kV) Al Filter (mm)

11.2± 0.1 14.9± 0.1 0.25
13.2± 0.1 16.7± 0.1 0.50
14.6± 0.1 17.9± 0.1 0.75
15.6± 0.1 18.8± 0.1 1.00
16.5± 0.1 19.6± 0.1 1.25
17.2± 0.1 20.3± 0.1 1.50
17.9± 0.1 20.9± 0.1 1.75
18.5± 0.1 21.5± 0.1 2.00
18.9± 0.1 21.9± 0.1 2.25
19.4± 0.1 22.3± 0.1 2.50
20.3± 0.1 23.2± 0.1 3.00

Fig. 3. Incident spectra with different central energy and the
same spectral width configured in the Monte Carlo simulation
and in the experiments.

Table 2
Values obtained for the central energy of the optimal incident spectrum for the different
depths.

Depth Lower-LoD Lower-Dose

0 mm 15.6 keV 17.9 keV
2 mm 16.5 keV 19.4 keV
4 mm 17.2 keV 17.2 keV
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Lowe-Dose). Additionally, a sample, which did not include the GNPs,
was measured to account for the blank sample and obtaining the cali-
bration curve of the number of fluorescent photons versus the gold
concentration. Linear (weighted) least-squares fit was applied to the
curve Gold L-XRF signal versus GNPs concentration to obtain the cali-
bration curve. The experimental detection limit was obtained con-
sidering the statistical fluctuation of a sample containing no GNPs by
using a 95% interval (1.96σ, where σ is the standard deviation of the
sample without GNPs). The selected value corresponds to the inter-
section with the adjustment calibration curve, above which no back-
ground signal may affect. Given the low current tube of the X-ray
source, for all measurements the surface dose were fixed at 2 mGy,
thereby allowing maximum measurement time no longer than 1000 s
(estimated time for a routine examination). Future evaluations of sys-
tems with power not higher than 20 W (similar kV but a 5 times higher
current tube as compared with the system used in the present study)
may produce similar sensitivity in shorter measurement times and with
surface dose not greater than 10 mGy, which is the typically fixed value
for in vivo analysis of X-ray spectroscopy (Wielopolski, 1999).

3. Results and discussions

The scanning energy from 11.2 keV (slightly lower than the LIII
absorption edge of 11.9 keV) to 20.3 keV shows a qualitative difference
between the number of fluorescent counts and the level of background
around the peak of interest as function of the central energy of the X-ray
spectrum setting and in function of the depths of the tumor phantom
(see Fig. 4). This demonstrates the feasibility of finding optimal ex-
citation energy between the two variables. Likewise, MC simulations
show similar behavior with the experimental results confirming the
potential of models obtained in previous results (Figueroa et al., 2015;
Santibañez et al., 2016a).

The behavior of the curves for fluorescent signal versus excitation
energy and background signal versus excitation energy was previously
explained for similar applications (Figueroa et al., 2015; Santibañez
et al., 2016) as follows: As the incident signal obtained in the process is
not a pure monochromatic beam, the central energy of the spectrum
that maximizes fluorescent production will not be necessarily near the
absorption edge. If the central energy of the incident spectrum is shifted
from the absorption edge energy to higher values, a higher percentage
of photons of the incident spectrum is able to produce fluorescence.
However, while all the spectra used have the same spectral width
(FWHM), all have different intensities, given the different thicknesses of
the filter required to tune each central energy. Therefore, incident
spectra with higher central energy have lower fluence than those
spectra with less central energy, but having major percentage of pho-
tons capable of producing fluorescence. Another issue to be addressed,
is that the increment in the central energy of the incident spectrum
modifies the percentage of photons having energy high enough to
produce photoelectric absorption. The competition among these

processes determines the spectrum maximizing fluorescent photon
production. On the other hand, the increment in the central energy also
causes a shift in the position of the Compton peak (associated to the
energy of the incident narrow beam and the geometry detection).
Therefore, when the incident spectra increase the central energy a de-
crease of the background around the region of interest (region of the
fluorescent signal) is produced.

The quantitative determination of the fluorescent net counts and
background from the recorded spectra, allows to assess a minimum in
the LoD at different central energies (Fig. 5), for an excitation spectrum
with a central energy around 15.6 keV for the tumor phantom in the
surface, 16.5 keV at 2 mm of depth and 17.2 keV at 4 mm of depth
(white points in the graph). The results are comparisons between the
result predicted by the Monte Carlo simulation for the same incident
spectrum (black points in the graph) and with the adjusting curve
modeled to the simulation. These results exhibit similar behavior for
both Monte Carlo and experimental estimations of the energy at which
the minimum happens. Experimental uncertainties were assessed ac-
cording to standard error propagation theory. When the corresponding
doses required for achieving the different LoD by the spectrum studied
are considering, a new set of optimized spectra is obtained. The best
optimizations of the relation LoD/Doses (Lowest-Dose optimization)
corresponded to the spectrum with central energy of 17.9 keV in the
surface configuration, the spectrum with a central energy of 19.4 keV at
2 mm of depth configuration and the spectrum centering at 17.2 keV for
the tumor phantom at 4 mm of depth. Fig. 6 shows the energy shift of
the minimum of optimization reached for each of the studied depths.
Therefore, two optimized spectrum configurations can be obtained with
the application of these criteria: the first, represents the spectrum,
which produces directly the Lowest-LoD for a fixed time and the
second, represents the spectrum which produces the Lowest-Doses in
order to get a similar LoD, but with higher measurement times.

Given the larger attenuation of the fluorescent signal Lα (9.71 keV)
in comparison with the Lβ signal (11.4 keV) (see Fig. 7), a rapid de-
crease of the detection limit is observed increasing the depth of the
tumor, as it returns to the Lβ signal at depths above 4 mm (this last
measurement is recommended for use in the identification of gold na-
noparticles and the Lα only for measurement near the surface). Speci-
fically, when comparing the results obtained in terms of LoD by the two
fluorescent signals, which are obtained at the surface and at depths of
up to 2 mm, the Lα signal provides a LoD of 33.3–26.7% lower than the
Lβ signal. The Lβ signal at 4 mm, however, provides a LoD 10.6% lower
and rapidly increases at depths of clinical interest.

The optimization process described above was also performed for
the Lβ signal to obtain the respective incident spectra that are optimal
for LoD (Lowest-LoD optimization) and optimal in terms of delivered
dose (Lowest-Dose optimization). For the surface tumor phantom, the
optimum spectrum for LoD was obtained to 17.2 keV and an optimal
spectrum for dose at 19.4 keV. Similarly, at depths of 2 mm and 4 mm
the Lowest-LoD was obtained to 17.9 and 18.5 keV and the Lowest-Dose

Fig. 4. Detected signal for fluorescent and background photons according to the central energy of the incident spectrum obtained experimentally and by MC simulation for: left) Depth of
0 mm, center) Depth of 2 mm, right) Depth of 4 mm. The dotted and continuous lines represent the fit of the data and show the existence of a maximum for fluorescence and an
asymptotic decay for the background.
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at 19.4 keV for both depths (Figs. 8 and 9 respectively).
Dose rates produced by the optimal spectra at phantom surface

obtained for the Lα signal were measured after determining the time
necessary to produce a surface dose on the tissue equivalent phantom of
2 mGy. The times obtained for the Lowest-LoD optimization were 444 s,
603 s and 1911 s (to 0, 2 and 4 mm of depth). Similarly, the time ne-
cessary to produce the same surface doses by the Lowest-Doses opti-
mization were 987 s, 1911 s (an excessively high time for potential
future clinical applications) and 747 s.

The values obtained shows a detection limit for the surface tumor
phantom of around 0.010 mg/ml for the setting of Lower-LoD and a
detection limit around 0.011 mg/ml for the setting of Lower-Doses (see
Fig. 10a and b). These values increase fast at higher depths, showing an
experimental detection limit of 0.066 mg/ml and 0.058 mg/ml for the
setting of Lowest-LoD and Lowest-Doses respectively at 2 mm of depth
(see Fig. 11a and b) and detection limit of 0.118 mg/ml both Lowest-
LoD and Lowest-Doses setting at 4 mm of depth (Fig. 12).

The evaluation of the results for the surface measurements show the
potential of obtaining high sensitivity, achieving a detection limit in the
range of the future clinical expected concentration (0.010 mg/ml) and
very close to the most sensitivity system reported in the literature
(0.005 mg/ml). Additionally, thanks to the implementation of the X-ray
filter and the adjust of the kVp to optimize the sensitivity-dose re-
lationship, the results were obtained with a surface doses lower than
the typically pre-defined value used for in vivo analysis of X-ray (2 mGy
instead 10 mGy) and allow evaluating a technique according with the
ALARA principle. Since this is the first simultaneous optimization of
sensitivity and dose for in vivo detection of gold nanoparticles, there-
fore, don't have reported in the literature about the dose delivered by
techniques which reporting similar detection limit values. An approach
to evaluate the decrease in the dose provided it is observed considering

that the detection limit was achieved by configuring a low power de-
vice, one order lower than those used in similar reports (4 W versus
typical reports of 50 W of power) in lower measurement times (444 s
versus measurements of around 1800 s) and considering the installation
of a 1.0 mm aluminum filter.

At first instance, a counter-intuitive result can be observed in the
Lowest-Doses optimization for the 4 mm depths. The central energy of
the optimum incident spectrum is lower than the obtained for the cases
of 0 and 2 mm of depth configurations. Normally, it is expected that at
greater depths a beam of higher effective energy will have higher
sensitivity given the lower attenuation and therefore a higher number
of photons would produce fluorescence (which is true in the range of
0–2 mm depth). However, the generation of this spectrum for larger
depths involves filtering the beam to a point that comes into play if the
improvement given the greater penetration of the photons of more
energy, increase faster than the least quantity of photons with that
condition which are produced. This additionally, weighted with the
surface dose that generates each one. Therefore, the optimum spectrum
would be expected to increase in energy up to a given depth (very su-
perficial 2–3 mm in this case) and from that depth the optimum spectra
decay to spectrum with central energy slightly lower for a few more mm
of depths, given the poor penetration of the Au L lines which allow
analysis only to few mm of depths.

4. Conclusions

According to the obtained results from the optimization process
along with experimental measurements, it can be concluded that it is
possible to configure a bench-top X-rays system by using an appropriate
combination of filters and adjusting the kVp, emitting a narrow spec-
trum centered on an energy that optimizes the sensitivity and

Fig. 5. Experimental measurements (White points) and MC simulations (black points) of the LoD obtained for the Au Lα peak as a function of the central energy of the incident spectrum.
The values are for a measurement time of 60 s of phantom tumor of 0.3 cm3 embedded with 10 mg Au/ml at: left) Depth of 0 mm, center) Depth of 2 mm, right) Depth of 4 mm. Statistical
errors are less than 2% and 4% for simulation and experimental data, respectively.

Fig. 6. Comparison between the LoD and the LoD weighted by dose, obtained for the Au Lα peak as a function of the central energy of the incident spectrum. The values are for a
measurement time of 60 s of phantom tumor of 0.3 cm3 embedded with 10 mg Au/ml at: left) Depth of 0 mm, center) Depth of 2 mm, right) Depth of 4 mm.
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simultaneously minimizes the entrance (surface) dose delivered during
irradiation.

Depending on the required application, the system can be suitably
configured to obtain a given detection limit at the lowest dose, for each
of the depths studied (17.9 keV at surface, 19.4 keV at 2 mm and
17.2 keV at 4 mm). The optimized spectrum can also be set to the
lowest LoD, which will achieve the same desired LoD with a shorter
measurement time (15.6 keV at surface, 16.5 keV at 2 mm and 17.2 keV
at 4 mm).

The sensibility obtained by the different setting shows a detection
limit around 0.010 mg/ml, which correspond to the possible gold
concentrations embedded in tumor marker expected to be found in
future human in vivo application, and detection limits that increase
very fast at larger depths (DL of 0.058 mg/ml to 2 mm of depths and DL

0.117 mg/ml for 4 mm of depths) for fixed doses (2 mGy). Due to the
possibility of statistical counts loss and associated increased uncertainty
in the settings of very low doses when reaching very low concentration,
it is advisable to implement radiation generation systems with a slightly
higher power (equal maximum voltage, but 5 times the here im-
plemented tube current) so that, using the same optimization para-
meters, surface doses would not exceed 10 mGy, as desired
(Wielopolski, 1999).
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