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#### Abstract

: A novel quantitative methodology to determine the partition coefficients of neutral weak bases is developed. This new electrochemical approach is based on the measurement of the total transferred charge across the oil|water interface under forced hydrodynamic conditions. The complete procedure has been validated by computational simulations and experimental results (Tylosin A). In addition, flow pattern caused inside the electrochemical cell were simulated with computational fluid dynamics using finite element methods and correlated with experimental results obtained by magnetic resonance imaging.
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## 1. Introduction

The transfer of weak acids and bases across liquid|liquid interfaces is reported in several experimental works [1-33]. The transfer processes of protonated species present a strong dependence on the pH of the aqueous phase and on their partition coefficient. The theoretical approximation for the processes of facilitated transfer of protons or the transfer of protonated species has aroused great interest in the area [12,16]. Dassie and co-workers [24,28,33-35] have developed the general equations for a model of ion transfer reactions across the oil|water interface assisted by a neutral weak base. Those analyses were centred mainly on the effect of water autoprotolysis on the transfer processes of the protonated species [34]. The model was corroborated by experimental results obtained from the transfer of quinine across the $\mathrm{H}_{2} \mathrm{O} \mid 1$, 2-dichloroethane interface, and the corresponding transfer mechanism was analysed in terms of the current-potential and theoretical concentration profiles $[24,28,33]$. In recent papers, we developed the models for the facilitated proton transfer or charged species transfer across liquid|liquid interfaces including ion pairing [31,32] and non-ideal electrolyte solutions [32] to calculate the halfwave potential for neutral weak bases [31] and weak acids [32].

The electrochemical study of ion transfer at the interface between two immiscible electrolyte solutions (ITIES) has allowed the determination of relevant thermodynamic and transport parameters, provided that the processes measured are limited by mass diffusion. For the study of kinetic parameters and mechanistic information, different experimental approaches have been employed in order to obtain a high mass-transport rate [36-42]. The imposition of a convective flow to increase the mass-transport has also been reported [4357]. Recently, Dryfe and co-workers [29] presented a novel method, which employed an
organic membrane fitted on the liquid|liquid interface and therefore, it allowed rotation of the produce interface, for the determination of the diffusion coefficient of weakly ionised species [30].

On the other hand, forced hydrodynamic conditions (FHCs) imposed during the potential sweep have been employed to elucidate ion transfer mechanisms in a new methodology proposed by Dassie and co-workers [58]. In this experimental setup, the convective flow in one phase cause an asymmetry of the diffusion field, that is, a selective decrease in the diffusion layer thickness is generated on one side of the interface. This allows to distinguish the direction of the ion transfer [27,59,60]. Recently, we presented the general equations for a model that describes ion transfer reactions across the oil|water interface assisted by a neutral ligand, under FHCs. The model was solved numerically using explicit finite difference and the results of numerical simulations were obtained for simple and facilitated ion transfer [61]. As expected, the flow pattern in the experimental setup plays an important role over the mass transport phenomena within the ITIES cell. Several techniques allow the experimental study of the fluid dynamics in complex systems like a RDE cell. Magnetic resonance imaging (MRI) stands as a suitable tool for this purpose, since it is non-invasive and non-destructive [62-65]. One of the main advantages of the technique resides in the fact that a spin bearing nuclei, in general ${ }^{1} \mathrm{H}$, which is part of the flowing liquid, is used to determine the flow patterns, so tracer particles are not needed. This has two benefits, on one hand the flow is not disturbed by impurities, and on the other hand any liquid, even nontransparent liquids can be used, in opposition to optical methods. Moreover, in the study of multi-phase systems, the differences in magnetic relaxation time may be used as a contrast agent; allowing the study of individual components dynamics with the proper experimental parameters [66-68].

In the recent past, different electrochemical approaches for the determination of the partition coefficient of neutral weak bases were applied. In particular, $\Delta_{o}^{\mathrm{w}} \phi_{1 / 2, \mathrm{HB}^{+}}$ [6,14,22,69] and $I_{\text {peak }}$ [25] are commonly used to calculate the partition coefficient. In the first case, the determination is based on the direct measurement of the voltammetric halfwave potential, which can be directly related to the standard transfer potential [6,69]. This method is valid only for the transfer of a neutral weak base whose concentration in the organic phase are negligible. On the other hand, Senda and co-workers [14,22] used reversible half-wave potential vs. pH curves to determine the standard transfer potential of ions at an oil|water interface based on voltammetric measurements. In this work, the partition processes of both protonated and neutral forms of the organic bases are taken into account. The partition coefficients of neutral and ionic forms of organic bases are determined from the reversible half-wave potential. Finally, Dassie and co-workers examine the variation of peak current values vs. pH or volume ratio curves to determine the partition coefficient of neutral weak bases at an oil|water interface based on voltammetric measurements, considering all the acid-base equilibria and the partition processes of both protonated and neutral forms [25].

In this work an alternative quantitative methodology for the determination of the partition coefficient of neutral weak bases is developed. This new electrochemical approach is based on the measurement of the total transferred charge across the oil|water interface under FHCs. The complete procedure has been validated by computational simulations and experimental results for monoprotic species. In addition, flow pattern caused inside the electrochemical cell were simulated with computational fluid dynamics (CFD) using finite element methods (FEM) and correlated with experimental results obtained by MRI.

Table 1: Parameters using in this work

| Symbol | Definition | Unit |
| :---: | :---: | :---: |
| $V_{\text {o }}$ | Organic phase volume | L |
| $V_{\text {w }}$ | Aqueous phase volume | L |
| $r=V_{\mathrm{o}} V_{\mathrm{w}}^{-1}$ | Volume ratio | - |
| $K_{\text {D, }}$ | Partition coefficient of the neutral species B | - |
| $K_{\mathrm{a}, \mathrm{HB}^{+}}^{\alpha}$ | Acid dissociation constant in the $\alpha$-phase |  |
| $\nu_{x}^{\alpha}$ | Monodimensional convection velocity in the $\alpha$-phase | $\mathrm{ms}^{-1}$ |
| $q^{v_{x}^{\alpha}}$ | Total charge obtained under FHC's applied to the $\alpha-$ phase | C |
| $q^{v_{x}^{\alpha}=0}$ | Total charge obtained for quiescent solutions | C |
| $c_{\mathrm{B}}^{\text {init }}$ | Initial concentration of the weak base | $\mathrm{molL}^{-1}$ |
| $a$ | Linear regression slope | - |
| $v$ | Potential sweep rate | V s ${ }^{-1}$ |
| u | Fluid velocity field | $\mathrm{ms}^{-1}$ |
| $\omega$ | Angular velocity of rotating rod | $\mathrm{s}^{-1}$ |
| $B_{0}$ | Magnetic field | Tesla |
| $\boldsymbol{G}$ | Magnetic field gradient | Tesla $\mathrm{m}^{-1}$ |
| $G_{\text {vel }}$ | Magnetic field gradient intensity | Tesla $\mathrm{m}^{-1}$ |
| $r$ | Position vector | m |
| $\gamma$ | Nuclear gyromagnetic ratio | $\mathrm{HzTesla}^{-1}$ |
| $\delta$ | Magnetic field gradient pulse duration | S |
| $\Delta$ | Delay between magnetic field gradient pulses | S |
| $v$ | Stationary velocity of nuclei | $\mathrm{ms}^{-1}$ |

### 1.1. Theory

The one-dimensional model used to develop the proposed methodology is a revised and extended version of the model proposed by Ovejero et al. [61] and it is described in detail in the Supplementary Material (Section A1 and A2).

The one-dimensional model is used basically as a proof-of-concept. One-dimensional convection velocity is a naive approach to represent the fluid velocity field inside the electrochemical cell. This model is very simple to apply, easy to analyze, and computationally inexpensive; and allows us to understand the general behavior of the system. Furthermore, in the model proposed here, it is assumed that convection velocity is independent of the distance from the interface. A simple model that is commonly used for rotating disk electrodes was proposed by Cochran and Levich [70,71]. It takes into account a disk of infinite diameter in contact with a solution of infinite depth. In contrast, in this case the real dimensions and shape of the cell directly affect the fluid velocity field [72,65]. In the case of the electrochemical cell used in this work, the liquid|liquid interface is generated in a drill-hole (diameter of 4.8 mm ) in a glass plate ( 2 mm thick). The fluid is propelled outwards in the radial direction by the spinning rod, and as it reaches the external walls, it must change direction. This defines different recirculation regions both at the rod's side and below it $[72,65]$. These regions extend well beyond the vicinity of the disk and allow for the fluid to move downwards along the walls of the electrochemical cell and reach the hole in the glass plate presenting normal velocity components (axial velocities) directed towards the interface. At the center of the cell, the fluid is pulled upwards by the movement of the rod. In this way, chemical species are carried towards and from the vicinity of the interface. This complex behavior of the fluid near the liquid|liquid interface is represented by a "convection velocity" parameter in the one-dimensional model.

Subsequently, this approach was validated with results obtained by FEM simulations appropriated of greater complexity.

## 2. Materials and methods

### 2.1. Electrochemical setup

The electrochemical experiments were performed in a four-electrode system using a conventional glass cell of $0.18 \mathrm{~cm}^{2}$ interfacial area. Two platinum wires were used as counter-electrodes; the reference electrodes were $\mathrm{Ag}|\mathrm{AgCl}| \mathrm{Cl}^{-}$. The reference electrode in contact with the organic solution was immersed in an aqueous solution of $1.0 \times 10^{-2} \mathrm{M}$ tetraphenylarsonium chloride ( TPACl ) (Merck p.a.). The potential values reported $(E)$ are the potentials applied including $\Delta_{o}^{w} \phi_{t r, \text { TPA }}^{o^{\prime}}=-0.364 \mathrm{~V}$ for the transfer of the reference ion $\mathrm{TPA}^{+}$. The supporting electrolytes are $1.0 \times 10^{-2} \mathrm{M} \mathrm{KCl}$ (J.T. Baker p.a.), in ultrapure water, and $1.0 \times 10^{-2} \mathrm{M}$ tetraphenylarsonium dicarbollylcobaltate (TPADCC) in 1,2dichloroethane, 1,2-DCE, (Dorwil p.a.). TPADCC was prepared as described in ref. [73]. Tylosin A tartrate (Sigma) was used without further purification and was always dissolved in the aqueous phase. The pH values were adjusted using phosphate or acetate as a buffer. Three different pH values were chosen as reference depending on the system in different sections. S1 correspond to pH value where transfer mechanism denoted by reaction (I) prevail (generally $\mathrm{pH}=2.0$ ); S 2 correspond to pH value where transfer mechanism denoted by reaction (II) prevail ( $\mathrm{pH}=6.8$ or 8.0 ) and S 3 correspond to an intermediate pH (generally $\mathrm{pH}=4.5$ or 5.0).

All the voltammograms shown in this work correspond to solutions in acid-base and partition equilibria. Aqueous and organic phases were equilibrated stirring different
amounts of each phase in contact (initial system). This was performed in a stoppered flask for 1 hour. The volume ratio $r$ is defined as the ratio between the organic phase volume $\left(V_{\mathrm{o}}\right)$ and the aqueous phase volume $\left(V_{\mathrm{w}}\right)$. The electrochemical cell was composed by two solutions in equilibrium with the same properties as the initial system [24,25,27,28,60].

Cyclic voltammetry was carried out using a potentiostat which automatically eliminated the $i R$ drop by means of a periodic current-interruption technique [74]. FHCs were applied with a polytetrafluoroethylene (PTFE) cylinder (analogue to a rotating-disc electrode) controlled by a PINE disc rotator [58].

All experiments were repeated at least three times and showed to be reproducible with dispersion in the charge values lower than 5\%.

### 2.2. Magnetic Resonance Imaging

The aim of this section is to provide a simplified overview of the basic elements involved in nuclear magnetic resonance imaging (MRI). For detailed descriptions of the method, see Ref. [75] and specific applications in electrochemistry in Refs. [63,76-79]. NMR is based on the fact that nuclear spins undergo a precession around the direction of the magnetic field induced by an external magnet $\left(B_{0}\right)$. In MRI an extra set of magnetic fields that change linearly with space are used. These magnetic field gradients ( $\boldsymbol{G}$ ) give rise to a frequency that depends on the position $(\boldsymbol{r})$ as:

$$
\begin{equation*}
\omega_{0}(\boldsymbol{r})=\gamma\left(B_{0}+\boldsymbol{r} \cdot \boldsymbol{G}\right) \tag{1}
\end{equation*}
$$

where $\gamma$ is the nuclear gyromagnetic ratio of the observed isotope (e.g. ${ }^{1} \mathrm{H},{ }^{19} \mathrm{~F},{ }^{7} \mathrm{Li}$ ). A Fast Fourier Transform (FFT) of the signal decay renders a projection of the object in the
direction where the gradient is applied; this is usually referred to as a 1D image. In order to obtain a 3D image of an object, a set of three orthogonal gradients are used to encode the position of spins in each direction.

### 2.3. Velocity maps

If the spin bearing molecules are moving along $z$ during the application of a magnetic field gradient of duration $\delta$, an extra accumulation in the phases will be produced as [80]:
$\phi=\int_{0}^{\delta} \gamma G_{\text {vel }}(t) z(t) d t$
In this work a pair of bipolar gradients was applied in order to impart a phase proportional to the displacement of the sample in the direction in which the gradients are applied. This phase depends on the gradient intensity $\left(G_{\text {vel }}\right)$, the pulse time duration $(\delta)$ and the spacing between them ( $\Delta$ ).

If nuclei are moving with a stationary velocity, $\boldsymbol{v}$, in an arbitrary direction, the net phase for bipolar gradients can be written as:
$\phi=\gamma \delta \Delta \boldsymbol{G}_{\text {vel }} \cdot \boldsymbol{v}$
Velocity maps in a given spatial direction are obtained by calculating the phase difference between a reference image measured without velocity gradients and a second image measured with the bipolar gradient pair applied along the desired spatial direction [75]. The phase of the signal of both images is subtracted and the pixel by pixel phase difference is converted to velocities using Eq. (3), where the velocity of the nuclei contained in a volume element, or voxel, is considered to be stationary.

### 2.4. MRI setup

All experiments were carried out at 7.05 Tesla ( $v_{0}=300.13 \mathrm{MHz}$ ) in an Oxford superconducting magnet operated with a Kea2 (Magritek GmbH ) console. A 3D gradient coil system (Bruker GmbH ) with maximum gradients of 1.5 Tesla $\mathrm{m}^{-1}$ was used. Radiofrequency excitation and detection was carried out with a 25 mm inner diameter Bruker GmbH birdcage coil with a length of 37 mm . A hard $90^{\circ}$ pulse of $250 \mu \mathrm{~s}$ and a $180^{\circ}$ Gaussian selective pulse of $700 \mu \mathrm{~s}$ of duration were used.

A simplified electrochemical cell was built in glass, with a rotating cylinder analogous to the RDE made from polyacetal resin. The lower part of the container was filled with 1,2dichloroethane and the upper part with deionized water. The rotation speed of the cylinder was $62.8 \mathrm{~s}^{-1}$.

The 3D velocity map was acquired from two 3D images, one reference without velocity gradient and one image with velocity gradient applied in the $z$ direction. The field of view was set to $(40 \times 20 \times 20) \mathrm{mm}^{3}$ in the $z, x$ and $y$ directions. Matrices of $128 \times 32 \times 32$ points were acquired, giving rise to a resolution of $(0.313 \times 0.625 \times 0.625) \mathrm{mm}^{3}$. The most relevant parameters of the pulse sequence were the following: echo time: $\mathrm{t}_{\mathrm{E}}=14 \mathrm{~ms}, \delta=$ 1.0 ms and $\Delta=2.2 \mathrm{~ms}$. In all the cases, the dwell time was $5 \mu \mathrm{~s}$ and the acquisition time was 0.64 ms . The total experimental time was approximately 17 min , in which 2 acquisitions were acquired and averaged. A waiting period of ten minutes was introduced between the startup of the rotations until the acquisition of the images. All experiments were repeated at least three times and showed to be reproducible with dispersion in the velocity values of $5 \%$.

## 3. Results and discussion

In general, it is possible to postulate a transfer mechanism for protonatable neutral weak bases consisting in two different processes [25,31]: a general transfer reaction (transfer of $\mathrm{HB}^{+}$previously formed in the aqueous phase):
$\mathrm{HB}^{+}(\mathrm{w}) \rightleftarrows \mathrm{HB}^{+}(\mathrm{o})$
and a facilitated proton transfer by interfacial protonation that depends on the $K_{\mathrm{D}, \mathrm{B}}$ values:
if $K_{\mathrm{D}, \mathrm{B}}>1$
$\mathrm{H}^{+}(\mathrm{w})+\mathrm{B}(\mathrm{o}) \rightleftarrows \mathrm{HB}^{+}(\mathrm{o})$
if $K_{\mathrm{D}, \mathrm{B}}<1$
$\mathrm{H}^{+}(\mathrm{w})+\mathrm{B}(\mathrm{w}) \rightleftarrows \mathrm{HB}^{+}(\mathrm{o})$
and, if $K_{\mathrm{D}, \mathrm{B}} \approx 1$, the reactions (II) and (III) take place simultaneously in different proportions. These proposed mechanisms for each case, represent the limiting behaviours of a unique transfer reaction because the aqueous phase is bufferized. But, it should be noted that global reactions (II) and (III) involve higher energies of the ion transfer than the direct transfer (reaction (I)).

### 3.1. Novel approach to the determination of the partition coefficient of the neutral weak bases

In this section, we propose a novel electrochemical approach for the determination of the partition coefficient of neutral weak bases based on the measurement of the charge values when FHCs are applied in the organic or in the aqueous phase. This electrochemical approach is developed using the one-dimensional model. Obviously, the total transferred charge, $q$, in the forward potential sweep is directly related to the total amount of matter
transferred and related to the transfer mechanism. The total amount transferred is dependent of thermodynamic parameters, including acid-base dissociation constants in both phases and partition coefficient. The amount of matter transferred can also be modulated by experimental conditions such as volume ratio, pH , initial concentration of the weak base, cylinder rotation speed or convection velocity, and sweep rate. Thus, the complete analysis and control of these experimental conditions were properly handled for the determination of the partition coefficient.

Fig. 1a shows the behaviour of the total transferred charge in the forward potential sweep as function of pH when both phases are in quiescent conditions and when FHCs are applied for a hydrophobic weak base. It is worth pointing out that when both phases are in quiescent conditions, as pH increases, the transfer mechanism changes from reaction (I) to reaction (II), and, since $\mathrm{r}<1$ and the neutral weak base is hydrophobic, a preconcentration effect of the organic neutral species occurs; therefore $q$ is greater when the reaction (II) is predominant. Now, if FHCs are applied to the organic phase, the total charge values are the same in both stirred and an unstirred conditions at low pH values. This is a clear indication that the transfer process is controlled by the diffusion of the species $\left(\mathrm{HB}^{+}\right)$present in the unstirred aqueous phase. However, at high pH values, the total charge increases dramatically with FHCs applied to the organic phase. This is because under these experimental conditions mass transport is controlled by the neutral base, B , present in the organic phase (reaction (II)), and the aqueous phase is a buffer solution. On the other hand, when the aqueous phase is stirred at low pH values, $q$ is higher than the unstirred process because the transferring species is initially in the aqueous phase and a stationary current in the forward sweep is observed in the respective voltammogram. At higher pH values, the
total charge decreases reaching the same values of the unstirred situation, indicating the prevalence of the facilitated proton transfer mechanism (reaction (II)), for which the limiting species is initially in the non-stirred phase.

Another key parameter that affects the total transferred charge is the fluid velocity, which in this case is denoted by the convection velocity, $v_{x}^{\alpha}$. Fig 1 b shows the total transferred charge as a function of $v_{x}^{\alpha}$ obtained at three different pH values $(\mathrm{pH} 2.0 \mathrm{~S} 1, \mathrm{pH}$ 5.0 S3 and pH 8.0 S 2 ) and for FHCs in aqueous or organic phases. This figure shows that the total charge increases as the convection velocity increases due to an increment in the mass transport rate.

### 3.2. Description of the methodology based on FHCs varying stirring frequency

The methodology presented in this section consists of measuring the total transferred charge at two different particular pH values while one of the phases is stirred at the same convection velocity. Later on, the total transferred charge at a given pH vs. the total charge measured at the other selected pH is plotted. In Fig. 1c the total charge at pH 5 (S3) is plotted vs. the total charge at $\mathrm{pH} 2(\mathrm{~S} 1)$ or pH 8 (S2). In general, these two selected pH values, must be an intermediate pH , where both mechanisms coexist in similar proportions, and an extreme pH , where only one mechanism prevails (reaction (I) at low pH or reaction (II) at high pH ).

As it was pointed out, the species distribution of the system changes substantially for different pH values, and the total transferred charge changes when FHCs are applied. Consequently, the basis of the method is to establish what kind of proportionality exists between the total charges obtained under different convection regimes.

### 3.2.1. Methodology based on FHCs in organic phase

The methodology involves the construction of working curves of the total charge transferred vs. convection velocities at different pH values. As shown in Fig. 1b, when FHCs are applied to the organic phase, the total charge increases monotonously with increasing convection velocity. Plotting the total charge measured in S3 vs the total charge measured in S 2 it is possible to show that the total charges in both experimental conditions are directly proportional to each other. Note that the total charge in quiescent conditions has been subtracted from the total charge $\left(\Delta Q=q^{v_{x}^{0}}-q^{v_{x}^{0}=0}\right)$. This behaviour is due to changes in the distribution of species in the system, and, in particular, the concentration changes in the organic phase where the perturbation is applied to mass transport. The distribution of species in partition and acid-base equilibria can be found from the equations recently developed by Garcia et al. [25]. In particular, neutral weak base concentration in the organic phase, $c_{\mathrm{B}}^{\mathrm{o}}$, can be calculated according to the following expression:

$$
\begin{equation*}
c_{\mathrm{B}}^{\mathrm{o}}=c_{\mathrm{B}}^{\mathrm{init}}\left[\frac{\alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}{1+r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}\right] \tag{4}
\end{equation*}
$$

where $\alpha_{\mathrm{B}}=\frac{K_{\mathrm{a}, \mathrm{HB}^{+}}^{\mathrm{w}}}{c_{\mathrm{H}^{+}}^{\mathrm{w}}+K_{\mathrm{a}, \mathrm{HB}^{+}}^{\mathrm{w}}}$ and $c_{\mathrm{B}}^{\text {init }}$ is the initial concentration of the weak base. Clearly, the neutral weak base concentration in the organic phase is defined by the pH value and the volume ratio of aqueous and organic phases. FHCs applied to the organic phase produce changes in the total charge with respect to the system under quiescent conditions, which are directly proportional to the concentration of neutral weak base in the organic phase. Hence, the proportionality constant (slope) can be written as:
$a=\frac{\Delta Q_{\mathrm{pHS} 3}}{\Delta Q_{\mathrm{pHS} 2}}=\frac{q_{\mathrm{pHS} 3}^{v_{x}^{o}}-q_{\mathrm{pHS} 3}^{v_{\mathrm{x}}^{\mathrm{o}}=0}}{q_{\mathrm{pHS} 2}^{v_{x}^{o}}-q_{\mathrm{pHS} 2}^{v_{\mathrm{x}}^{\mathrm{o}}=0}}=\frac{c_{\mathrm{B}}^{\text {init }}\left(\frac{\alpha_{\mathrm{B}, \mathrm{S} 3} K_{\mathrm{D}, \mathrm{B}}}{1+r \alpha_{\mathrm{B}, \mathrm{S} 3} K_{\mathrm{D}, \mathrm{B}}}\right) g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)}{c_{\mathrm{B}}^{\text {init }}\left(\frac{\alpha_{\mathrm{B}, \mathrm{S} 2} K_{\mathrm{D}, \mathrm{B}}}{1+r \alpha_{\mathrm{B}, \mathrm{S} 2} K_{\mathrm{D}, \mathrm{B}}}\right) g\left(v, v_{x}^{\mathrm{o}}, D_{\mathrm{species}}^{\alpha}\right)}$

Where $q_{\mathrm{pH}}^{\mathrm{v}_{\mathrm{x}}^{0}=0}$ and $q_{\mathrm{pH}}^{v_{\mathrm{P}}^{0}}$ are the total charge obtained without and with FHCs applied to the organic phase, respectively, and $g\left(v, v_{x}^{o}, D_{\text {species }}^{\alpha}\right)$ is a function which is derived from the integration of the current obtained by applying FHCs. $g\left(v, v_{x}^{o}, D_{\text {species }}^{\alpha}\right)$ depends on the sweep rate, the convection velocity, the diffusion coefficients of the species and the hydrodynamic properties of the solvents. Considering that the effects of the neutral weak base concentration do not affect the hydrodynamic properties of the solvents, the $g\left(v, v_{x}^{o}, D_{\text {species }}^{\alpha}\right)$ value can be considered constant at different pH values without loss of generality of the methodology. Hence, the slope can be rewritten as:
$a=\frac{\alpha_{\mathrm{B}, \mathrm{S} 3}}{\alpha_{\mathrm{B}, \mathrm{S} 2}}\left[\frac{1+r \alpha_{\mathrm{B}, \mathrm{S} 2} K_{\mathrm{D}, \mathrm{B}}}{1+r \alpha_{\mathrm{B}, \mathrm{S} 3} K_{\mathrm{D}, \mathrm{B}}}\right]$
and from this expression it is possible to know the value of the partition constant of the neutral weak base.

At both the negative and positive extremes of $\log (r)$, the proportionality constant (Eq. (6)) reaches limiting values. The limiting behaviour of $a$ is shown in Fig. 2 and can be represented as follows:

$$
\begin{equation*}
\lim _{r \rightarrow 0} a=\frac{\alpha_{\mathrm{B}, \mathrm{~S} 3}}{\alpha_{\mathrm{B}, \mathrm{~S} 2}}=a_{r \rightarrow 0} \tag{7}
\end{equation*}
$$

and,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} a=1 \tag{8}
\end{equation*}
$$

therefore, the possible values of the slope are bounded to $a_{r \rightarrow 0} \leq a \leq 1$.
According to Eq. (7), the proportionality constant (Eq. (6)) can be normalized as:

$$
\begin{equation*}
\frac{a}{a_{r \rightarrow 0}}=\left[\frac{1+r \alpha_{\mathrm{B}, \mathrm{~S} 2} K_{\mathrm{D}, \mathrm{~B}}}{1+r \alpha_{\mathrm{B}, \mathrm{~S} 3} K_{\mathrm{D}, \mathrm{~B}}}\right] \tag{9}
\end{equation*}
$$

and the $K_{\mathrm{D}, \mathrm{B}}$ value can be obtained from the following equation:

$$
\begin{equation*}
K_{\mathrm{D}, \mathrm{~B}}=\frac{1-\left(\frac{a}{a_{r \rightarrow 0}}\right)}{r\left[\left(\frac{a}{a_{r \rightarrow 0}}\right) \alpha_{\mathrm{B}, \mathrm{~S} 3}-\alpha_{\mathrm{B}, \mathrm{~S} 2}\right]} \tag{10}
\end{equation*}
$$

Finally, we analyze the analytical validity of the procedure proposed. According to Eq. (9), in order to calculate $K_{\mathrm{D}, \mathrm{B}}$ it is necessary to analyse the behaviour of the term $1+r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{B}}$ as a function of $\log (r)$ at both pH values ( S 2 and S 3 ). Fig. 3 shows that when $r \rightarrow 0$, the $1+r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{B}}$ values are close to unit for both pH values. In this experimental condition, it is not possible to obtain the partition coefficient value. On the other hand, if $r \gg 1$ then $r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{B}} \gg 1$ for both conditions, so $a=1$ (Eq. (6)) and the partition coefficient value is inaccessible by the methodology proposed in this work. If proper experimental conditions are chosen it is possible to determine the partition coefficient. Optimal conditions can be obtained from an estimated value of $K_{\mathrm{D}, \mathrm{B}}$, the value of acid dissociation constant, pH and volume ratio (see Fig. 3). As an example, for $-2.5<\log (r)<0.0$, an error of less than $5.0 \%$ in the value of the partition coefficient is obtained. An optimal experimental condition is to use a volume ratio range that ensures that $1+r \alpha_{\mathrm{B}, \mathrm{S} 2} K_{\mathrm{D}, \mathrm{B}}$ is high enough and $1+r \alpha_{\mathrm{B}, \mathrm{S} 3} K_{\mathrm{D}, \mathrm{B}}$ is close to one. In this way, the simplified expression for $K_{\mathrm{D}, \mathrm{B}}$ can be expressed as follows:

$$
\begin{equation*}
K_{\mathrm{D}, \mathrm{~B}}=\frac{\left(\frac{a}{a_{r \rightarrow 0}}\right)-1}{r \alpha_{\mathrm{B}, \mathrm{~S} 2}} \tag{11}
\end{equation*}
$$

To examine the optimal conditions for determining the partition coefficient, Fig. 4 shows the $K_{\mathrm{D}, \mathrm{B}}$ values obtained for different volume ratios. As described above, when $a$ results independent of $K_{\mathrm{D}, \mathrm{B}}($ for $r \gg 1)$ the partition coefficient values are unpredictable, and if $a=a_{r \rightarrow 0}$ the results are higher than the exact values. For that reason, the correct procedure to determine $K_{\mathrm{D}, \mathrm{B}}$ for this methodology, given the following conditions, would be:

$$
\begin{equation*}
a_{r \rightarrow 0}<a<1 \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
-2.5<\log (r)<0 \tag{13}
\end{equation*}
$$

### 3.2.2. Methodology based on FHCs in aqueous phase

The same procedure presented in the previous Section can be extended to the case when FHCs are applied to the aqueous phase. The experimental conditions of the systems S1 and S3 (Fig. 1a) must be considered, and the concentration of $\mathrm{HB}^{+}$and B species present in the aqueous phase defining the proportionality constant (Fig. 1c). The total concentration of species in the aqueous phase, $c_{\mathrm{Bot}}^{\mathrm{w}}\left(=c_{\mathrm{B}}^{\mathrm{w}}+c_{\mathrm{HB}^{+}}^{\mathrm{w}}\right)$, is defined by [25]:

$$
\begin{equation*}
c_{\mathrm{Btot}}^{\mathrm{w}}=c_{\mathrm{B}}^{\mathrm{init}}\left[\frac{1}{1+r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}\right] \tag{14}
\end{equation*}
$$

and the proportionality constant by:

$$
\begin{equation*}
a=\frac{1+r \alpha_{\mathrm{B}, \mathrm{~S} 1} K_{\mathrm{D}, \mathrm{~B}}}{1+r \alpha_{\mathrm{B}, \mathrm{~S} 3} K_{\mathrm{D}, \mathrm{~B}}} \tag{15}
\end{equation*}
$$

Finally, the $K_{\mathrm{D}, \mathrm{B}}$ value can be obtained according to the following equation:

$$
\begin{equation*}
K_{\mathrm{D}, \mathrm{~B}}=\frac{a-1}{r\left(\alpha_{\mathrm{B}, \mathrm{~S} 1}-a \alpha_{\mathrm{B}, \mathrm{~S} 3}\right)} \tag{16}
\end{equation*}
$$

### 3.3. Description of the methodology based on FHCs at constant $\mathbf{p H}$

Another simple way to determine the partition coefficient for protonatable neutral base is a methodology based on measurement of the total charge transferred as a function of an external parameter such as volume ratio. As in Section 3.2.1, the analysis is focused on the application of FHCs to the organic phase.

Considering a constant volume ratio, the difference between the charges ( $\Delta Q$ ) obtained with quiescent solutions $\left(q_{\mathrm{r}}^{v_{\mathrm{x}}^{0}=0}\right)$ and applying FHCs $\left(q_{\mathrm{r}}^{v_{\mathrm{x}}^{0}}\right)$ can be expressed as follows:

$$
\begin{equation*}
\Delta Q=q_{\mathrm{r}}^{v_{x}^{o}}-q_{\mathrm{r}}^{v_{\mathrm{x}}^{o}=0}=c_{\mathrm{B}}^{\text {init }}\left(\frac{\alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}{1+r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}\right) g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right) \tag{17}
\end{equation*}
$$

Taking the reciprocal of both sides in Eq. (17), the following equation is obtained:

$$
\begin{equation*}
(\Delta Q)^{-1}=\left(\frac{1}{\alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}\right)\left(\frac{1}{c_{\mathrm{B}}^{\text {init }} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)}\right)+r\left(\frac{1}{c_{\mathrm{B}}^{\text {init }} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)}\right) \tag{18}
\end{equation*}
$$

A plot of $(\Delta Q)^{-1}$ versus $r$ yields a straight line with an ordinate intercept of $\left[c_{\mathrm{B}}^{\text {init }} \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{B}} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)\right]^{-1}$ and a slope of $\left[c_{\mathrm{B}}^{\text {init }} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)\right]^{-1}$. The intercept on the horizontal axis is $-\left[\alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{B}}\right]^{-1}$. Importantly, this volume ratio $(r<0)$ has no real physical meaning, but can be mathematically extrapolated to easily calculate the partition coefficient value.

By measuring $\Delta Q$ for different volume ratios $K_{\mathrm{D}, \mathrm{B}}$ can be obtained from ordinate intercept and slope values (linear regression analysis according to Eq. (18)):

$$
\begin{equation*}
K_{\mathrm{D}, \mathrm{~B}}=\left(\frac{K_{\mathrm{a}}^{\mathrm{w}}+c_{\mathrm{H}^{+}}^{\mathrm{w}}}{K_{\mathrm{a}}^{\mathrm{w}}}\right)\left(\frac{\text { slope value }}{\text { intercept value }}\right) \tag{19}
\end{equation*}
$$

### 3.4. Description of the methodology based on FHCs varying pH

A fourth way to determine the $K_{\mathrm{D}, \mathrm{B}}$ value is a methodology based on the measurement of the total charge transferred as a function of an external parameter such as pH . As in Section 3.2.1, the analysis is focused on the application of FHCs to the organic phase.

Considering a constant pH , the difference between the charges $(\Delta Q)$ obtained with quiescent solutions $\left(q_{\mathrm{pH}}^{p_{\mathrm{p}}^{\mathrm{o}_{x}^{0}}=0}\right)$ and applying FHCs $\left(q_{\mathrm{pH}}^{\nu_{x}^{v_{x}^{0}}}\right)$ can be expressed as follows:

$$
\begin{equation*}
\Delta Q=q_{\mathrm{pH}}^{v_{\mathrm{x}}^{\circ}}-q_{\mathrm{pH}}^{v_{\mathrm{p}}^{\circ}=0}=c_{\mathrm{B}}^{\text {init }}\left(\frac{\alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}{1+r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{~B}}}\right) g\left(v, v_{x}^{\circ}, D_{\mathrm{species}}^{\alpha}\right) \tag{20}
\end{equation*}
$$

Taking the reciprocal of both sides in Eq. (20), the following equation is obtained:

$$
\begin{equation*}
(\Delta Q)^{-1}=\frac{1}{\alpha_{\mathrm{B}}}\left(\frac{1}{K_{\mathrm{D}, \mathrm{~B}} c_{\mathrm{B}}^{\text {init }} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)}\right)+\left(\frac{r}{c_{\mathrm{B}}^{\text {init }} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)}\right) \tag{21}
\end{equation*}
$$

A plot of $(\Delta Q)^{-1}$ versus $\alpha_{\mathrm{B}}^{-1}$ yields a straight line with an ordinate intercept of $r\left[c_{\mathrm{B}}^{\text {init }} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)\right]^{-1}$ and a slope of $\left[K_{\mathrm{D}, \mathrm{B}} c_{\mathrm{B}}^{\text {init }} g\left(v, v_{x}^{\mathrm{o}}, D_{\text {species }}^{\alpha}\right)\right]^{-1}$. The intercept on the horizontal axis is $-r K_{\mathrm{D}, \mathrm{B}}$. In the same way as in the previous section, this $\alpha_{\mathrm{B}}\left(\alpha_{\mathrm{B}}<0\right)$ has no real physical meaning, but can be mathematically extrapolated to easily calculate the partition coefficient value.

By measuring $\Delta Q$ for different pH values, $K_{\mathrm{D}, \mathrm{B}}$ can be obtained from ordinate intercept and slope values (linear regression analysis according to Eq. (21)):

$$
\begin{equation*}
K_{\mathrm{D}, \mathrm{~B}}=r^{-1}\left(\frac{\text { intercept value }}{\text { slope value }}\right) \tag{22}
\end{equation*}
$$

### 3.5. Validation of the electrochemical approach from simulated results by finite element method and velocity field measurements

In this section, FEM results are first compared to experimental velocity field measurements and then used to validate the proposed methodology. The focus is directed to obtain the fluid velocity field, and then couple the electrochemical reactions that represent the transfer of protonated species. In addition, these results will be used to validate the approach of the proposed one-dimensional model. COMSOL Multiphysics finite element package [81] (COMSOL version 4.2a) was used to calculate the fluid velocity field, $\mathbf{u}$, by solving the continuity and Navier-Stokes equations for an incompressible, isothermal flow at low Mach number. In this computational fluid dynamics (CFD) model the flow is laminar. To determine the charge flux and provide additional insight into the ion transfer process, the electrochemical reactions were in some cases taken into account along the CFD model. Simple CFD simulations were carried out in a full 3D model in order to compare with MRI measurements, while coupled electrochemical and CFD simulations were carried out in a 2D model representing a 3D system with cylindrical symmetry. For experimental simplicity, the upper phase in the former case was an aqueous solution, while for the latter, 1,2-dichloroethane was used. The geometry of the cell matched the experimental cell
geometry in all cases (see Fig. 5). No-slip boundary conditions are imposed at the boundaries corresponding to the cell walls and bottom. Rotational boundary conditions are considered at the bottom of the $\operatorname{rod}\left(z=h_{1}-h_{3}, r<r_{3}, \mathbf{u}=\omega \times \mathbf{r}\right.$, where $\omega$ is the angular velocity of cylinder rotation) and at the shaft of the cylinder $\left(h_{1}>z>h_{1}-h_{3}, r=r_{3}, \mathbf{u}=\omega \times \mathbf{r}_{3}\right)$. The mesh used in cylindrical coordinates was automatically generated by the software. Grid and time step independence of the results was checked. Additionally, since the experimental measurements showed that the organic solvent below the glass plate was not affected by the convection of the upper phase (data not shown), only the latter was incorporated into the 2D and 3D simulations and no-slip boundary conditions were employed at the interfacial zone. Firstly, we turn our attention to the flow pattern generated inside electrochemical cell.

A comparison between the simulated and experimental $z$-velocity maps corresponding to $\omega=62.8 \mathrm{~s}^{-1}(600 \mathrm{rpm})$ rotational speed of the upper phase is presented in Fig. 6. Experimental maps, on the right, are limited within the NMR sensitive volume. The hydrodynamic behavior from FEM and velocity imaging show an extraordinary correspondence, even if the velocity scale slightly differs. This validates the assumption that the flow regime inside the cell is laminar. A circulation of fluid below and on the side of the rotating cylinder can be clearly observed; the liquid moves towards the bottom of the cell through the outer region, close to the wall of the cell, and returns to the cylinder through the central section[65]. This flow represents the main mass transfer process that takes place in the system.

MRI showed that the rotating rod was not perfectly aligned with the glass cell. Thus, the 3D model for the FEM simulation was constructed with an offset of 0.7 mm
between their axes. Fig. 6a and 6b correspond to plane $x z$ and Fig. 6 c and 6 d corresponds to $y z$, where the offset is observed. This suggests that the main source of asymmetry in the velocity map below the rod is due to this offset. In the Supplementary Material (Section A3), the CFD calculation for the symmetrical cell configuration is presented, where identical velocity maps both planes are obtained. The horizontal cuts in Fig. 6e to $6 \mathrm{~h}\left(\mathrm{Z}_{1}\right)$, show that forced hydrodynamic conditions contribute to move the liquid (and eventually dissolved species) towards and from the interface. The cuts nearest to the interfacial zone in Fig. 6 g and $6 \mathrm{~h}\left(\mathrm{Z}_{2}\right)$ are of special interest since this region is the source of the electrochemical signal.

In order to perform a quantitative analysis of normal velocities near the liquid|liquid interface, , which takes into account the electrochemical processes, $z$-velocity profiles obtained from the 2 D axisymmetric model are shown for different $z$-axis values near the interface (see Fig. 7). The general behaviour observed is that for large radius values, the fluid moves towards the interface, whereas towards the middle of the cell, the fluid tends to move away from it. The area where the fluid moves towards the interface yields the highest contribution to the total ion transfer current. This is the main reason why the onedimensional model (Section 1.2), for which convection carries the species toward the interface, provides qualitatively comparable electrochemical signals with the CFD model.

The validation of the methodology was carried out using the 2D model with coupled electrochemistry and forced hydrodynamic conditions. Several simulations were carried out for different pH and rotation speed values. In order to determine $K_{\mathrm{D}, \mathrm{B}}$, a linear fit of the total charge measured at pH 4.5 (S3) as a function of the total charge measured at pH 6.8 (S2) was made. The simulation parameters were chosen to represent the Tylosin A, which
is the compound to be used in the next section to experimentally validate the proposed methodology. FHCs were applied to the organic phase. In Fig. 8, $\Delta Q_{\mathrm{pH} 4.5}$ vs. $\Delta Q_{\mathrm{pH} 6.8}$ is shown. The slope of this curve is equal to $a=\frac{\alpha_{\mathrm{B}, \mathrm{pH} 4.5}}{\alpha_{\mathrm{B}, \mathrm{pH} 6.8}}\left[\frac{1+r \alpha_{\mathrm{B}, \mathrm{pH} 6.8} K_{\mathrm{D}, \mathrm{B}}}{1+r \alpha_{\mathrm{B}, \mathrm{pH} 4.5} K_{\mathrm{D}, \mathrm{B}}}\right]$ thus, the partition coefficient can be calculated with this last equation. Considering $\mathrm{p} K_{a, \mathrm{HB}^{+}}^{\mathrm{w}}=7.73$ [82] and that the slope value obtained from linear fit of the data plotted in Fig. 8 is $a=(0.251 \pm 0.001)$, the partition coefficient obtained according to Eq. (10) is $\log \left(K_{\mathrm{D}, \mathrm{B}}\right)=3.1 \pm 0.2$.

### 3.6. Validation of the electrochemical approach from experimental results

We applied the methodology developed in Section 3.2., for the determination of the partition coefficient between $\mathrm{H}_{2} \mathrm{O}$ and 1,2-dichloroethane of the neutral weak base Tylosin A. The current-potential profiles obtained at different rotation speeds applied to the organic phase at two different pH values are shown in Fig. 9 (insets (a) and (b)). In this case, pH values correspond to S2 and S3 systems in Fig 1b. From the integration of the current in the forward potential sweep we can obtain the total charge transferred. In order to determine $K_{\mathrm{D}, \mathrm{TylA}}$ a linear fit of the total charge measured at pH 4.5 (S3) as a function of the total charge measured at pH 6.8 (S2) was made. A constant volume ratio value ( $r=0.48$ ) was employed. In Fig. 9, $\Delta Q_{\mathrm{pH} 4.5}$ as a function of $\Delta Q_{\mathrm{pH} 6.8}$ is shown. The slope of this curve is equal to $a=\frac{\alpha_{\mathrm{TylA}, \mathrm{pH} 4.5}}{\alpha_{\mathrm{TyIA}, \mathrm{pH} 6.8}}\left[\frac{1+r \alpha_{\mathrm{TyIA}, \mathrm{pH} 6.8} K_{\mathrm{D}, \mathrm{TyIA}}}{1+r \alpha_{\mathrm{TylA}, \mathrm{pH} 4.5} K_{\mathrm{D}, \mathrm{TYIA}}}\right]$ thus, the partition coefficient can be calculated with this last equation. Considering $\mathrm{p} K_{a, \mathrm{HTylA}^{+}}^{\mathrm{w}}=7.73$ [82] and that the slope
value obtained from linear fit of the data plotted in Fig. 8 is $a=(0.34 \pm 0.02)$, the partition coefficient obtained according to Eq. (10) is $\log \left(K_{\mathrm{D}, \text { TyIA }}\right)=3.3 \pm 0.2$. It is important to highlight that the slope value obtained is in agreement with the optimal experimental criteria (volume ratio and pH ) for determining the partition coefficient of neutral weak bases discussed above (see Fig. 2). The calculation of the uncertainty associated with this partition coefficient value is developed in the Appendix. The partition coefficient value obtained in this work is in good agreement with a previous result reported in literature [27].

## Conclusion

An original electrochemical methodology for the determination of the partition coefficient of neutral weak bases was introduced. The application of mechanical stirring to one of the phases during the potential sweep was used as an effective tool to obtain this thermodynamic parameter. The general equations for a model that describes facilitated proton transfer reactions across the oil|water interface assisted by a weak base under forced hydrodynamic conditions were developed and the entire method has been validated by experimental results and computer simulations of increasing complexity. A great advantage of the methodology presented here is the possibility of measuring the total charge transferred as a function of the convection velocities. The fundamental equations that allow obtaining the partition coefficient of a neutral weak base using only two measurements at different pH were developed in this work. Furthermore, we defined the criteria (volume ratio and pH ) for determining the partition coefficient of neutral weak bases in optimal experimental conditions. In addition, several practical equations established to calculate
partition coefficient using pH or volume ratio as variables. Finally, the velocity fields obtained by FEM calculations were successfully corroborated by MRI measurements.
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## Appendix

In this appendix, the equations to obtain the uncertainty associated with the partition coefficient $\left(\sigma_{K_{D, B}}\right)$ are developed. $\sigma_{K_{D, B}}$ is defined by the measurable parameters in the system, i.e. $r, \mathrm{pH}_{\mathrm{S} 2}, \mathrm{pH}_{\mathrm{S} 3}, \mathrm{p} K_{a, \mathrm{HB}^{+}}^{\mathrm{w}}$ and $a$. For simplicity, we consider a constant temperature.

Special care must be taken regarding some key factors: distance from the rod to the liquid|liquid interface, volume of solution added to the cell (especially the upper phase) and alignment between the center of the glass cell and the rod's axis. Once the experimental procedure has been optimized in order for these factors to be reproducible, the uncertainty can be calculated following the equations developed in this appendix.

Eq. (10) in the body of the work can be rewritten as:

$$
\begin{equation*}
K_{D, \mathrm{~B}}=\frac{1}{r}\left[\frac{a \times 10^{\mathrm{pK}_{a, H B^{+}}^{\mathrm{w}}-\mathrm{pH}_{\mathrm{s}}}-10^{\mathrm{p}_{a . H \mathrm{HB}^{+}}^{\mathrm{w}}-\mathrm{pH}_{\mathrm{s} 2}}}{(1-a)}-1\right] \tag{B1}
\end{equation*}
$$

the absolute uncertainty in $K_{\mathrm{D}, \mathrm{B}}$ is calculated as follow:

$$
\begin{align*}
\left(\sigma_{K_{D, \mathrm{~B}}}\right)^{2}= & \left(\frac{\partial K_{D, \mathrm{~B}}}{\partial r} \sigma_{r}\right)^{2}+\left(\frac{\partial K_{D, \mathrm{~B}}}{\partial a} \sigma_{a}\right)^{2}+\left(\frac{\partial K_{D, \mathrm{~B}}}{\partial \mathrm{pH}} \sigma_{\mathrm{PH}}{ }^{2}\right)^{2} \\
& +\left(\frac{\partial K_{D, \mathrm{~B}}}{\partial \mathrm{pH}_{\mathrm{S} 2}} \sigma_{\mathrm{pH}_{\mathrm{S} 2}}\right)^{2}+\left(\frac{\partial K_{D, \mathrm{~B}}}{\partial \mathrm{p} K_{a, \mathrm{BB}}^{*}} \sigma_{\mathrm{p} K_{a, \mathrm{BH}}{ }^{*}}\right)^{2} \tag{B2}
\end{align*}
$$

where $\left(\sigma_{r}\right)^{2}=\left(\frac{\partial r}{\partial V_{\mathrm{w}}} \sigma_{V_{\mathrm{w}}}\right)^{2}+\left(\frac{\partial r}{\partial V_{\mathrm{o}}} \sigma_{V_{\mathrm{o}}}\right)^{2}=\left(-\frac{V_{o}}{V_{\mathrm{w}}^{2}} \sigma_{V_{\mathrm{w}}}\right)^{2}+\left(\frac{1}{V_{\mathrm{w}}} \sigma_{V_{\mathrm{o}}}\right)^{2}$,

$$
\begin{equation*}
\frac{\partial K_{D, \mathrm{~B}}}{\partial r} \sigma_{r}=-\frac{K_{D, \mathrm{~B}}}{r} \sigma_{r}, \tag{B3}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial K_{D, \mathrm{~B}}}{\partial \mathrm{pH}_{\mathrm{S} 2}} \sigma_{\mathrm{pH}_{\mathrm{s} 2}}=\frac{\ln (10)}{r(1-a)}\left(10^{\mathrm{pK}_{d, \mathrm{HB}} \mathrm{HB}^{+}+\mathrm{pH}_{\mathrm{s} 2}}\right) \sigma_{\mathrm{pH}_{\mathrm{s} 2}} \tag{B6}
\end{equation*}
$$

and

Finally, replacing Eqs. (B3)-(B7) in Eq. (B2) we obtained the uncertainty associated to partition coefficient:

$$
\begin{align*}
& \left(\sigma_{K_{D, \mathrm{~B}}}\right)^{2}=\left(-\frac{K_{D, \mathrm{~B}}}{r}\right)^{2}\left[\left(-\frac{V_{\mathrm{o}}}{V_{\mathrm{w}}^{2}} \sigma_{V_{\mathrm{w}}}\right)^{2}+\left(\frac{1}{V_{\mathrm{w}}} \sigma_{V_{\mathrm{o}}}\right)^{2}\right]+ \\
& {\left[\frac{1}{r(1-a)^{2}}\left(10^{\mathrm{p} K_{a, 4 B^{w}}{ }^{-} \mathrm{pH}_{\mathrm{S3}}}-10^{\mathrm{p} K_{a, 4 B^{w}}{ }^{+} \mathrm{pH}_{\mathrm{S} 2}}\right) \sigma_{a}\right]^{2}+}  \tag{B8}\\
& {\left[-\frac{a \times \ln (10)}{r(1-a)}\left(10^{\mathrm{p} \mathrm{~K}_{a, \mathrm{HB}}^{w}+\mathrm{pH}_{\mathrm{S3}}}\right) \sigma_{\mathrm{pH}_{\mathrm{S} 3}}\right]^{2}+\left[\frac{\ln (10)}{r(1-a)}\left(10^{\mathrm{p} \mathrm{p}_{a, \mathrm{HB}}{ }^{+}-\mathrm{pH}_{\mathrm{S} 2}}\right) \sigma_{\mathrm{pH}_{\mathrm{S} 2}}\right]^{2}+} \\
& {\left[\frac{\ln (10)}{r(1-a)}\left(a \times 10^{\mathrm{p} K_{a, H B^{w}}+\mathrm{pH}_{53}}-10^{\mathrm{p} \mathrm{~K}_{a, \mathrm{HB}}^{w}}{ }^{+\mathrm{pH}_{\mathrm{S} 2}}\right) \sigma_{\mathrm{pK}_{a, \mathrm{HB}}}\right]^{2}}
\end{align*}
$$
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## Figure Captions

Figure 1: (a) Charge transferred as function of pH for quiescent solutions $(\bullet)$ and for FHCs applied to aqueous phase ( $\mathbf{\Delta}$ ) or organic phase ( $\boldsymbol{\nabla}$ ). $v_{\mathrm{x}}^{\alpha}=3.0 \times 10^{-3} \mathrm{cms}^{-1}$. Three different pH values chosen as reference: S 1 to pH 2.0 ; S 2 to pH 8.0 ; and S 3 to pH 5.0 .
(b) Effect of $v_{x}^{\alpha}$ on charge transferred at different pH values: FHCs applied to aqueous phase (•) pH 2.0 and $(\bullet) \mathrm{pH} 5.0$; and FHCs applied to organic phase $(\boldsymbol{\nabla}) \mathrm{pH} 5.0$ and ( $\mathbf{\Delta}) \mathrm{pH} 8.0$. (c) Charge obtained for the system S3 as a function of the charge obtained with S2 (organic phase stirred, (O)) or charge obtained with S1 (aqueous phase stirred, (•)).

Simulation parameters: $c_{\mathrm{B}}^{\text {init }}=1.00 \times 10^{-3} \mathrm{M} ; \quad \Delta_{\mathrm{o}}^{\mathrm{w}} \phi_{\mathrm{HB}^{+}}^{o^{\prime}}=-0.023 \mathrm{~V} ; \quad \Delta_{\mathrm{o}}^{\mathrm{w}} \phi_{\mathrm{H}^{+}}^{o^{\prime}}=0.550 \mathrm{~V}$ [83];

$$
\begin{aligned}
& \Delta_{\mathrm{o}}^{\mathrm{w}} \phi_{\mathrm{OH}^{-}}^{o^{\prime}}=-0.700 \mathrm{~V}[84] ; \quad D_{\mathrm{H}^{+}}^{\mathrm{w}}=9.31 \times 10^{-5} \mathrm{~cm}^{2} \mathrm{~s}^{-1}[85] ; \quad D_{\mathrm{H}^{+}}^{\mathrm{o}}=1.00 \times 10^{-5} \mathrm{~cm}^{2} \mathrm{~s}^{-1}[83] ; \\
& D_{\mathrm{OH}^{-}}^{\mathrm{w}}=5.27 \times 10^{-5} \mathrm{~cm}^{2} \mathrm{~s}^{-1}[85] ; \quad D_{\mathrm{HB}^{+}}^{\mathrm{w}}=1.00 \times 10^{-6} \mathrm{~cm}^{2} \mathrm{~s}^{-1} ; \quad D_{\mathrm{B}}^{\mathrm{W}}=1.00 \times 10^{-6} \mathrm{~cm}^{2} \mathrm{~s}^{-1} \quad \text { and } \\
& v=0.015 \mathrm{Vs}^{-1} .
\end{aligned}
$$

Figure 2: Dependence of the proportionality constant (slope) values with the logarithm of volume ratio. Simulation parameters are the same as those reported in Fig. 1.

Figure 3: Dependence of the factor $1+r \alpha_{\mathrm{B}} K_{\mathrm{D}, \mathrm{B}}$, from Eq. (9), with the logarithm of volume ratio for two different systems: S2 (.........) and S3 (-). Simulation parameters are the same as those reported in Fig. 1.

Figure 4: Ratio between obtained ( $K_{\mathrm{D}, \mathrm{B}}$ ) from simulation and the true value of partition coefficient, as a function of the logarithm of the volume ratio. Error bars represent an uncertainty associated with the partition coefficient ratio equal to $5.0 \%$. Simulation parameters are the same as those reported in Fig. 1.

Figure 5: Geometry of the cell. Two models are used, 2D models, which are characterized with axisymmetric representation, and 3D models where a representation of the whole cell is performed. All lengths are expressed in mm.

2D model: $h_{1}=25.1 ; h_{2}=10.0 ; h_{3}=15.0 ; h_{4}=0.1 ; h_{5}=0.1 ; r_{1}=4.5 ; r_{2}=2.4$ and $r_{3}=3.0$.
3D model: $h_{1}=47.7 ; h_{2} \mathrm{~N} / \mathrm{A} ; h_{3}=37.6 ; h_{4}=0.9 ; h_{5} \mathrm{~N} / \mathrm{A} ; r_{1}=7.4 ; r_{2}=2.5$ and $r_{3}=3.0$.

Figure 6: $z$-velocity maps obtained from CFD for 3D model and from MRI at $\omega=62.8 \mathrm{~s}^{-1}$.
Panels (a), (c), (e) and (g) on the left correspond to simulations and panels (b), (d), (f) and (h) on the right correspond to MRI. Panels (a) and (b) represent the $x z$-cut plane and panels (c) and (d) represent the $y z$-cut plane. Panels (e)-(h) represent $x y$-cut planes at $z$-positions $\mathrm{Z}_{1}$ and $Z_{2}$, in this order.

Simulation parameters: water: density $=0.9996 \mathrm{~kg} \mathrm{~m}^{-3}$ and dynamic viscosity $=$ $1.009 \times 10^{-3} \mathrm{~Pa} \mathrm{~s} \mathrm{}$.

Figure 7: $z$-velocity profiles obtained from CFD corresponding to $\omega=62.8 \mathrm{~s}^{-1}$ for 2D axisymmetric model, at different distances in $z$-component to the interface. $z=0.02(\square)$; 0.04 (-); 0.06 (—); 0.08 (—) and $0.10 \mathrm{~mm}(-)$. Simulation parameters: 1,2dichloroethane: density $=1253 \mathrm{~kg} \mathrm{~m}^{-3}$ and dynamic viscosity $=0.8385 \times 10^{-3} \mathrm{Pas}$. Simulation parameters for water are the same as in Fig. 6.

Figure 8: Charge obtained from simulations for 2D axisymmetric model for pH 4.5 (S3), as a function of charge obtained for pH 6.8 (S2) when FHCs are applied to organic phase. Rotation speed: (1) 31.4 ; (2) 41.9 ; (3) 52.3 ; (4) 62.8 ; (5) 73.3 ; (6) 83.7 and (7) $94.2 \mathrm{~s}^{-1}$.

Simulation parameters: $\quad c_{\mathrm{B}}^{\text {init }}=1.000 \times 10^{-3} \mathrm{M} ; \quad \mathrm{p} K_{\mathrm{a}, \mathrm{HB}}{ }^{\mathrm{w}}=7.73[82] ; \quad \Delta_{\mathrm{o}}^{\mathrm{w}} \phi_{\mathrm{HB}^{+}}^{o^{+}}=-0.023 \mathrm{~V}[27] ;$
$\log \left(K_{\mathrm{D}, \mathrm{B}}\right)=3.10[27] ; \quad D_{\mathrm{HB}^{+}}^{\mathrm{w}}=3.4 \times 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}[27] ; \quad D_{\mathrm{HB}} \mathrm{o}^{+}=4.3 \times 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}[27] ;$
$D_{\mathrm{B}}^{\mathrm{w}}=3.4 \times 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}[27] ; \quad D_{\mathrm{B}}^{\mathrm{o}}=4.7 \times 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}[27] ; \quad r=0.4 \quad$ and $\quad v=0.015 \mathrm{Vs}^{-1} . \quad$ Other simulation parameters are the same as those reported in Fig. 7.

Figure 9: Tylosin A transfer across water|1,2-dichloroethane interface. Charge obtained for pH values chosen as reference in this case $4.5(\mathrm{~S} 3)$, as a function of charge obtained for pH 6.8 (S2). Inset: experimental cyclic voltammograms obtained at two different pH values: pH 4.5 (panel (a)), and pH 6.8 (panel (b)) obtained for FHCs applied to organic phase. Stirring frequency: (1) 0; (2) 600; (3) 900; and (4) 1200 rpm .

Organic phase: TPADCC $1.0 \times 10^{-2} \mathrm{M}$. Aqueous phase: $\mathrm{KCl} 1.0 \times 10^{-2} \mathrm{M}+1.0 \times 10^{-3} \mathrm{M}$ of Tylosin A. $\mathrm{r}=0.4 ; v=0.015 \mathrm{~V} \mathrm{~s}^{-1}$.
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## Highlights

> Comprehensive description of how the forced hydrodynamic conditions affect the facilitated proton transfer
> Methodology for determination of partition coefficients of neutral weak bases is developed
> Novel methodology is experimentally verified.

