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ABSTRACT: The coalescence process of two nanoparticles to yield a core−
shell structure is analyzed by a well-tempered metadynamics procedure. This
methodology has been shown to be useful in understanding the present
phenomenon in terms of two collective variables: the distance between the
center of mass of the coalescing particles and the gyration radius of the resulting
core element. The free-energy contour plots clearly show that the coalescence
process involves the deformation of the core material, which is manifested in the
residence of the system in regions with a larger gyration radius. Results from
molecular dynamics for the same system were found helpful to reach the
definition of this second collective variable. The advantages and limitations of
the latter approach are discussed.

1. INTRODUCTION

Within the universe of nanoparticles, systems composed of two
metallic elements (bimetallic nanoparticles, BM-NPs) have
been widely studied because they show a great variety of
physicochemical properties.1−4 Among the different ways to
prepare BM-NPs the coalescence processes provide an
interesting alternative to high speed synthesis. Coalescence
constitutes a particular case of collisions where the impact
speed between the NPs tends to zero. These processes play a
dominant role in the formation of new clusters for a wide range
of experimental conditions in contrast with the processes of
high-speed collisions which require more sophisticated
experimental designs.1,2,4,5

Concerning the computational study of the coalescence
processes, straightforward molecular dynamics simulations
(MD) have been previously reported.6−11 Paz et al.11

performed MD coalescence studies at high temperatures
using nanoparticles (NPs) made of a few atoms; both
conditions are necessary to make the simulations feasible
with ordinary computational tools. From those results, the
authors presented a new methodology of analysis based on the
construction of pseudo-free-energy profiles (pFEP), which has
been shown to be useful in the characterization of the processes
studied. In contrast with the standard methods to recover the
Landau free-energy,12,13 the methodology of Paz et al. uses
statistics from hundreds of nonequilibrium MD simulations to
accumulate histograms which are used to analyze the
occurrence of bottlenecks during an irreversible nonequilibrium
process. We emphasize that the present coalescence process is

intrinsically irreversible: the resulting core−shell structure
remains stable within the experimental time scale.
Despite the predictive power of MD simulations, the

observation of one or a set of paths on the phase space may
not be sufficient for the statistical convergence of the requested
observable which is frequently compared with experimental
results obtained in the time scale of seconds or more.
Depending on the system size, first-principles MD usually
reach time scales of a few picoseconds and classical MD
hundreds of nanoseconds or a few microseconds. There are
many ways to study the coalescence processes beyond brute-
force MD simulations. For example, by giving up the all-atom
description it is possible to reach larger time scales using
coarse-grain models.14 On the other hand, if the atomistic
description is not to be omitted, methodologies able to
accelerate rare events can be applied to improve the
computational efficiency. For example, there are many methods
aimed to enhance the sampling of the probability distribution
along a few selected degrees of freedom or collective variables
(CVs). Usually, these methods also allow the reconstruction of
the corresponding free-energy landscape giving a decrease in
the dimensionality of the problem, as suggested by
Kevrekidis.15,16 Among these methods we can mention
umbrella sampling,17,18 conformational flooding,19 weighted
histogram techniques,20−22 Jarzynski’s identity-based meth-
ods,23,24 adaptive force bias,25,26 steered MD,27 adiabatic
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molecular dynamics,28 and well-tempered metadynamics
(WTMD).29

The WTMD method enhances the configurational sampling
by adding a repulsive history-dependent potential along a set of
few CVs.29 This potential discourages the system from
assuming repeatedly the same value of the CVs, thus effectively
increasing the scope of exploration of the configuration space.
A proper choice of the history-dependent potential provides an
increased sampling rate of rare events and an estimate of the
free-energy profile (FEP) along the chosen CVs. An important
difficulty in the implementation of WTMD is the requirement
that the CVs should provide a good representation of the
reaction coordinate. That is, the chosen CVs have to be able to
describe the process of interest. If one of the relevant modes is
not reproduced by the CVs, CV-biased free-energy methods as
WTMD may suffer hysteresis, and the analysis can fall into
serious convergence issues.30,31 The addition of the missing
mode as a new CV constitutes a solution to this problem, but, if
the set of CVs increases, the computational demand will
concomitantly increase as a function of the number of variables.
In the present work, we use WTMD to perform a thorough

sampling of the configurations involved in the coalescence
process of cobalt (Co) and gold (Au) nanoparticles. This
system is prototypical for core−shell formation studies.
Previous reports by some of us11 and others32−35 are reported
in the bibliography.
The CVs of choice are inferred from the pseudo-free-energy

profiles previously constructed for this process. A critical
comparison is made between the information resulting from
these pseudo-free-energy profiles (nonequilibrium) calculated
as in our previous work11 with the free-energy profiles emerging
from the present equilibrium methodology, with an emphasis
on the different types of information that can be obtained with
both methodologies.

2. METHODOLOGY

As stated in the Introduction, different methodologies were
developed throughout the years to overcome the limitations of
MD simulations. The current choice is WTMD, where the
evolution of a system is biased by a history-dependent
potential, constituted by a sum of Gaussian functions. The
gaussians are deposited along the trajectory of the system in the
free-energy space of the CVs chosen for the process under
consideration. After the simulation converge, this potential is
used for the reconstruction of the free-energy profile as a
function of the CVs.
For a system evolving without a bias, the FEP is a function of

its degrees of freedom s(q), where q represents the coordinates
of the system, according to

= −
→∞

F s T N s t( ) lim ln( ( , ))
t (1)

where N(s, t) = ∫ 0
tδs,s(t′)dt′ is a histogram of the variable s, and

T is the temperature. To improve the sampling, a history-
dependent bias potential V(s, t) is incorporated to the potential
energy according to

ω= Δ
Δ
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( , )
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where ω has units of an energy rate, ΔT has units of a
temperature, and N(s, t) stems from the Gaussian deposition
during the simulation.

At the time of analyzing the performance of the method-
ology, a quantity of major importance is the rate at which the
potential bias is modified, that is, the rate at which new
Gaussian functions are incorporated into the bias potential. The
slower the rate at which these gaussians are incorporated, the
closer the system dynamics will be to the thermodinamic
equilibrium.
The main difference of WTMD with its parent technique,

metadynamics, is the fact that the height of the Gaussian
functions is varied along the simulation, according to the rate

ω τ= − Δw e G
V s t

T
( , )

, where τG is the time interval at which the
gaussians are deposited. At long times, V(s, t) varies very slowly,
leading to a distribution probability approaching equilibrium
according to

∝ − +
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According to the previous equation and the potential bias
described previously, the estimation F̃(s, t) of the free-energy
surface is

̃ = − + Δ
Δ

F s t
T T

T
V s t( , ) ( , )

(4)

One of the main assumptions made for the free-energy
analysis is that the microstates relevant for the system are well
described by the set of CVs chosen. For the present system, our
choice for the CVs is the distance between the centers of mass
of the NPs, dCMAu−Co, and the gyration radius of the Co
cluster, RgCo.
The center of mass of each of the nanoparticles is given by

⎯ →⎯⎯⎯ = ∑ ⎯→
= m xCMi M j

n
j j

1
1i

, where mj is the mass of the atom j, xj is its

position, and Mi is the total mass of the NP under
consideration. In this way the distance between the centers of
mass is given by

= ⎯ →⎯⎯⎯⎯⎯ − ⎯ →⎯⎯⎯⎯⎯
−dCM CM CMAu Co Au Co (5)

dCMAu−Co allows for the following of the different stages
occurring during coalescence. This CV acquires a high value at
the initial state, corresponding to separated NPs, and it reaches
a minimum value close to zero at the final state. Figure 1 shows
representations of both extremes of the coalescence process.
The final state of the present irreversible process corresponds
to an icosahedral bimetallic NP, with a core−shell structure
where the Co atoms constitute the core and the Au atoms

Figure 1. Typical snapshots of the initial (right) and final (left) states
of the coalescence phenomenon considered here. Co atoms are
represented in blue, and Au atoms are represented in yellow. A core−
shell structure can be observed in the figure on the left.

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.7b00151
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

B

http://dx.doi.org/10.1021/acs.jctc.7b00151


constitute the shell. Note that WTMD does not distinguish
between initial and final configurations of the simulation, as all
the allowed values of the CV are visited several times as the
simulation proceeds (see for example Supporting Informationn
Figure S1). Our reference to initial and final states is in relation
to the order they appear in the MD simulations.
The gyration radius RgCo provides a measure for the

sphericity of the Co cluster, and its square is given by

∑= ⎯→ − ⎯ →⎯⎯⎯⎯⎯

=n
xRg

1
( CM )

i

n

i
2

1
Co

2

(6)

where
⎯ →⎯⎯⎯⎯⎯
CMCo is the center of mass defined above. RgCo allows

for the distinguishing of configurations with the same
dCMAu−Co and different sphericities of the core. This secondary
CV allows for the description of the coalescence process in
finer detail.
According to the previous discussion, the results presented

here correspond to a two-dimensional WTMD (WTMD-2D),
in which the optimized parameters were the energy rate ω, the
Gaussian parameters of the two collective variables, say σdCMAu−Co

and σRgCo, the damping parameter ΔT, and the time interval τG.

The values used here were as follows: ω = 0.5 kJ/mol, σdCMAu−Co

= 0.002 Å, σRgCo = 0.001 Å, ΔT = 3000 K, τG = 500 fs. The
spatial resolution and the computational time of metadynamics
are sensible to these parameters. We have explored different
parameter values around those usually suggested by the
method36−38 and finally choose those that give us a converged
free-energy profile within a reasonable computational time.
To provide a more detailed description of the FEP in the

region of interest, the system was confined by the following
repulsive bias potentials
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where krep is a force constant, and CVsmini and CVsmaxi represent
the minimum and maximum values where the present potential
is zero for the CVsi.
Besides the WTMD analysis, the clustering of nonequili-

brium trajectories was used to calculate pseudo-free-energy
profiles F′(s) and compare them with previous work.11 Two
hundred MD runs with different starting condition simulations
were launched for this purpose. The basic idea of this
methodology focuses on the study of the probability P′(s) of
visiting microstates during an irreversible process. This is
constructed from histograms obtained using MD trajectories
generated in the canonical ensemble. Thus, we have

′ = − ′F s kT P s( ) ln ( ( )) (8)

As mentioned in the Introduction the coalescence process is
a particular case of collisions where the impact speeds tend to
zero. This process might take place on different environments,
from liquid solutions to solid surfaces.3,4,39 For this reason we
choose to model the system in the canonical ensemble which
reflects the energy exchange with the surroundings. It should be
noted that if the interest is on the simulation of high speed

collisions as in ref 40, the microcanonical ensemble would be a
better choice since it reflects more appropriately the
experimental settings that involve high vacuum.
This methodology has been found useful to identify the

microstates that are relevant during the formation of the core−
shell (Figure 1). An interesting question that arises is whether
the information that can be obtained used WTMD can be
correlated with that stemming from the pFEP analysis.
The interaction potential used to describe the interaction

between the particles of the system is the second-neighbors
tight binding potential, with the same parameters as those of ref
32. The equations of motion were integrated using Ermak’s
algorithm at 550 K with a viscosity of 5 ps/Å. In the case of the
pFEP analysis, the collective variable used was dCMAu−Co.
In the search for a direct relationship between FEP and

pFEP, 1D Langevin dynamics simulations were performed
using as potential energy the 2D free-energy profile obtained
from the WTMD-2D. 500 Langevin MD simulations were
launched starting at dCMAu−Co = 11 Å, using 150000
integration steps of 0.1 fs at 550 K, with a friction coefficient
of 500 ps−1.

3. RESULTS AND DISCUSSION
Similarly to the illustration in Figure 1, the systems were
initially separated by a distance close to 11.5 Å between the
centers of mass, ending with a separation close to 0 Å at the
final state.
A key aspect in the simulations to check the convergence of

the free-energy profiles is the behavior of the CVs involved in
the simulation. Early runs using WTMD with dCMAu−Co as
unique CV led to poorly converged results due to hysteretic
behavior (strongly indicative that an important CV was
missing). There is not a priori method for finding the correct
set of CVs, and in many cases it is necessary to proceed by trial
and error. In this context, a second CVs, RgCo, in eq 2 was
introduced. The monitoring of the two CVs shows a good
diffusive behavior over a long time in both directions of the
energy plane, dCMAu−Co and RgCo (Figure S1, Supporting
Information (SI)). The reason for using RgCo as a second CV is
based on the long-lived metastable state detected in ref 11. This
state has a configuration similar to the final core−shell
configuration, but it has a Co atom from the core exchanged
with an Au atom from the shell. Introducing the CVs in the
WTMD-2D scheme allows for the sampling of the expanded
structures of the system close to the final configuration,
favoring atom exchange and avoiding the trapping in the
metastable state. Figure 2 shows a snapshot of one of these
trapped states, where a Co atom of the core has been
exchanged with a Au atom from the shell. The resulting
structure defines a slightly distorted icosahedron.
Figure 3a shows the 2D free-energy profile of the coalescence

process between 0.0 and 13.9 Å in dCMAu−Co and 2.2 and 2.8 Å
in RgCo, as obtained from WTMD. From this figure it can be
seen that the minimum free-energy path for the coalescence
process presents a slight increase in the value of the RgCo CV
compared to the value registered for the separated nano-
particles (initial state). On the other hand, when approaching
the final state of the process (core−shell) the system seems to
decrease the value of the auxiliary variable to conform the heart
of the nanoparticle with the atoms of Co.
Figure 3b shows a zoom of the 2D free-energy profile in the

region confined by the repulsive walls between 0.0 and 2.0 Å in
dCMAu−Co and 2.2 and 2.8 Å in RgCo. While Figure 3a shows a
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monotonic growth of the energy with dCMAu−Co, Figure 3b
allows for the determination of a sharp minimum at dCMAu−Co
= 0.1 Å and RgCo = 2.38 Å. This minimum corresponds to the
final core−shell structure of the system, the most commonly
visited conformation. On the other hand, a slightly pronounced
free-energy minimum appears at dCMAu−Co = 0.6 Å and RgCo =
2.52 Å, which corresponds to trapped states already reported in
the literature.11 Shallow regions can also be noted at values
close to dCMAu−Co = 1.0 Å.
The present choice of the second collective variable was

allowed to prevent the hysteresis found in the dCMAu−Co
analysis, yielding properly converged results. In order to
compare these results with the pseudo-free-energy previously
obtained, we need to project the two-dimensional FEP
reconstructed via WTMD onto the one-dimensional space of
the dCMAu−Co CVs. Thus, we define the quantity
Fproy(dCMAu−Co) according to the following equation

∑=−
=

=

−F d P d i( CM ) ( CM , )
i

i

proy Au Co
Rg

Rg

Au Co

Comin

Comax

(9)

where P(dCMAu−Co, i) is the probability of observing a pair of
values (dCMAu−Co, RgCo) within the free-energy map. In eq 9,
the limits of the sum correspond to the values of RgCo where
the repulsive barriers have been set.
The result of the projection of the 2D free-energy profiles of

the process onto dCMAu−Co is shown in Figure 4. In this figure,
it can be observed that the one-dimensional profile presents a
single minimum at small dCMAu−Co distances (∼0.1 Å) and
different plateaus at about 0.6, 1.2, and 1.7 Å.
Under these conditions, a straightforward comparison

between the FEP and pFEP methodologies can be made. It is
remarkable that the pFEP present minima around 0.1, 0.6, 1.25,
and 1.75 Å (see Figure 5). That is, while the deep minimum
coincides for both methodologies, the arrests observed in
Figure 4 show a close cut correlation with the secondary
minima of the pFEP. In other words, the most visited
configurations are the same in both cases, though highlighted
in a different way. However, a limitation in the prediction of the
pFEP representation must be discussed as follows. Since
straightforward MD is not able to explore configurations far

from the global minimum, once the system has reached this
location the results may be strongly vitiated if the simulation is
pursued for a long time in this region. To show this fact more
clearly, we have analyzed different MD trajectories where the
criteria to finish the simulation were varied. On the one hand,
the MD trajectories were stopped when dCMAu−Co was smaller
than 0.1 Å. This is shown in the black curve of Figure 5 and
yields results similar to those of the literature, where the
simulation was stopped at dCMAu−Co < 3.10−2 Å, green curve.
On the other hand, the simulations were further pursued for a

Figure 2. Sample configuration of a “trapped state” for the Co−Au
system. The core is made of 12 Co atoms and 1 Au atom.

Figure 3. (a) Free-energy contour plot of the coalescence process in
the RgCo vs dCMAu−Co plane. The minimum free-energy path is shown.
(b) Like (a) but using repulsive walls RgCo = 2.2 and 2.8 Å and
dCMAu−Co = 0.0 and 2.0 Å. (c) Pseudo-free-energy contour plot
constructed from MD trajectories starting at dCMAu−Co ≈ 11.5 Å and
RgCo ≈ 2.3 Å. This data corresponds to those shown in the black curve
of Figure 5.
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total simulation time of 1250 ns, with the results shown in the
red curve of Figure 5. In the latter case, it is evident that the
permanence of the system in regions where dCMAu−Co is close
to zero results in a deepening of the pFEP in this region, so
encumbering any conclusions on the relative stability of the
different structures.
The previous results show that some criteria for finishing the

MD simulation must be used within the pFEP to prevent
overemphasizing the final core−shell configuration. Thus, a
general conclusion is that the pFEP yields information on the
occurrence of the different structures which are relevant on the
way to the formation of the core−shell structure, but their
relative stability requires a deeper thermodynamic analysis as
the present one.
As mentioned above, the convergence of FEP profiles within

the WTMD depends strongly on the choice of the set of
collective variables under which we can find converged results.
For this reason, it is very important to choose from these CVs.
In this sense, there are many methodologies that allow the

acceleration in the spaces of the CVs. One of them is
temperature-accelerated molecular dynamics (TAMD),41 where
the sampling is made over a large number of CVs.42−45

However, the direct appreciation of a free-energy profile within
a sampling performed in a 69-dimensional space is beyond
human capabilities.42 Therefore, there is a compromise between
using a large set of CVs that properly describes the system and
the difficulty of finding a minimum set of CVs which sheds light
onto the process taking place, where all the slow modes of the
system must be taken into account. If one of these modes is not
included in the definition of the set, then hidden barriers in the
space of the CVs can appear, greatly affecting the sampling
efficiency.46−48 In this context, the methodologies used to
obtain FEP and pFEP are complementary. The pFEP allowed
the detection of trapped states and was able to characterize
them regardless of whether the CV used is a good collective
variable for the WTMD. In this sense, the pFEPs were found
useful to solve the problem of hysteresis in the WTMD, since
they allowed the definition of a collective variable that helped to
leave trapped states.
It is also worth mentioning that according to the WTMD-2D

no barriers exist for the formation of the core−shell but rather
regions where the process is slowed down. Figure 3c shows the
pFEP calculated from the MD trajectories, which may be
compared with the free-energy profiles of Figure 3b. The
minima observed in the one-dimensional plot of Figure 5
become evident, although it can be seen that they are
distributed along the RgCo axis. These minima are denoted by
the more obscure regions in the figure, representing the more
often visited coordinates. According to these results, the mostly
visited coordinates correspond to the region defined by the
segments [2.4, 2.6] Å in RgCo and [0.4, 0.7] Å in dCMCo−Au.
This straightforward comparison between the pFEP (Figure 3c)
and the FEP (Figure 3b) allows us to draw two important
conclusions. First, both landscapes present a minimum
corresponding to the core−shell at the same point
(RgCo,dCMCo−Au). Second, in those regions where the pFEP
presents other minima, WTMD-2D presents plateaus, revealing
the most relevant structures occurring on the way to the
formation of the core−shell structure. The formation of the
core−shell structures does not follow a straight trajectory along
the dCMCo−Au but describes a bow involving an increase in the
RgCo coordinate.
In order to further explore the connection between the pFEP

and the FEP, the motion of a 1D particle was simulated using
the projection of the FEP onto the dCMCo−Au as the potential
energy. Using Langevin dynamics the pFEP was constructed for
this 1D particle, and it is shown by the black line of Figure 6.
Noteworthily, the obtained pFEP presents a structure of
maxima and minima that reflects the same behavior of the
original pFEP constructed for the coalescence system (red
curve in Figure 6). The emergence of this maxima and minima
from the 1D Langevin dynamics, which is run on a potential
energy profile where maxima and minima are absent, indicates
that these extrema in the pFEP are a consequence of the arrest
(plateaus) in the FEP.
Finally, it is pertinent to mention that there is a great deal of

literature on NP coalescence studied by ordinary molecular
dynamics49−53 and specifically on binary NPs.40,54−56 In many
of them, emphasis is given to metastable configurations, defect
occurrence, influence of relative orientation, temperature,
materials, size, etc. While kinetic issues cannot be strictly
addressed with the present methodology, the occurrence of

Figure 4. Free-energy as a function of dCMAu−Co, obtained according
to eq 9. The inset shows a magnification in the region between 0 and 2
Å.

Figure 5. Pseudo-free-energy profiles as a function of dCMAu−Co, using
different criteria to end the simulations, as discussed in the text. The
black and green curves correspond to simulations stopped when
dCMAu−Co < 0.1 Å and dCMAu−Co < 3.10−2 Å, respectively. The red
curve corresponds to a simulation performed for a total simulation
time of 1250.0 ns (uniform), setting no restriction on dCMAu−Co.
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metastable states could be recognized by inspection of free-
energy landscapes, like those shown in Figure 3a and b. On the
other hand, 1-D free-energy profiles may be further useful to
recognize if the occurrence of situations where the system stays
for a relative long time is due to a metastable state (i.e. a local
minimum in the configuration space) or if we are dealing with
situations where the coalescence process is just slowed down
(inflection points).

4. CONCLUSION
We have analyzed the coalescence process of two nanoparticles
by a well-tempered metadynamics procedure. This method-
ology has been shown to be very useful in understanding the
present phenomenon, in terms of two collective variables.
While one of them, the distance between the center of mass of
the coalescing particles, was relatively straightforward to infer,
the other one, the gyration radius, was less obvious. The free-
energy contour plots clearly show that the coalescence process
involves the deformation of the core material, which is manifest
in the residence of the system in regions with a larger gyration
radius.
Results from molecular dynamics for the same system were

helpful to arrive to the definition of the second collective
variable. However, where the free-energy landscape exhibits
subtle plateaus, pseudo-free-energy profiles obtained from
molecular dynamics suggested significant trapped (metastable)
states. The apparent contradiction between both (MD and
WTMD) results was elucidated by the Langevin dynamics of a
1D particle over the free-energy surface, inviting increased
attention to some free-energy features that might be often
overlooked.
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