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ABSTRACT: The relative stability of nine different well defined
CeO, surfaces has been studied by periodic density functional
calculations using GGA+ U and B3LYP exchange-correlation
functional. Both methods consistently predict that CeO,(111) is
the most stable surface and also provide a consistent picture of the
most stable surfaces which indeed are in agreement with previous
studies based on empirical interatomic potentials. The facility of
ceria surfaces to undergo a redox process has been investigated by
forcing spin-polarized solutions, which lead to the occupancy of Ce
4f orbitals. These calculations provide evidence that surfaces with
low-coordinated Ce cations are likely to be reduced more easily
than regular low-index Miller surfaces.
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B INTRODUCTION

The excellent performance of cerium oxide (or ceria) as an
oxygen buffer has its origin in its distinctive combination of
elevated oxygen transport capacity, redox ability to inter-
change rather easily Ce®" and Ce*" oxidation states, and
compatibility with noble metals. These properties known
since more than two decades ago"” provide the basis of the
so-called three-way catalysts (TWC), which requires an effi-
cient oxygen buffer to convert toxic gases such as NO, CO, and
hydrocarbons into harmless CO, and N,. Ceria also exhibits
the ability to regulate the oxygen partial pressure at several
temperatures,"”>* which coupled to the properties commen-
ted above have generated intense interest for other hetero-
geneous catalytic reactions, including several key applications
in solid oxide fuel cells.”® Because of its behavior as a good
ionic conductor,”® and at the same time as a good catalyst
support for metal nanoparticles,” cerium oxide can be used
both as an electrolyte and as an anode support. Interestingly,
the catalytic properties of ceria become new and unique upon
decreasing the size of ceria crystallites to the nanoscale. For
example, Au clusters supported on ceria nanoparticles of ~3—
4 nm diameter exhibit an increase of 2 orders of magnitude in
the CO oxidation rate with respect to the same reaction
occurring when Au nanoparticles are supported on extended
ceria surface."® A supply of reactive oxygen from the ceria
nanoparticles has also been detected."'
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The important technological applications of ceria have trig-
gered a rather large number of studies addressing several asg)ects
of both ceria bulk and surfaces both from theoretical > >* and
experimental® >® points of view. From the point of view of
theory, it is important to remark that, as in the case of several
transition-metal oxides such as NiO, the electronic structure of
reduced ceria exhibits strong electron correlation effects, which
are poorly described by the conventional local density approach
(LDA) and generalized gradient approach (GGA) to the ex-
change correlation potential which is a necessary ingredient of
density functional theory (DFT). Both LDA and GGA average
the exchange correlation of the electronic interaction and do not
correct for the unphysical self-interaction of the electrons arising
from the classical Coulombic repulsion interelectronic potential.
In the case of Ce,O5, or other reduced ceria CeO,_, samples, the
strongly localized Ce-4f band is partially occupied and hence the
corresponding electronic structure is poorly described by LDA
and GGA. To overcome the difficulties of LDA and GGA, it is
necessary to make use of more sophisticated forms for the
exchange correlation potential. A first approach consists in
introducing a Hubbard like U term, which penalizes the situa-
tions where two electrons occupy a 4f orbital on a given Ce ion.
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A second, in principle more accurate, approach consists in
making use of hybrid functional including a part of nonlocal
Fock exchange. The former approach introduces a direct correc-
tion to the 4f band (or 3d in the case of transition-metal oxides),
whereas the latter modifies the whole electronic density. Never-
theless, both introduce some degree of empiricism because in
one case a U value is needed, which is usually not provided by
theory and, in the second one, a decision has to be made
regarding the percent of Fock exchange added to the exchange
potential.

The difficulties above-mentioned to describe the electronic
structure of ceria also affect the description of ceria surfaces and
their relative stability. In a pioneering article, Conesa'® investi-
gated the relative stability of several CeO, low Miller index
surfaces of ceria based on the use of interatomic potentials (IP)
and found that the relative order of stabilities was (111) > (110) >
(211) > (100)/(210) > (310). Periodic Hartree—Fock calcula-
tions'” also predict that the (111) surface is more stable than
the (110) one. However, DFT calculations'®"’ performed on
the (111), (110), and (100) surfaces using the GGA potential
showed the same relative stabilities found by using the IP
approximation: (111) > (110) > (100). The higher stability of
the (111) surface was confirmed in X-ray photoemission spec-
troscopy (XPS) in combination with low-energy electron-dif-
fraction (LEED) experiments.'* Later on, Jiang et al.”* reported a
more systematic investigation including a larger number of well
defined ceria surfaces. These authors reported perhaps the first
LDA + U study of ceria surfaces. They used an U=7 eV and ] =
0.7 eV and have shown, not unexpectedly, that the LDA + U
calculated surface energy of the stoichiometric CeO,(111) sur-
face is very close to that predicted by LDA. Rather recently,
Fronzi et al.** reported GGA calculations for the low-index
surfaces of CeQO, for various terminations and surface defects.
They found that the most stable surfaces for decreasing values of
the chemical potential (i.e., for increasingly oxygen-lean con-
ditions) are the stoichiometric CeO,(111) surface, the CeO,-
(111) surface with subsurface oxygen vacancies, and the
Ce0,(111)/Ce terminated surface.

From the above discussion, it is clear that whereas some
advances have been made regarding our understanding of ceria
surfaces, there is still a need for systematic study regarding the
stability of low index and stepped ceria surfaces and, in particular,
to compare result arising from GGA + U and hybrid functionals.
This is an essential issue because describing the electronic
structure of ceria, bulk, and surface is far from being a simple
issue®! although there is increasing evidence that GGA + U and
hybrid approaches provide a similar picture, even for reduced
ceria*' and reduced ceria surfaces.*” Nevertheless, there are still
open questions regarding the choice of the best hybrid
functional.”® Furthermore, it is also imperative to establish
whether different DFT methods coincide in the prediction of
the relative stability of ceria surfaces. Finally, the description of
ceria stepped is particularly important because they contain low-
coordinate sites, which will exhibit a different reactivity as is the
case for oxygen vacancy formation on ceria nanoparticles.****
The precise knowledge of the stability of the stepped surfaces
also provides a proper reference limit for ceria nanoparticles
where size has been shown to play a role.*** In the following, we
present a detailed systematic study of a rather large number of
CeO, faces as predicted from hybrid DFT, using the broadly em-
ployed B3LYP exchange and correlation potential, and from DFT
with the on-site Hubbard correction (LDA + U and GGA + U).

We will show that these approaches provide a rather coincident
picture of the stability of ceria surfaces and, more importantly, of
their redox capability.

Bl COMPUTATIONAL DETAILS

The electronic and geometrical structures for the hybrid
density functional calculations with the B3LYP functional***”
have been obtained using parallel and massive parallel versions of
the CRYSTALO6 program*® whereas the geometrical analysis of
the surfaces has been performed using a modified version of the
CRYSTAL98 program.* Calculated values have always been
checked for convergence against numerical control parameters.
The maximum point symmetry has been employed for the slab
models. The effect of the Ce core electrons on the valence
electronic structure has been taken into account through a
relativistic small core effective core potential®® and a valence
basis set was optimized starting from the segmented Gaussian
Type Orbital (GTO) basis set reported by Cao and Dolg.>' The
basis set for f orbitals has been optimized on Ce,O3 bulk model
and then adopted in all calculations of CeO, bulk and surfaces.
The oxygen basis set was taken from Towler et al.>*

However, periodic density functional calculations within
the LDA + U and GGA + U potentials®~>* have been carried
out employing the Vienna Ab-initio Simulation Package
(VASP).>57%% In this case, the effect of the core electrons is
taken into account by means of the projector augmented wave
(PAW) method™ and the valence electron density expanded in a
plane wave basis. The U values for LDA + Uand GGA + U were
taken from a previous work about bulk CeO, and Ce203,60
namely, Ug= 5 eV for LDA + Uand U.g= 3 eV for GGA + U.
The VWN66 and PW91 exchange-correlation forms of the LDA
and GGA potentials have been chosen®"®* together with the
formalism of Dudarev et al.”* for the introduction of the U term.
Note that the GGA + U method leads to acceptable agreement
with experiment at lower U,genergies than those necessary in the
LDA + U method® because of the more accurate treatment of
correlation effects within the GGA potential. However, the CeO,
structural properties, such as lattice constants and bulk modulus
are somewhat better represented by the LDA + U method.®’
Therefore, geometry optimization has been performed through-
out within the LDA + U scheme, whereas energies and magnetic
moments have been calculated by a GGA(PW91) + U approach.
Extensive test calculations have shown that a cutoff of 415 eV for
the kinetic energy of the plane waves in the basis set allowed a
convergence up to 10 * eV in the total energy. The numerical
integrations in the corresponding 2D Brillouin zone were
performed on a grid of 4 X 4 x 1 Monkhorst—Pack special
k-points.** The Methfessel —Paxton smearing of width ¢ = 0.05
eV was applied and the reported total energies were then extra-
polated to & — 0 €V.% All of the calculations were performed at
the spin-polarized and nonpolarized level. The total energy
threshold defining self-consistency of the electron density
was set to 10 * eV and the convergence criterion for structu-
ral o3ptimization was set to be a total energy difference less than
10" ° eV for consecutive geometries.

B SURFACE MODELS

LDA + U, GGA + U, and B3LYP periodic density functional
calculations as described in the previous section have been
carried out for a series of slab models that represent nine different
CeO, surfaces. In all cases, the surface was represented by a
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periodic slab model although it is important to remark that
B3LYP calculations use a real 2D slab model, whereas the
LDA + U and GGA + U calculations are carried out by means
of the repeated slab model, which is unavoidable when using a
delocalized, periodic, basis set. In this case, a sufficiently wide
vacuum width between the repeated slabs is necessary to avoid
spurious interaction between the repeated slabs. Test calcula-
tions show that a width of 12 A provides converged values.
Hence, slab models containing up to 27 atomic layers were
selected with a vacuum width of ~12 A between the interleaved
slabs. The same models but without the vacuum width were
employed in the B3LYP calculations.

Slab models representing the (100), (110), (111), (210),
(211), (221), (311), (331), and (531) perfect surfaces were built
from the CeO, bulk cubic (Fm3m) CaF, structure. All surfaces
are oxygen terminated. Note that within this crystal structure it is
not possible to define any cation terminated slab model without
breaking stoichiometry. The geometrical structures were always
fully optimized using hybrid B3LYP, LDA + U (U = § eV;
hereafter referred to as LS), and GGA + U (U = S eV, hereafter
referred to as GS) with the optimized lattice parameter values:
ay = 5.45, 5.40, and 5.47 A, respectively, which compare
relatively well with the experimental value of gy = ~5.41 A
(5.406(1) A% or 5.411(1) A%”). Calculations carried out at the
LS geometry but with the G3 functional are indicated as G3//
L5 as in previous work.®*® This latter strategy attempts at
using the LS geometry, which is closer to experiment while
computing the energy from an, in principle, better (G3)
functional.

B RESULTS AND DISCUSSION

The optimized structures of the nine CeO, studied faces are
schematically shown in Figure 1. The analysis of the geometrical
structures reveal that, for the faces with lower Miller indexes,
namely (100), (110), and (111) there are practically no appreci-
able changes in the interatomic distances. However, this is not
the case for the faces with larger Miller indexes. In the case of L5
calculations, these changes are ~=40.2 A for the Ce—Ce and
Ce—O distances with respect to the bulk distances of 3.82 and
2.34 A, respectively.

Surface energies calculated with the different approaches are
summarized in Table 1; this includes the results obtained from
the B3LYP, LS, and G3 methods as well as results obtained from
the mixed G3//LS approach. Table 1 shows that all methods
consistently predict the (111) face as the most stable termination
of CeO,, in accord with previous results from interatomic
potentials'® or from GGA + U density functional calculations.*
Moreover, the four more stable surfaces predicted by all ap-
proaches are the same except for an interchange between the
second and third most stable ones where B3LYP prefers (331)
and GGA + U prefers (221). Nevertheless, the difference in
surface energy between these two faces is very small (less than
0.2 eV) and probably within the limits of accuracy of the present
density functional approaches. Note also that the differences in
geometrical structure between (331) and (221) surfaces are also
very small (Figure 1). However, the order (111) > (110) > (211) >
(210) > (100) obtained by our LDA + U and GGA + U calcu-
lations is in accord with the results of Conesa'® and also agrees
with those of Jiang et al.** This is clearly seen from Table 2
reporting the order of stability predicted by present and previous
studies. Note, however, that previous studies did not consider the

Figure 1. Sketches (side view) of the optimized CeO, surface slab
models corresponding to the nine studied faces (Color online: small
gray spheres and large red spheres correspond to Ce cations and O
anions, respectively).

Table 1. Calculated Interplane Distances (dyq in Angstroms)
and Surface Energy Values (Eg,¢in J m >) for the Nine
Different Faces of CeO, Studied in the Present Work; the
Values are Listed According to the Order of Stability Pre-
dicted by the B3LYP Periodic Calculations and the Values in
Parenthesis Provide the Order of Stability for a Given
Method

Equt

surface dna B3LYP® Ls’ G3//LS Gs?

(111) 3.15 1.83 (1) 2.14 (1) 1.33 (1) 1.49 (1)
(331) 1.25 2.14 (2) 2.68 (3) 1.88 (3) 1.97 (3)
(221) 0.91 2.26 (3) 2.50 (2) 1.68 (2) 1.80 (2)
(110) 1.93 2.40 (4) 2.96 (4) 2.18 (4) 225 (4)
(100) 2.73 2.72 (5) 4.16 (9) 2.99 (8) 3.09 (8)
(210) 1.22 2.77 (6) 3.56 (7) 2.64 (7) 2.67 (7)
(211) 1.11 295 (7) 3.36 (S) 2.52 (6) 2.53 (5)
(531) 0.92 2.98 (8) 3.39 (6) 2.50 (S) 2.54 (6)
(311) 1.64 3.31(9) 4.07 (8) 321(9) 3.19 (9)

“ Calculations carried out using the B3LYP optimized a, value of 5.45 A.
¥ Calculations carried out using the L3 optimized ao value of 5.40 A.
“ Single-point calculations at the LS optimized geometry. 4 Calculations
carried out using the GS optimized a, value of 5.47 A.

(331) and (221) faces which are very stable surfaces and likely to
be present on ceria nanoparticles. In addition to the results
presented by Conesa'® and by Jiang et al.,** the present study
found that, according to the LDA + U and GGA + U methods,
the (100) face is one of the least stable surfaces. Nevertheless, our
B3LYP results found this face more stable than (211) and (210).
Moreover, we can observe that, not surprisingly, the values of the
surface energy obtained using G3//LS and GS are in close
agreement with results reported by Jiang et al.>*
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Table 2. Order of Stability of the Difference Surfaces of CeO, as Predicted by Present and Previous Studies

GS*
G3//Ls*
“ Interatomic potentials, ref 16.  Ref 22.  This work.

(111) > (110) > (211) > (210) ~ (100)
(111) > (110) > (210) > (211) > (100)
(111) > (331) > (221) > (110) > (100) > (210) > (211) > (531) > (311)
(111) > (221) > (331) > (110) > (211) > (531) > (210) > (311) > (100)
(111) > (221) > (331) > (110) > (211) > (531) > (210) > (100) > (311)
(111) > (221) > (331) > (110) > (531) > (211) > (210) > (100) > (311)

5 -
(100) @311

4 A
« 31 ~B3LYP
3 = L5
woo - G3/IL5

G5
1 a1
0 . .

Figure 2. Evolution of surface formation energy, Eq,; with respect to
the surface Miller indexes.

Table 3. Relative Stability of Open-Shell Triplet State Versus
Closed-Shell Ground State (A in eV) and Population of the 4f
Orbital of the Surface Ce Cations (N¢) on the Spin-Polarized
Solutions as Predicted from B3LYP and LS Calculations”

B3LYP LS

surface A N¢ A N¢

(111) 1.56 0.35 1.24 0.28
(331) 1.29 0.50 0.88 0.56
(221) 131 0.49 0.89 0.56
(110) 127 0.50 0.81 0.57
(100) 1.50 0.27" 125 0.55
(210) 1.38 0.52 1.01 0.54
(211) 121 053 0.96 0.54"
(531) 1.10 0.51° 1.02 0.52"
(311) 1.19 0.51° 0.99 0.55

“Note that A correspond to the energy difference between spin-
polarized and spin-unpolarized energies divided by 2 to take the
presence of 2 surfaces into account and that the order in the table
follows the stability order found with hybrid calculations. * Spin not
localized on the most external Ce atom.

To provide a clue concerning the predicted surface stability
order, the surface energy values following increasing order for
Miller indexes on the abscissa are drawn in Figure 2. As it can be
observed, the E ¢ values are little affected by the choice of the U
parameter, in agreement with the results of Jiang et al.*> More-
over, the same curve is found for results arising from either
LDA + U or GGA + U calculations and the curve corresponding
to hybrid B3LYP calculations follows the same trend. The only
discrepancy again is the position of E,¢ value of (100) face,
which is considerably more stable for hybrid calculations than
for the LDA + U or GGA + U ones. However, the surface
energy values obtained with hybrid calculations are placed
between LDA + U and GGA + U, the latter being larger and

Table 4. Mulliken Atomic Net Charges for Bulk Structures
and Slab Models as Predicted from Periodic B3LYP Calcula-
tions for the Closed-Shell (Singlet) and Spin-Polarized Solu-
tions (SP) with Two Unpaired Electrons Per Unit Cell

Bulk O Bulk Ce Surf O Surf Ce
CeO, singlet —143 2.85
Ce,04 SP —172,—1.77 261
(111) singlet —143 2.87 —1.36 2.81
SP —1.43 2.87 —1.32 2.75
(331) singlet —1.43 2.86 —1.36 2.72
SP —143 2.86 —1.32 2.63
(221)  singlet —1.44 2.86 —135 272
SP —143 2.84 —1.33 2.63
(110)  singlet —1.44 2.87 -132 271
SP —1.44 2.87 —1.27 2.62
(100)  singlet —142 2.86 -122 2.69
SP —1.42 2.86 —1.1§ 2.64
(210) singlet —1.40 2.85 —1.20 2.59
SP —1.40 2.85 —1.12 2.51
(211) singlet —1.44 2.85 —1.39 2.52
SP —1.43 2.85 —1.37 2.50
(531) singlet —1.45 2.83 —1.16 2.59
SP —1.4S 2.83 —1.09 2.58
(311)  singlet —1.44 2.87 -1.13 2.53
SP —1.44 2.87 —1.08 2.53

the former smaller than hybrid B3LYP values, which pro-
vides reasonable errors bars for the calculated surface energy
values.

To further analyze the effect of surface termination on the
electronic structure of the resulting systems, calculations have
been carried out for a spin-polarized solution with two unpaired
electrons per unit cell. The ground state corresponds always to
the closed-shell (spin unpolarized) solution but the energy
difference between these two states provides information about
the relative facility to reduce surface Ce*" cations to the Ce®"
oxidation state. The idea behind the spin-polarized calculations is
to artificially force the occupancy of the Ce 4f orbitals and, hence,
to obtain an estimate of the energy cost necessary for such a
redox process and thus provide information about the reduci-
bility of the different CeO, surfaces studied in the present work.
The total energy differences between spin-polarized (triplet like)
and closed-shell (singlet) states and the 4f populations on a
surface Ce atom corresponding to the spin-polarized solution are
displayed in Table 3. For the (111) and (100) faces, singlet states
are 1.25 eV (LDA + U) and 1.56 eV (B3LYP) more stable than
triplet states. In these cases, there are not Ce>" surface ions.
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Table 5. Mulliken Atomic Spin Densities for Bulk Structures
and Slab Models as Predicted from Periodic B3LYP Calcula-
tions for the Spin-Polarized Solutions (SP) with Two
Unpaired Electrons Per Unit Cell”

bulk O bulk Ce surf O surf Ce 4f pop.

Ce,05 1

(111) 0.01 0.02 0.22 0.34 0.35
(331) 0 0 0.18 0.50 0.50
(221) 0.05 0.02 0.14 0.49 0.49
(110) 0 0 023 0.50 0.50
(100) 0.01 0.08 027 027 027
(210) 0 0 031 0.54 0.52
(211) 0.02 0 0.36 0.52 0.53
(531) 0.02 0 0.24 0.52 0.51
(311) 0.01 0 0.15 0.51 0.51

“Note that the spin density is mostly localized on external Ce atoms,
with totally 4f character although neighboring O atoms bear a noticeably
spin density.

However, this energy difference decreases up to 0.81 eV (LDA + U)
and 1.10 eV (B3LYP) for the faces with low-coordinated sur-
face sites (Table 3) in agreement with previous studies suggest-
ing that low-coordinated sites on stepped ceria surfaces are more
easily reduced than the regular sites.” It is also important to
notice that, once again, one can observe a good agreement
between LDA + U and B3LYP results. Finally, Tables 4 and 5
report atomic net charges and atomic spin densities from a
Mulliken population analysis carried out for the B3LYP spin-
polarized solutions. To have a better comparison the population
analysis was calculated for the bulk and for the different surface
models. These results show that bulk values are well reproduced
for the atoms at the center of the slab models. In fact, the inner
inside Ce and O atoms of the slabs have the same atomic charges
as the ones in CeO, bulk. The values on Tables 4 and S also show
that the surface is less ionic than the bulk, as usual and that the
atomic net charges of surface Ce atoms are very close to those on
Ce, O3 bulk with the exception of (111) surface. Note also that
for (111), (221), (331), (210), (110) spin is localized on most
external (surface) Ce atom whereas for (100), (531), (311),
(211) spin is localized on subsurface Ce atom depending on the
approach used. It is also important to point out that, even if most
of the spin density is localized in the reduced Ce atoms, there is
also a considerable spin density in the neighboring O atoms.
However, this is likely to be an artifact from the Mulliken
population analysis and from the fact that Ce®* has a larger size,
which makes that its electron density is closer to the O anions
and partly described by the GTO basis functions centered in
those atoms.

Bl CONCLUSIONS

Periodic density functional calculations within two different
approaches which go beyond the standard LDA and GGA
exchange-correlation functionals have been carried out to study
the relative stability of nine different well defined CeO, surfaces.
All methods consistently predict that CeO,(111) is the most
stable surface. In addition, for the most stable surfaces the different
methods provide also a consistent picture with small variations in
the prediction of the second and third most stable surface
although mainly due to the small difference in the calculated

surface energies. Moreover, the order of stability predicted by
these state of the art density functionals is in agreement with
predictions from simple interatomic potentials evidencing the
usefulness of this approach to investigate the atomic structure of
extended ceria surfaces but also of ceria nanoparticles. This is a
strategy that is currently being used to provide reasonable
structures of ceria nanoparticles, at least as a starting point for
density functional calculations.”®”"

The capability of different ceria surfaces to undergo a redox
process has been investigated by forcing spin-polarized solutions,
which lead to the occupancy of Ce 4f orbitals. Even if these
calculations predict that the ground state is always of closed-shell
type, they provide evidence that surfaces with low-coordinated
Ce cations are likely to be reduced more easily than regular low-
index Miller surfaces, a conclusion that is also in agreement with
previous findings using different models of stepped ceria surfaces.

Finally, the overall very good agreement between results from
LDA + U or GGA + U approaches and the hybrid B3LYP
functional is remarkable and, in line with recent studies,*' ~*
strongly suggesting that the former, less computationally de-
manding when used within a plane wave basis set, approaches
provide a valid description of ceria surfaces and, probably, of
chemisorptions or reactivity thereon.
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