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In a previous work, phase-space data files (phsp) provided by the International Atomic Energy Agency
(IAEA) were used to develop a hybrid virtual source model (VSM) for clinical photon beams. Very good
agreement with dosimetric measurements performed on linear accelerators was obtained for field sizes
up to 15 � 15 cm2. In the present work we extend the VSM to larger field sizes, for which phsp are not
available. We incorporate a virtual flattening filter to our model, which can be determined from dose
measurements for larger fields. In this way a fully functional VSM can be built, from publicly available
IAEA’s phsps and standard dose measurements, for fields of any size and tailored to a particular linac.

� 2016 Associazione Italiana di Fisica Medica. Published by Elsevier Ltd. All rights reserved.
1. Introduction

General Monte Carlo (MC) methods have been used for a long
time as a standard research tool for the simulation of ionizing radi-
ation transport through material systems that exhibit complex
geometry and/or composition. Such methods are well suited for
dosimetry calculation in medical physics [1–3].

In a previous publication [4], we have shown how to build a
VSM for linac simulation starting from phsp files provided by the
IAEA, to which we refer the reader for a detailed description. Very
good agreement was found with measured cross profiles and PDDs
for field sizes up to 15 � 15 cm2.

When larger field sizes are considered, VSM performance wors-
ens as decreasing spatial homogeneity in the corresponding phsp
file is not taken properly into account in the VSM, which essentially
uses the phsp spatially averaged energy distribution. Besides,
IAEA’s present database does not include phsp files for field sizes
larger than 20 � 20 cm2 [5]. This is probably due to the fact that
validation requirements for phsp files are, generally, more difficult
to achieve for larger fields.

In this work we show how an extension of the VSM can be built,
in order to include large field sizes, adding a virtual flattening filter
(VFF), determined with the help of standard dose measurements.
2. Materials and methods

2.1. Experimental setup

The experimental results were obtained using the Varian
Clinac iX accelerator from the International Medical Centre in
Banja Luka, Bosnia and Herzegovina. PDDs were measured for open
fields of different sizes. We used a remotely controlled water
phantom MULTIDATA (Universal 3D water phantom 9850
48 � 48 � 41.5 cm3) and a small volume ionization chamber
(All-purpose Multidata 9732-2 thimble ion chamber 0.125 cm3)
with holders included in the RTD water phantom systems [6].
Experimental data for 20 � 20 cm2, 30 � 30 cm2 and 40 � 40 cm2

fields are used in this work.
2.2. Virtual source from IAEA’s phsp

All calculations were performed using the PENELOPE MC code
[7]. We used a cut-off energy of 1 � 105 eV for electrons and
1 � 104 eV for photons. No variance reduction technique was used
and scoring volume was 0.027 cm3. Number of histories was cho-
sen so that MC statistical uncertainty was kept below 2%.

As in our previous model, a box shaped primary source with
effective dimensions of 0.3 � 0.3 � 0.05 cm3 was considered.
Energy spectrum was defined as a superposition of three monoen-
ergetic sources with energies of 1 MeV, 3 MeV and 5 MeV and
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Fig. 1. Scheme of the flattening filter added to the virtual source model.

Fig. 2. Di/D0 in log10 scale vs flattening filter height and fitting curve.
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probabilities of 76.36%, 19.36% and 4.28%, respectively, obtained
from a IAEA’s phsp for a 20 � 20 cm2 field, which is the largest
available for this accelerator model.

When field sizes larger than 20 � 20 cm2 are considered, pho-
ton spectral distribution changes as we move out of the beam axis
towards the edges of the phase space scoring plane. In our case,
photon mean energy extracted from the IAEA’s phsp for the
20 � 20 cm2 field decreases 6% from field centre to corner, while
energy variance decreases 2% and skewness decreases 10% [4]. This
reflects the well-known fact that the accelerator flattening filter
hardens as well as depletes the photon beam at the centre of the
field. In order to maintain a good agreement as the field size
increases, the effect of the flattening filter must be better taken
into account in our model. However, the inclusion of a proper or
‘‘physical” flattening filter in the VSM would not be correct if we
still want to base it on IAEA’s phsps. These files contain particle dis-
tribution for beams that have already passed through the FF of the
accelerator [8]. Should the accelerator FF material and geometry be
known, its effects on the photon beam could in principle be dis-
counted. Here we pursue a different (and simpler) approach
instead. Photon fluence passing through the thinnest part of the
FF is less affected. So, we propose to extract the photon energy dis-
tribution from the spatial periphery of the phsp corresponding to
the largest available field, i.e., 20 � 20 cm2.

We used this energy distribution to build the primary virtual
source. We then added a virtual flattening filter (VFF) to take again
into account the full FF effect on the beam. This VFF has to be
determined from simple dose measurements corresponding to
the considered field size [9–12]. In our case we chose to use a sim-
ple copper-made VFF modelled with a circular cone of 1.1 cm
radius and a variable height (which will be the fitting parameter),
on top of a circular cylinder of 1.5 cm radius and 0.125 cm thick-
ness (Fig. 1). The VFF base was placed at 12.5 cm from the primary
virtual source [13].

To determine the cone height, we used the ratio between max-
imum dose (D0) and central axis dose (Di) calculated at maximum
dose depth (in our case, 1.6 cm), as a function of the VFF height. We
then used Di/D0 frommeasured cross profiles to determine the best
VFF height.

Once we have redefined the VSM with the addition of the VFF,
we performed simulations of 20 � 20 cm2, 30 � 30 cm2 and
40 � 40 cm2 photon fields, and compared them with dose mea-
surements in photon fields of the same field size.
3. Results and discussion

Calculated ratio Di/D0 as a function of VFF height is shown in
Fig. 2. For a VFF free field, maximum dose is at the central axis,
so Di/D0 = 1. Di/D0 was fitted with a simple exponential function
Di
D0

¼ e�0:0378 mm�1 h, with h expressed in millimetres.

In Fig. 3 we show the PDD for a 20 � 20 cm2 field and 6 MV cor-
responding to a Varian Clinac iX accelerator and the present VFF
tailored to the same machine. The VFF cone height obtained from
the curve in Fig. 2 and the measured Di/D0 is in this case
0.81 mm, with a difference of about 3% between the maximum
and minimum dose value in the low gradient region for the
measured cross profile. MC statistical uncertainty was in this case
about 1.25%. We found that c3%/3mm for the entire range is less
than 1.

In Fig. 4, normalized cross profiles for the same field, at 1.6 cm
and 10 cm depth for experimental and VSM calculations are
shown. Good agreement is found, with 95% of the points having
a c3%/3mm < 1 at 1.6 cm depth, while 100% have a c3%/3mm < 1 at
10 cm depth [14,15].

Comparing the results of our VSM using VFF with that obtained
in our previous publication (without VFF), we see that, in the high
dose region, 100% of the points now verify the c3%/3mm < 1 criterion,
whereas in the previous model, 5% of the points did not complied
with it [4].

Using the same photon spectrum obtained for the 20 � 20 cm2

field, we changed the aperture of the diaphragm in order to simu-
late a 30 � 30 cm2 and 40 � 40 cm2 fields.

For the 30 � 30 cm2 field size, the uncertainty reached in the
simulation was approximately 1.2%. The VFF was the same as in



Fig. 4. Cross profiles comparison between the VSM and experimental for a depth of
1.6 cm and 10 cm. Field size: 20 � 20 cm2.

Fig. 5. Idem Fig. 3 for a 40 � 40 cm2 field size, VSM calculations vs. experimental
data.

Fig. 6. Cross profiles comparison between the VSM and experimental for a depth of
1.6 cm. Field size: 40 � 40 cm2.

Fig. 3. Comparison between VSM and experimental PDDs for a Varian Clinac iX
accelerator, 20 � 20 cm2 field.
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the 20 � 20 cm2 field. In this case, comparison shows 95% of the
points have a c3%/3mm < 1 in the cross profile at 1.6 cm depth, while
97% have a c3%/3mm < 1 at 10 cm depth.

For the sake of brevity, in Figs. 5 and 6, PDDs and cross profiles
corresponding to the largest field considered (i.e., 40 � 40 cm2) are
shown. In this case, MC calculation achieved an uncertainty of
about 2%. At 1.6 cm depth, the difference between the measured
dose at the centre of the cross profile and maximum dose was
6%. The corresponding VFF height for the MC simulations was set
in 1.64 mm.We found that 94% of the points have c3%/3mm < 1, with
100% of the points in the high dose region reaching c3%/3mm < 1.

We found that VSM and experimental results are in very good
agreement in the high dose region with 100% of points verifying
the c3%/3mm < 1 criterion. We also calculated output factors (OF)
for all three simulated fields, and compared them to experimental
ones. In all cases differences are within 3%.

Largest discrepancies between VSM and experimental results
are observed in the region of high dose gradient and close to the
phantom surface. Several factors may contribute to this, including
the fact that electronic contamination is not fully taken into
account in our virtual source model, even when ‘‘physical” struc-
tures such as diaphragms and VFF are added [16–18]. However,
we note that the agreement in the penumbra region rapidly
improves as depth increases, quickly reaching c3%/3mm < 1 for
depths beyond that corresponding to maximum dose.

Our VFF has to be considered as an additional shaping device,
which allows us to use information from the measured field to
modify a simulated beam originally calculated for a different field
size. In this way we can extend the range of use for IAEA phsp data
base to larger field sizes [19–21]. Moreover, we get a complete new
phase space at jaws level for these fields from which complete MC
simulations can be performed, in principle, for any accelerator
included in the IAEA phsp data base. The small price we pay is to
perform a single cross profile dose measurement at maximum dose
depth for each desired field size. However, these are routine mea-
surements in any radiotherapy facility.

4. Conclusions

In this work we have extended a VSM based on phsp files
obtained from the IAEA’s phsp database for radiotherapy accelera-
tors to the calculation of large fields. We have developed a simple
procedure that allows the determination of a single parameter VFF
from standard cross profile measurements.

The main feature of our improved VSM is that we can now get a
new phase space at the diaphragm level for any field size and any



A. Rucci et al. / Physica Medica 32 (2016) 1030–1033 1033
accelerator included in the IAEA’s database. This means any addi-
tional shaping structure, such as a MLC, can be easily added below
the diaphragm for dosimetry calculation purposes.

The intended use of this VSM is not, at this stage, direct treat-
ment planning simulation. However, it can serve as a validated
platform upon which a MC based independent TPS verification sys-
tem can be built. The availability of reliable and validated phsp files
for different accelerator manufacturers and models from IAEA cou-
pled to a flexible and simple VSM that can be built using these
phase spaces and standard routine dosimetric measurements pro-
vides a promising starting point for such a system.
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