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Abstract
We theoretically consider transport properties of a normalmetal (N)-superconducting semiconduc-
tor nanowire (S)-normalmetal (N) structure (NSN) in the context of the possible existence of
Majorana bound states in semiconductor–superconductor hybrid systemswith spin–orbit coupling
and externalmagneticfield.We study in detail the transport signatures of the topological quantum
phase transition (TQPT) aswell as the existence of theMajorana bound states in the electrical
transport properties of theNSN structure. Our treatment includes the realistic non-perturbative
effects of disorder, which is detrimental to the topological phase (eventually suppressing the
superconducting gap completely), and the effects of the tunneling barriers (or the transparency at the
tunnelingNS contacts), which affect (and suppress) the zero bias conductance peak associatedwith
the zero-energyMajorana bound states.We show that in the presence of generic disorder and barrier
transparency the interpretation of the zero bias peak as being associatedwith theMajorana bound
state is problematic since the non-local correlations between the twoNS contacts at two endsmay not
manifest themselves in the tunneling conductance through thewholeNSN structure.We establish
that a simplemodification of the standard transportmeasurements using conductance differences
(rather than the conductance itself as in a singleNS junction) as themeasured quantity can allow
direct observation of the non-local correlations inherent in theMajorana bound states.We also show
that our proposed analysis of transport properties of theNSN junction enables themapping out of the
topological phase diagram (even in the presence of considerable disorder) by precisely detecting the
TQPTpoint.We propose direct experimental studies ofNSN junctions (rather than just a singleNS
junction) in order to establish the existence ofMajorana bound states and the topological
superconducting phase in semiconductor nanowires of current interest. Throughout theworkwe
emphasize that theNSN transport properties are sensitive to both the bulk topological phase and the
endMajorana bound states, and thus theNSN junction is well-suited for studying the non-local
correlations between the endMajoranamodes as well as the bulk TQPT itself.

1. Introduction

The subject of topological superconductors (SCs) hosting non-Abelian quasiparticles has become one of the
most intensively investigated topics in condensedmatter physics [1, 2]. In particular, one-dimensional (1D)
topological SCs have been predicted to support zero-energy particle–hole symmetric non-AbelianMajorana
bound-states (MBS) localized at the ends [2]. Beyond their intrinsic fundamental interest,MBShave attracted
attention for their potential use in fault-tolerant topological quantum computation schemes [3]. Far frombeing
a subject of purely theoretical interest, concrete experimental proposals to realize these exotic states ofmatter
have been put forward recently [4–8], some ofwhich have been implemented experimentally [9–14]. In
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particular [6–8], showed that a 1D semiconductor nanowire in proximity to a bulk s-wave SC, and subjected to
strong Rashba spin–orbit coupling can be driven into a topologically non-trivial phasewithMBS localized at the
ends, upon the application of an external Zeemanmagnetic field. In this topologically non-trivial phase, the
nanowire becomes effectively a helical spinless p-wave SC, realizing an idea originally proposed byKitaev for the
localization of isolatedMBS in a physical system [2].Other experimental setups involving arrays ofmagnetic
atoms on s-wave SCs [15], or cold-atomic systems [16] have also been proposed and are currently under
experimental consideration. It is important tomention here that the real significance of course is the creation of
isolated zero-energyMBS at the ends of the nanowirewhich arewell-separated from each other so that they can
be considered topologically protected.

On the experimental side, one of themost relevant questions is how to establish the presence of ‘true’MBS in
a real experiment. In principle, the tunneling conductance at the end of the topological SC nanowire should
reveal anMBS as a quantized zero-bias peak (ZBP) ofmagnitude e h2 2 in the conductance at zero temperature,
which is a directmanifestation of the perfect Andreev reflection associatedwith theMBS [8, 17–21]. Recent
experiments implementing the proposal in [6–8] have shown an intriguing ZBP, in apparent agreementwith
theoretical predictions for the existence ofMBS,which appears upon application of a Zeeman field, providing
compelling preliminary evidence of theMajorana scenario [9–11].However, the interpretation of these
experiments seems to be considerablymore complex than the idealmodels originally proposed and show several
deviations from the predicted behavior, amongwhichwemention themost important ones: (a) the smallness of
the ZBP in comparison to the ideally theoretical value of e h2 2 (i.e., − e h0.1 0.2 2 in the low temperature limit),
(b) the presence of a continuumof fermionic excitations in the subgap region (i.e., the so-called ‘soft-gap’
feature) instead of a well-defined SC gap, and (c) the lack of evidence for the closing and then reopening of this
SC soft-gap upon increasing the Zeeman field across the putative criticalfieldVc.We stress that this last feature is
a crucial prerequisite for the existence ofMBS,whichwould be indicative of a topological quantumphase
transition (TQPT) taking place in the sample where the gapmust vanish.

Contrasting with the interpretation that the recent nanowire experimental observations are indeed evidence
for the isolated existence ofMBS in a topological SC system, it has been pointed out that other ZBPs (or near-
ZBPs) sharing similar features with theMBS are generically allowed in spin–orbit-coupled nanowires subject to
amagnetic field in the presence of disorder or smooth confining potentials, both in the topologically trivial and
non-trivial phases, a fact that would hinder the observation of bona fideMajorana-type excitations [22–26]. In
particular, disorder is known to have strong detrimental effects in p-wave SCs [27–42].Motrunich et al showed
more than a decade ago that Andreev subgap states induced by disorder tend to proliferate in 1D systems
described by Bogoliubov–deGennesHamiltonians with broken time and spin-rotational symmetry (symmetry
class D, like the nanowires in [6–8]), and render the system gapless [27]. These authors predicted that for weak
disorder an infinite system realizes a topologically non-trivial phase with two degenerate zero-energyMBS
localized at the ends of thewire. In afinite-length systemof size Lw, this degeneracy is lifted by an exponential

splitting Δε ∼ ξ−e Lw , where ξ is the superconducting coherence length. Increasing the amount of disorder
generates low-energy Andreev bound states, and the (averaged) scaling of the splitting energy changes to
Δε ∼ ξ ℓ− +e L L (2 )ew w , where ℓe is the elasticmean-free path of the system [30]. Beyond a critical disorder amount,
defined by the condition ℓ ξ= 2e , the system experiences a TQPT induced by disorder and enters a non-
topological insulating phasewith no end-MBS. At both sides of the TQPT, the system is localized at zero energy,
and exactly at the critical point separating these phases, thewave functions become delocalized and the smallest
Lyapunov exponent (i.e., the inverse of the localization length of the system) vanishes. This intimate connection
between localization and topology in disordered topological SCs has been stressed in a series of theoretical works
[27, 33, 34, 39]. The interplay among disorder, superconductivity, and possibleMajorana zeromodes is still very
much an important open problem in the subject, andwhether the experimentally observed ZBP is indeed the
manifestation of the theoretically predictedMBS can only be sorted out definitively by accurately understanding
the precise role of disorder in the experimental systems. In particular, a key question is the effect of disorder on
the TQPT itself, which is a central topic of the current work.

Concerning the rather ubiquitous presence of in-gap states (or ‘soft gap’) in the experiment, it is important
to note the lack of evidence of a well-defined superconducting gap inmost of the experiments involving
evaporated SC-semiconductor SN contacts, even in absence of an appliedmagnetic field, when the time-reversal
symmetry is not broken (i.e., symmetry class DIII or BDI). By improving the quality of the semiconductor/SC
interface usingmolecular beam-epitaxymethods, as was theoretically predicted [43], recent experiments have
reportedmuch harder gaps [44, 45], suggesting that some sort of disorder at themight be operative at the SN
interface. Since the topological protection of theMBS is directly provided by the existence of the SC gap, it is of
obvious importance to understand the physical origin of this soft gap for the correct interpretation of the
experiment (as well as to help produce hard gap systems for futureMajorana experiments). Stanescu et al have
suggested recently that intrinsic quasiparticle broadening effects due to the hybridization of the SCwith the
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normalmetallic lead, could explain this feature [46]. Indeed, it is well-known that a highly transparentNS
barrier can produce large subgap conductance [47] (i.e. Blonder–Tinkham–Klapwijk (or BTK) barrier
parameter →Z 0), and therefore could also induce a large broadening of Bogoliubov quasiparticles, and hence
a soft gap through this ‘inverse proximity effect’ of the normalmetallic lead on the SCnanowire.However, this
does not seem to be the complete explanation of the experiment. Recent experiments where the transparency of
theNS contact was systematically reduced have shown that the soft gap persists even in the low-transparency
limit (i.e., ‘pinching off’ the quantumpoint contact when the inverse proximity effect should be exponentially
suppressed) [14, 45]. An alternative explanation for the soft gap, valid in the limit of low transparency (i.e., large
BTKbarrier parameter → ∞Z ), was proposed in [43]. Among themany different pair-breakingmechanisms
thatmight be operative inMajorana nanowires as considered in [43] (e.g.,finite temperatureT, presence of
magnetic impurities, quasiparticle broadening, etc) realistic parameter considerations point to the
predominance of a special kind of inhomogeneity, whichwas not considered before in the present context: the
spatialfluctuations in the proximity-induced pair potential Δ x( ) [43]. Physically, spatial fluctuations in Δ x( )
are likely to be introduced by disorder or inhomogeneities at the SC/semiconductor contact3. Following the
suggestion of the theoretical explanation given in [43], the above-mentioned experiments involving epitaxially
grown SC/semiconductor nanowires [44, 45] have reportedmuch harder gaps. This constitutes a qualitative
improvement in the fabrication ofMajorana nanowires, and hopefully a new generation of experiments where
disorder effects are dramatically reducedwill be soon available with hard proximity gaps (i.e. no subgap
fermionic excitations) andwell-definedMBS.We incorporate this aspect of the soft gap physics in the current
work through a simplemodel approximationwhichmimics the spatial variation in the proximity-induced
superconducting pair potential arising from the inhomogeneities at the SC-nanowire interface (see equation (4)
below and the associated discussion).

The above discussion describes the rather complex situation faced in the experiments in order to detect ‘true’
MBS in the topological phase. In this article we focus on a specific configuration, the normal-topological
superconductor-normal (NSN) configuration, which is currently under experimental study. The SC part of this
NSN (i.e. the S-part) junction is the semiconductor nanowirewhich has proximity-induced superconductivity
from an underlying ordinary s-wave SC system.Many of the recent experiments have focused specifically on just
the simpleNS junction, butNSN junctions are essentially ‘equally easy’ to study, and they have been studied also.
We believe thatNSN junctions have some intrinsic advantages over theminimalNS junction transport for
studyingMBSphysics and the associated TQPT.We provide a comprehensive theoretical analysis of its
transport properties taking into account the effects of disorder, inhomogeneities and temperature. As noted in
previousworks, theNSN configuration allows to extract the same information as in the simplerNS contacts, but
contains additional interesting newphysics arising fromnon-local correlations [48–51].

The current work is a generalization and extension of our earlier work in [39], wherewe introduced an
original proposal for a direct experimental study of theMajorana fermion-related TQPT in hybrid
semiconductor nanowire structures. Here, we present amore detailed study of the tunneling transport
properties of theNSN junction, a fact that allows us tomake contact with recent and ongoing experiments [9–
11, 13, 14]. In contrast to our previous [39], wherewe computed the differential conductance only at one end of
theNSN system, at zero bias voltage and at zero temperature, in this workwe extend our calculation to the full
differential conductancematrix (see equation (1)) atfinite bias voltage. In addition, we also study the thermal
effects (see figure 5), which are important in order both to quantify the detrimental effects on the efficency of our
proposed detection scheme for the TQPT (see equation (17)), as well as for allowing amore realistic comparison
with the experiments. Finally, in this workwe also provide a physically intuitive theoretical description (see
section 6) of the proposed experiment in terms of an exaclty solvable ‘random-mass’Diracmodel, where the
interplay between disorder, externalmagnetic fields, and the emergence or destruction ofMBS, ismade fully
transparent.

While this is not a ‘smoking-gun’ experiment, itmight be an extremely useful experimental tool providing
information about the topological phase diagramof the system, complementary to non-local shot noise
correlations [48–51].Observation of non-local correlations as well as studying the TQPT itself using our
suggested transport techniques inNSN junctions taken togethermay in fact serve as the smoking gun evidence
for the existence ofMajoranamodes in nanowire systems. An associated significant advantage of theNSN
junctions over themuch-studiedNS junctions in the context ofMajorana physics in nanowires, which should be
obvious from the above discussion and is emphasized throughout this work, is that transport inNSN junctions
potentially studies both the endMBS and the bulk topological SC phase whereasNS junction tunneling

3
The oxide layer that inevitably forms around the semiconductor nanowires needs to be removed in order to create a good contact with the

superconductor, a stepwhich is typically done by ammonium sulfide etching, sometimes followed byAr plasma etching. The amophous
superconducting layer is then deposited on top of the semiconductor by sputtering techniques.While this process is effective in removing
the oxide layer in the semiconductor, it inevitably damages the nanowire surface.
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propertiesmay verywell be dominated by the endMBS so as to suppress themanifestation of the bulk TQPT and
the non-local correlations between the two endMBSwhichmust go through the bulk nanowire. This is the key
reason for our promotingNSN junction transport studies as an important tool for theMajorana investigation.

In order to illustrate themainmotivation of this article, let usfirst consider a ‘dirty’ proximity-induced SC
Majorana nanowire, electrically connected to ground and attached to normal contacts in aNSN configuration,
as shown schematically infigure 1(a). Herewe consider a generic situationwhere inhomogeneities are present
both in the formof spatial fluctuations of the (proximity-induced) pairing potential, and in the formof
quenched disorder in the on-site chemical potentialfluctuations (figures 1(b) and (c)).We also assume an
external Zeeman field applied in the direction parallel to the nanowire, which allows to drive the system across
the TQPT. A relevant experimental quantity is the differential conductancematrix, defined as

≡( ) ( )G eV
I

V
eV

d

d
, (1)ij j

i

j
j

where Ii andVj are, respectively, the current and voltage applied in the =i j L R{ , } { , }normal contact. In ideal
conditions, the local conductancesGLL andGRR should reveal the presence of end-MBS as a quantized ZBP peak
ofmagnitude e h2 2 atT=0 [8, 17–19]. In practice, however, disorder, finite temperatures, quasiparticle
poisoning, etc,might hinder or even destroy the purported topological phases and, therefore, theMBS. Sincewe
aremotivated by the current experiments, we start by showing a typical example of our numerical simulations of
tunneling transport infigures 2(a) and (b), and leave the explanation of the theoretical details for sections 2–4. In
these plots have computed the local conductancesGLL andGRR for a disorderedwire at afinite temperature as a
function of the local bias voltagesVL andV R, respectively, and for different values of the applied Zeemanfield.
In contrast to the ideal case [52] (i.e., clean system andT=0), where a vanishing single-particle excitation gap
signals the TQPT across the critical Zeeman field, with the ZBP emerging on the topological side at higher
magnetic field, here the presence of the abovementioned non-idealities renders the situationmuch less clear to
determine the TQPT and the nature of the ZBPs. In otherwords, the information about the ZBPhas been
‘washed out’ by a combination of thermal effects, disorder and quasiparticle broadening, although the
conductance results infigure 2 are explicitly obtained theoretically in a systemwhere theMBSdefinitively exists
in the ideal situation. (As an aside, wemention that the theoretical conductance results depicted numerically in
figure 2 look remarkably similar to themeasured tunneling spectroscopy results reported so far in the literature
in the context ofMajorana nanowire experiments.) The ZBPs emerge in a soft-gap background and, in
agreementwith recent experimental results, the left and right ZBPs appear and disappear at different values of
the Zeemanfield (i.e., they appear not to be correlated). Is thewire ‘fragmented’, so that the endMajoranas do
not know about the existence of each other?What is the topological state of the nanowire? Does thewire have
more than one pair ofMBS because of disorder?Howdowe establish the existence ofMBSusing such imperfect
ZBP data in amanifestly soft gap situation? These are the kind of questions thatmotivate ourwork.

The article is divided as follows. In section 2we present the theoretical framework, themodel and themain
approximations. In section 3we describe themethod used to determine theoretically the topological phase
diagramof a disorderedMajoranawire. In section 4we present the theoretical technique to describe the
differential conductance of a generic disorderedMajoranawire in theNSN configuration and analyze the
physical content in the analytical expressions. In section 5we describe in detail a proposal to extract information
about the TQPT and to assess the topological stability ofMBS. Section 6 is intended to provide a simple intuitive
theoretical understanding the physics underlying our proposal, in section 7we present a summary and our

Figure 1. (a) Schematic diagramof aNSN circuit where the superconducting (S) part corresponds to the proximity-induced
semiconductorMajorana nanowire. Figures (b) and (c) correspond to the proximity-induced superconducting pair potential Δ x( )
and chemical potential μ x( )profiles, respectively.
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conclusions, andfinally in appendixwe give a detailed derivation of the equations (11)–(14) for the conductance
matrix in theNSN configuration.

2. Theoreticalmodel

In accordancewith previous works onMajoranawires, [6, 7, 52]we consider the followingHamiltonian
describing a disordered semiconductor nanowire of length Lw, subjected to Rashba spin–orbit coupling and a
Zeemanfield, = + ΔH H HNW 0 , where

∫ σ

σ

ψ μ α

ψ

= −
∂

− + ∂

+

σ

σσ
σ

′
′

H x x
m

x

V x

d ( )
2

( ) i ˆ

ˆ ( ), (2)

L
x

R y x

x x

0
0

†
2

w ⎡
⎣⎢

⎤
⎦⎥

∫ Δ ψ ψ ψ ψ= +Δ ↑ ↓ ↓ ↑H x x x x x xd ( ) ( ) ( ) ( ) ( ) . (3)
L

0

† †
w ⎡⎣ ⎤⎦

Here, ψσ x( )† creates a fermionwith spin projection σ, and σ̂i (with =i x y z, , ) are the Paulimatrices acting on
spin space. The parameter αR is the Rashba spin–orbit coupling strength andVx is the Zeemanfield along the
wire, and summation over repeated indices σ is implied. The term ΔH represents the effect of a proximate bulk s-
wave SC on the nanowire (not shown infigure 1(a)), which induces amean-field SC pairing potential Δ x( )
through the proximity effect. For simplicity, we have assumed single-channel occupancy in the nanowirewith
no loss of generality. Aswewill explain later, our results are generic and this single-channel (or single-subband)
assumption does not affect themain conclusions in the case ofmany occupied subbands (as long as an odd
number of subbands are occupiedwhich is a necessary condition for the existence of theMBS formany occupied
subbands [53]).We recall that HNW is only an effective 1Dmodel describing the system at low temperatures. A
more realisticmodel should involve an explicit coupling ⊥t to the proximate bulk SC, which is the source of
superconducting correlations, and a self-consistent determination of Δ x( ). However, this task is beyond the
scope of this work and does not change our results qualitatively since all we need in ourmodel is the existence of
a pairing potential in the nanowire. Formore details, we refer the reader to [52, 54]where a deeper discussion on
this issue is provided, which is not particularly germane for our consideration in the current workwherewe are
interested in the realisticmanifestation of theMBS themselves rather the issue of proximity effect.

Disorder and inhomogeneities enter in the abovemodel through two physically differentmechanisms: (a)
localfluctuations of the chemical potential μ μ δμ= +x x( ) ( )0 , with μ0 a uniform valuewhich in principle can
be controlled by external gates, and the fluctuations δμ x( ) are physically related to the presence of impurities,
vacancies, etc in the environment (both the nanowire itself and the surrounding).We assume δμ x( ) to be a
Gaussian random variable fully characterized by δμ〈 〉 =x( ) 0 and δμ δμ υ δ〈 〉 = −μx y x y( ) ( ) ( )2 , with the

Figure 2. (a)Differential conductance at the left endGLL as a function of the left bias voltage eVL, for different values of the Zeeman
fieldVx, and at a temperature Δ =T 0.020 , which corresponds to the experimental temperature ≈T 60exp mK(see e.g. [9]). The
curves have been shifted vertically for clarity. (b) Idem for the conductance at the right endGRR as a function of the right bias voltage
eVR. In both figures 2(a) and (b) the zero-bias peaks are smeared by temperature, disorder and quasiparticle broadening arising from
the coupling to the normal leads, and they appear at different values of the Zeeman field (see figures 4(a) and (b) below formore
details), complicating the physical interpretation. (c) Colormap of the thermal transmission probability  N1 as function of Zeeman
fieldVx and disorder strength υμ. The blue regions correspond to values close to themaximum = 1N1 and therefore correspond to
the location of the topological quantumphase transition. Each dot corresponds to each one of the curves in figures 2(a) and (b).
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standard deviation υμ representing the ‘strength’ of disorder (see the horizontal axis infigure 2(c)). For one
single realization of disorder, once the nanowire is deposited and electrically contacted, we assume this
parameter to befixed throughout the experiment. (b) Local variations in the (induced) pair potential Δ x( ),
which for concreteness (and numerical convenience) herewemodel as

Δ Δ=
−

Δ Δ
x

x

d

L x

d
( ) tanh tanh , (4)0

w
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

for < <x L0 w, i.e., a smoothprofile that vanishes at the ends of the nanowire.Here Δ0 is the value in the bulk (i.e.,
right next or beneath the bulk SC), and Δd is an adjustableparameter that controls the slopeof the profile. As
mentioned above, amore rigorous treatment of thismean-fieldHamiltonian should involve a self-consistent
determinationof this profile, but for our present purposes this simplification iswell justified. In contrast to [43],
hereweonly consider thedeterministic profile equation (4) andweneglect other random inhomogeneities in Δ x( )
introducedby disorder.Moredetails on disorder-induced SCpairing potentialfluctuations canbe found in [43].

In the absence of disorder and in the uniform case (i.e., limit υ = =μ Δd 0), theHamiltonianH in the limit
→ ∞Lw , can be easily diagonalized inmomentum space k. In that case, the dispersion relation for the

Bogoliubov quasiparticles is [5, 7] Δ ξ α Δ ξ α= + + + ± + +± ( )E V k V V k2 [ ( ) ]k x k R x k x R,
2 2

0
2 2 2 2

0
2 2 2 2 , with

ξ μ= ℏ −k m(2 )k
2 2

0. For given values μ Δ,0 0 and αR, thismodel has a TQPT as a function ofmagnetic fieldVx

(i.e., the Zeeman spin splitting) from a topologically trivial phase to a non-trivial phasewith the appearance of

MBS localized at the ends of the nanowire at the critical Zeeman field value Δ μ= +Vx c, 0
2

0
2 , as originally

shownby Sau et al [5]. In the presence of disorder and other spatialfluctuations of the parameters in themodel,
the criticalfieldVx c, typically shifts to larger values and its value depends on the precise details of the disorder
realization [31, 34, 35, 38, 39]. The determination of the criticalfield defining the TQPT is then non-trivial and
has to be done numerically for a given disorder realization. This is the subject of the next section.

Finally, wemention that ourNSN system is actually conceptually (and perhaps practically too) simpler than
the usualNSN system (where the ‘S’ part is an intrinsic SC) because of the proximate nature of the
superconductivity induced in the nanowire from themetallic SC underneath the semiconductor. Thus various
complications (e.g. dissipation, cooling, self-consistency, nontrivial Fermi distribution, electron heating, etc)
whichmightmake the description of the usualNSN structures difficult [55] aremost likely irrelevant in our
system,where the ‘S’ part is the nanowire on a real SC,making our theoretical description easier than that for the
standardNSN structures with ‘S’ being a real superconducting nanowire connected to twonormalmetallic
tunnel contacts.

3. Thermal transport and topological phase diagramof a dirtyMajorana nanowire

Let us now focus on the topological phase diagramof the disorderedMajorana nanowire. In order tomake
progress, we have discretized theHamiltonian in equations (2) and (3), and obtained aN-site tight-binding
model with the lattice parameter a (see [52])

∑ ∑

∑

σ

σ
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α Δ

= − − −

+ + +
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σ σ
σ

σ σσ σ

σ
σ σσ σ

′ ′
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( )
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H t c c c V c

c c c c

ˆ

i ˆ h.c. , (5)
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l
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l
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l
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l l l l

NW

,

,
†

,

,

,
†

,

,

,
†

1,
† †

where cl s,
† , μl and Δl are the discrete versions of ψσ x( )† , μ x( ) and Δ x( ), respectively, and = ℏt m a2 e

2 2 is the

effective hopping parameter. Here α α= m 2R
2 is the corresponding Rashba coupling parameter in the tight-

bindingmodel. Thefirst site at the left end corresponds to l= 1 and the final site at the right is l=N.
We consider a single distribution of μl (disorder realization), and systematically vary its dispersion υμ around

themean value μ0. Asmentioned above, υμ is not an experimentally tunable parameter, but it is useful and
instructive to visualize the topological phase diagram as a function of varying disorder. Presumably, afixed
disorder realization is closer to the experiment, where the semiconductor nanowire is in themesoscopic regime,
and it is not clear that disorder necessarily self-averages at the very low experimental temperatures.Wemention
thatwhether the experimental temperatures are low enough so that the system is not self-averaging (so that
mesoscopicfluctuations are important as one goes fromone sample) is currently not known for theMajorana
experiments, and the issue of whether to ensemble average over disorder realizations or not for quantitative
comparisonwith experiments remains open at this stage.

We compute the topological phase diagramof the isolated nanowire (i.e., in absence of the normal contacts)
using the transfer-matrix approach [34, 39] for themodelHamiltonian equation (5), as a function of the
disorder strength υμ and the external Zeeman fieldVx. Physically, the transfermatrix relates states in the left end
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to states in the right end of thewire. This statement can bemademore precise introducing theMajorana basis

= +σ σ σ( )c a bi 2l l l, , , , where theMajorana operators obey the anti-commutation relations

δ δ= =σ σ σ{ }a a b b{ , } ,l s m l s m l m s, , , , , , and zero otherwise. In terms of these operators, a generic eigenmodeΨ of

HNW satisfying the eigenvalue equation Ψ Ψ=H ENW can bewritten as

∑Ψ γ γ η η= + + +
=

↑ ↑ ↓ ↓ ↑ ↑ ↓ ↓( )a a b b , (6)
l

N

l l l l l l l l

1
, , , , , , , ,

with real coefficients γσ l, and ησ l, . AtE=0, defining thematrices κ α
α= −( )t

t ,
μ Δ

Δ μ=
−

− −
V

V
ul

l l x

l x l

⎛
⎝⎜

⎞
⎠⎟

and the vector of coefficients ψ γ γ⃗ = ↑ ↓( , )l l l
T

, , , the above eigenvalue equation can bewritten as

κ κψ ψ ψ= ⃗ + ⃗ + ⃗− + u0 l l l l
†

1 1 , and fromherewe obtain the transfer equation

κ κ

ψ

ψ

ψ

ψ

⃗

⃗
=

⃗

⃗
+

−
M , (7)

l

l

l
l

l

1

† †
1

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

where

κ κ
κ

α
α

≡ − −

=

− −
−

μ α Δ

α

αμ Δ

α α
α

α

αμ Δ

α

μ α Δ

α
α
α α

− −

− + −

+

− + +

+ + +

+ −

+

− − +

+
−
+ +

( ) ( )

( ) ( )

t
t

M
u

0
,

0 0
0 0

(8)

l
l

t V

t

t V

t

t

t t

t V

t

t V

t t

t

t

1 1

†

l x l l x l

l x l l x l

2 2 2 2 2 2 2 2

2 2 2 2 2 2 2 2

⎛
⎝⎜

⎞
⎠⎟

⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟

is the lth transfermatrix relating the vectors ψ ⃗ +l 1 and ψ ⃗ −l 1. Then, the full transfermatrix of the nanowire, from

site l=1 to site l=N, is simply given by ∏=
=

M M
l

N
l1
. The eigenvalues of M can bewritten as λ±e N n, where λn

are the (dimensionless) ‘Lyapunov exponents’ of the system [56], which represent the inverse of the localization
length. The connection to localization properties are better understood recalling that the transmission

probability from site 1 to siteN is ∑=
=

  ,N n n1 1

4
with

λ= − ( )Ncosh , (9)n n
2

the transmission eigenvalue corresponding to the nth channel [56].
The connection between the localization and the topological properties of a ‘dirty’ classD nanowirewas

made explicit by Akhmerov et al [33], who obtained the topological invariant ∏ λ=
=

Q sign( tanh )
n

M
n1

2
, with

M the number of channels in the thewire. These authors have shown that in the clean case this topological
invariant actually reduces to the one derived byKitaevwhich is given in terms of the Pfaffian of theHamiltonian
inmomentum space [2].Herewe see explicitly thatQ changes signwhen one of the Lyapunov exponents
vanishes and changes sign. This signals the TQPT. As discussed in [27, 33], the TQPTof a class D SC corresponds
to a delocalization point for zero-energy particles, i.e., one of the Lyapunov exponents λn vanishes and changes
sign at the TQPT inducing a ‘perfect’ transmission probability = 1n . Everywhere else in the parameter space
the system is localized at zero energy, i.e., all λn are finite. This crucial result will be addressed in detail in
section 6. For themoment, we can check that this idea alsoworks in the clean case: for a clean nanowire,
sufficiently close to the TQPTon the topological side, theMBSwavefunctions are localizedwithin the SC
correlation length ξ Δ≃ ℏv V/ ( )F xclean , where Δ V( )x is the effective SC quasiparticle gap controlled by the

Zeemanfield. TheTQPT is reached at the criticalfield Δ μ= +Vx c, 0
2

0
2 , where the quasiparticle gap

Δ →V( ) 0x c, and the localization length ξ → ∞clean .When ξ ≃ Lclean w, theMBS localized at opposite ends can
‘see’ each other and overlap forming aMajorana ‘channel’ that connects the left and the right end. Therefore, for
a clean systemnear the TQPT the smallest Lyapunov exponent is λ ξ∝ −

clean clean
1 . Since theMajorana channel has

equal contributions of electrons and holes atE=0, the current sustained by electron-like states exactly cancels
the current of hole-like states, and the total electric current vanish. Therefore, the perfectly quantized
transmission coefficient = 1n occurring at the TQPT is physically related to the thermal conductance (and not
to the electrical conductance).Wewill return to this point in section 4.

Infigure 2(c)we show a 2D colormap of the thermal transmission coefficient  N1 for a dirty wire as a
function of disorder ‘strength’ υμ and applied ZeemanfieldVx,fixing all other parameters (chemical potential,
pair-potential profile, etc) according to table 1. These parameters correspond exactly to those used in

7

New J. Phys. 17 (2015) 065010 AMLobos and SD Sarma



figures 2(a) and (b) for the same configuration of disorder potential, and each dot corresponds to each one of the
curves in thosefigures. The blue regions indicate the points for which the transmission coefficient is close to the
maximal value = 1N1 , and therefore indicate the approximate location of the TQPT. Therefore, figure 2(c)
allows to determine the phase boundary separating the topological from the non-topological region. Note that
this boundary has an intrinsic widthwhich scales as ∝ ∝N L1 1 w.More precisely, as wewill see in section 6, the
width corresponds to the Thouless energy ℏv LF w. For the parameters in table 1 and in the absence of disorder,
we estimate an upper bound ξ ≃L 15w , wherewe have used the estimation for theminimal value of the SC
correlation length ξ Δ= ℏ ≃v a20Fclean 0 and =L a300w .

Contrasting figures 2(a)–(c), we note that the four curves on the top correspond to dots in (c) which are
closer to the topological phase boundary, where the topological protection is expected to bemore fragile. This
seems to be in agreement with the fact thatfigure 2(a) shows a splitting in the ZBP. The ZBP appearing in the
corresponding curves infigures 2(b) and the apparent inconsistencywith figure 2(a) (i.e., peaks not correlated)
will be addressed and discussed in the next section. In contrast, the four central curves in bothfigures (a) and (b)
show amore robust ZBP, which is consistent with the corresponding points infigure 2(c) located further from
the boundary. Aswe see, this analysis showing all curves ‘side-to-side’ is potentially helpful to interpret the
experimental transport results. A natural question arises: is it possible to access the information in (c)
experimentally? This will be the subject of the next sections.

4. Electronic transport properties in theNSN configuration

Wenow turn to quantities withmore relevance to current experimentalmeasurements. To that end, we
introduce a term in theHamiltonian describing the coupling to external normal leads (see figure 3(a))

∑= + +
σ

σ σ σ σ( )H t d c t d c h.c ., (10)L Lk R Rk Nmix ,
†

1, ,
†

,

where the termwhere tL R( ) is the coupling to the left (right) lead and dL R k s( ) ,
† is the corresponding creation

operator for fermions with quantumnumber k and spin σ. The external leads aremodeled as large Fermi liquids
withHamiltonian ∑ ϵ= σ σ σH d dj k k j k j klead, , , ,

†
, , , where =j L R{ , }.We assume that each lead is in equilibrium at

a chemical potential μ = eVj j controlled by external voltages, and that the SCnanowire is grounded. The

expression for the electric currentflowing through the contacts is = 〈 〉I e N td dj j = 〈 〉 ℏe H Ni [ , ]j

Table 1.Parameters used in themodel (5) in the numerical simulations infigures 2, 4 and 5. The hopping parameter t=1 meVhas been
chosen to reproduce a ratio ξ ≈L 15w clean . The average chemical potential μ0 has been chosen to reproduce the reported experimental

value of the critical Zeeman field [9] (i.e, ≃B 250 mT)using the formula [5] Δ μ= +Vx c, 0
2

0
2 and assumingweak disorder.

Parameter Value in InSb (if applicable) TB equivalent

Wire length μ=L 2 mw N=300

Mass =m m0.015 e =
−( )m ta2 2 1

Chemical Potential Not known μ = − t1.720

Bulk pairing potential Δ μ= 250 eV0 Δ = t0.050

Rashba spin–orbit coupling α = 0.2 eV .R α α= =m t t2 0.15R
2

Slope of pairing profile Not applicable =Δd a30

Figure 3. (a) Schematic view of anNSN circuit. (b) Assuming that the coupling to the leads can be controlled in situ experimentally
(e.g., using pinch off gates (not shownhere)), the system can be effectively disconnected from the right lead and turned effectively into
anNS junction.
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= 〈 〉 ℏe H Ni [ , ]jmix , which can bewritten using equations ofmotion in terms of theGreenʼs function in the
nanowire [57, 58]. The excess current ISflowing to ground through the bulk of the SCwire ensures the average
conservation of charge + + =I I I 0L R S . The conductancematrix of theNSN system equation (1) can be
expressed as

∫ ω
ω

= − + +
ω−∞

∞

( )
( ) ( ) ( )G

e

h

n

eV
r r t t t td

d ( )

d
Tr 2 , (11)LL

L

L
eh
LL

eh
LL

ee
LR

ee
LR

eh
LR

eh
LR

2 † † †
⎡

⎣
⎢⎢

⎤

⎦
⎥⎥

⎡
⎣⎢

⎤
⎦⎥

∫ ω
ω

= −
ω−∞

∞

( )
( ) ( )G

e

h

n

eV
t t t td

d ( )

d
Tr , (12)LR

R

R
ee
LR

ee
LR

eh
LR

eh
LR

2 † †
⎡

⎣
⎢⎢

⎤

⎦
⎥⎥

⎡
⎣⎢

⎤
⎦⎥

∫ ω
ω

= −
ω−∞

∞

( )
( ) ( )G

e

h

n

eV
t t t td

d ( )

d
Tr , (13)RL

L

L
ee
RL

ee
RL

eh
RL

eh
RL

2 † †
⎡

⎣
⎢⎢

⎤

⎦
⎥⎥

⎡
⎣⎢

⎤
⎦⎥

∫ ω
ω

= − + +
ω−∞

∞

( )
( ) ( ) ( )G

e

h

n

eV
r r t t t td

d ( )

d
Tr 2 . (14)RR

R

R
eh
RR

eh
RR

ee
RL

ee
RL

eh
RL

eh
RL

2 † † †
⎡

⎣
⎢⎢

⎤

⎦
⎥⎥

⎡
⎣⎢

⎤
⎦⎥

These formulas are standard (see [20, 39, 47, 59]) andwe do not derive themhere. The reader willfindmore
details in the aforementioned references and in appendix.We have defined the normal reflection and
transmissionmatrices (i.e., with subindex ‘ee’ or ‘electron–electron’)

ω γ ω ω

ω γ ω ω

ω γ ω γ ω ω

=

=

=

σ σ σ σ

σ σ σ σ

σ σ σ σ

′ ′

′ ′

′ ′

g

g

g

r

r

t

( ) ( ) ( ),

( ) ( ) ( ),

( ) ( ) ( ) ( ),

ee
LL

L
r

ee
RR

R N N
r

ee
LR

L R N
r

, 1 ,1

, ,

, 1 ,

⎡⎣ ⎤⎦
⎡⎣ ⎤⎦
⎡⎣ ⎤⎦

and theAndreev reflection and transmissionmatrices (i.e., with subindex ‘eh’ or ‘electron–hole’)

ω γ ω ω

ω γ ω ω

ω γ ω γ ω ω

=

=

=

σ σ σ σ

σ σ σ σ

σ σ σ σ

′ ′

′ ′

′ ′

f

f

f

r

r

t

( ) ( ) ( ),

( ) ( ) ( ),

( ) ( ) ( ) ( ),

eh
LL

L
r

eh
RR

R N N
r

eh
LR

L R N
r

, 1 ,1

, ,

, 1 ,

⎡⎣ ⎤⎦
⎡⎣ ⎤⎦
⎡⎣ ⎤⎦

where ω′g ( )ls ms
r
,

and ω′f ( )ls ms
r
,

are the normal and anomalous retardedGreenʼs functions [60] in the nanowire
respectively (see appendix).We have also defined the effective couplings to the leads

γ ω π ρ ω= =t j L R( ) 2 ( ) ( , ), (15)j j j
2 0

where ρ ω( )j
0 is the density of states in the j-lead. Assuming a large bandwidth in the normal contacts, in the

followingwe set ρ ω ρ=( ) (0)j j
0 0 , the value at the Fermi level.

Let us analyze the physical content of equations (11)–(14).Wefirst focus on the ‘local’ conductances
equations (11) and (14). In these expressions, thefirst term corresponds to the local contribution

ω
( )r r2Tr eh

LL
eh
LL †⎡

⎣⎢
⎤
⎦⎥ and

ω
( )r r2Tr eh

RR
eh
RR †⎡

⎣⎢
⎤
⎦⎥ , i.e., the Andreev reflection probability at the left and right lead,

respectively. These terms are the only terms appearing in the case ofNS or SN contacts [18], and they already
contain the information about the presence of aMBS localized at the corresponding end. From this perspective,
the quantized value of the conductance e h2 2 corresponds to a ‘perfect’Andreev reflection

=
ω=

( )r rTr 1eh
LL

eh
LL †

0

⎡
⎣⎢

⎤
⎦⎥ atT=0, due to the presence of theMBS.However, note that in equations (11) and (14)

we also encounter a non-local contribution +
ω

( ) ( )t t t tTr ee
LR

ee
LR

eh
LR

eh
LR† †⎡

⎣⎢
⎤
⎦⎥ , which physically corresponds to

particles that travel fromone to the other end of thewire, and return to the original leadwith information about
the opposite lead. These non-local terms are present only in theNSN junctions, and not in the simpleNS
configuration so far studied extensively in the literature. Our primarymotivation for consideringNSN junctions
(with the ‘S’ part being the nanowire carryingMBS under suitable conditions) is to study the effect of these non-
local terms in the transport experiments, since non-locality is the key concept underlyingMBS in the topological
phase. Therefore, this contributionmust be proportional to the electron–electron and electron–hole

transmission coefficients,
ω

( )t tTr ee
LR

ee
LR †⎡

⎣⎢
⎤
⎦⎥ and

ω
( )t tTr eh

LR
eh
LR †⎡

⎣⎢
⎤
⎦⎥ respectively, and vanishes if either γL or γR
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vanishes by, e.g., ‘pinching off’ one of the quantumpoint contacts using underlying gates (i.e., pinch off gates)
(see figure 3(b)). Note that the presence of such a non-local contribution is expected inmulti-terminal phase-
coherentmesoscopic systems [61].

Interestingly, the thermal conductance Gth across thewire [61–63]

= +
ω

( ) ( )G G t t t tTr , (16)ee
LR

ee
LR

eh
LR

eh
LR

th th,0
† †⎡

⎣⎢
⎤
⎦⎥

where π=G k T h6Bth,0
2 2 is the thermal quantumof conductance, is closely connected to the non-local

contribution in equations (11) and (14), and allows tomake a linkwith our previous discussion in section 3. The
connectionwith the thermal transmission probability  N1 at zero energy is

= +
ω=

 ( ) ( )t t t t2 TrN ee
LR

ee
LR

eh
LR

eh
LR

1
† †

0

⎡
⎣⎢

⎤
⎦⎥ . In principle, the information about the TQPT is contained in this

expression.However, such thermalmeasurements are in general very challenging experimentally, andwe need
to comeupwith a different approachwhich is experimentally feasible. In particular, it is desirable to use electrical
measurements (i.e., electrical conductance) for observing the non-localMBS correlations at the TQPT and
beyond.

Wenowbriefly discuss equations (12) and (13) (i.e., the so-called transconductances GLR andGRL, which
obey =G GRL LR), where amore explicit difference with respect to theNS geometry appears. Physically, the
minus sign in these expressions appears becausewhile electrons contribute with a plus sign to the transport, a
holewill contribute aminus sign. As discussed previously in section 3, note that if the system is in the topological

phasewith end-MBS, particle–hole symmetry dictates that the contributions
ω=

( )t tTr ee
LR

ee
LR †

0

⎡
⎣⎢

⎤
⎦⎥ and

ω=
( )t tTr eh

LR
eh
LR †

0

⎡
⎣⎢

⎤
⎦⎥ must be identical, and therefore the transconductancemust vanish [33]. Thismight seem to

rule out the possibility to see the TQPT via electricalmeasurements ofGLR.
Infigures 4(a) and (b)we reproduce the same figures 2(a) and (b), computed for the parameters in table 1, at

a temperature Δ =T 0.020 (which approximately corresponds to the experimental temperature ≈T 60exp mK
in [9]), andwherewe have assumed effective couplings γ = t0.85L and γ = t0.95R , corresponding to an open
wire condition (i.e., ‘good’ electrical contact with the leads). Infigure 4(c)we present a plot forGLR versusVR for
the same parameters. Note that this quantity is rather featureless, and is vanishingly small near zero bias as
expected. For comparison, infigures 4(d)–(f) we showGLL,GRR andGLR, respectively, for the same parameters
but for amuch lower temperature Δ = × −T 2 100

4 and smaller couplings γ γ= = t0.1L R . In these conditions
the thermal and quasiparticle broadenings decrease dramatically andwe realize that the preliminary
information about the ZBPs infigures 4(a) and (b) ismisleading: the systemdoes not have zero-bias excitations
and the peaks are actually split (rather than being a single zero energy peak) infigures 4(d) and (e) at low
temperatures and at low transparency of the contacts. This picture is actually consistent withfigure 2(c), where
the dots corresponding to the largestmagnetic fields are very close to the topological phase boundary, and
therefore we expect theMBS to recombine intoDirac fermions and consequently the peaks to shift away from
zero bias voltage. This allows to interpret the uncorrelated ZBPs forGLL andGRR. The results infigure 4 shows
that already for the simplemodel of equation (5), detection of a ‘true’Majorana ZBP based only on the
information about the local conductancesmight be very tricky [23]. Therefore, the presence of ZBPs in the local
conductancesGLL andGRR cannot by itself be considered as a ‘smoking-gun’ evidence of theMajorana scenario
without some critical considerations of the correlations in the existence of these ZBPs arising from the two end
conductances.

5. Electrical detection of topological phase transitions in theNSN configuration

Asmentioned before, in the case of cleanwires, the TQPT should be observed in the closing and reopening of the
gap of electronic excitations in the nanowire. This re-organization of the fermionic spectrum is necessary in
order to accommodate a newMBS at zero energy. However, the experiments so far have been unable to report
any definitive closing of the gap. It has been suggested that this negative resultsmight originate becausewhile the
tunneling occurs at the end of the nanowire, the information about the gap-closing is contained in
wavefunctions withmost of theweight in the bulk of the nanowire. Therefore,measurements of the LDOS in the
middle of thewire [64], capacitivemeasurements of the total DOS [65], or phase-lockedmagnetoconductance
oscillations influx-biased topological Josephson junctions [66] should reveal this gap-closing occurring at the
TQPT, but no experimental evidence of these predictions have been reported so far in nanowires contacted at
the ends.

In addition to characterizing the transport properties of disorderedNSNMajoranawires, another goal of the
present work is to explore experimental proposals to determine the topological phase diagram.We believe that
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theNSNgeometry offers an interesting possibility to achieve this goal, and to provide information about the
topological stability of theMBS. In section 3we stressed that the TQPT inMajoranawires corresponds to a
delocalization point at zero energy, a fact that can be detected in the thermal transmission probability across the
system.On the other hand, in section 4we showed that in theNSNgeometry, the local conductance of a phase-

coherentMajorana nanowire depends on the non-local transmission probability +
ω

( ) ( )t t t tTr ee
LR

ee
LR

eh
LR

eh
LR† †⎡

⎣⎢
⎤
⎦⎥ ,

in addition to the local Andreev reflection coefficient, which exactly corresponds to the (dimensionless) thermal
transport at energyω (see equation (16)). This enablesmapping out the topological phase diagramby purely
electricalmeasurements [39]. In this sectionwe providemore details in theway the non-local information could
be extracted in theNSN configuration in order to obtain the topological phase diagram.

Following [39], we define the following quantity

Δ ≡ − ′G G G(0) (0) (0), (17)jj jj jj

i.e., the difference of local zero-bias conductances computed for different values of couplings to the opposite lead,
while keeping all other parameters fixed. The zero-bias conductance at one end G (0)jj is computed for a given

value of γ j̄ (with compact notation =L R¯ and =R L¯ ) and ′G (0)jj is computed for a different value γ ′
j̄ . From the

experimental point of view, thismeans using γR and γL as tuning parameters, something that could be achieved
varying the pinch-off gates underneath the ends of the nanowire [9–14]. This constitutes a new experimental
knobwhich has not been explored so far in theMajorana experiment. Note that this quantity (as defined by
equation (17)), being a difference, is not quantized and can take either positive or negative values. For this reason
inwhat followswewill take the absolute value.

Apriori, itmight seem counter-intuitive that the transport through a disorderedmedium could be
influenced by the change of a boundary condition at the far-end.However, this intuition is typically built upon
themore usual case of trivial Anderson-localized 1D systems, where any amount of disorder localizes the
wavefunctions and therefore any object placed at distances larger than the localization length ξloc has essentially

Figure 4. (a)Differential conductancesGLL versusVL , (b)GRR versusVR and (c)GLR versusVR. All the curves in the top (i.e, (a)–(c))
have been computed at a temperature Δ =T 0.020 (corresponding to the experimental temperature ≈T 30exp mK) and for effective
couplings to the leads γ = t0.85L and γ = t0.95R . Figures 4(a) and (b) correspond to figures 2(a) and (b) and exemplify the potential
difficulties in detecting the TQPT in a disorderedMajoranawire, with non-topological ZBPs appears atfinite Zeeman field. In the
bottomplots (i.e, (d)–(f)) we show the same quantities computed atmuch lower a temperature Δ = × −T 2 100

4 (below
experimental capabilities) and for effective couplings to the leads γ γ= = t0.1L R . In these conditions, thewidths of the conductance
peaks decrease dramatically, revealing the splitting of the ZBPs due to disorder.
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no effect. The crucial difference with class D conductors is that ξ λ∝ → ∞−
nloc

1 at the TQPT (since the gap
closes here), i.e., the delocalization point. Therefore, assuming that < ϕL Lw , where ϕL is the phase-relaxation
length, the aforementioned intuition is usually correct except at the TQPT. The physical idea behind using
ΔG (0)jj as an indicator of the TQPT can be seen quite simply in the extreme casewhen γ ′ = 0j̄ . In this case, in

equations (11) and (14) for ′GLL and ′GRR respectively, one completely suppresses the coupling to the opposite

lead and the transmission coefficients vanish. The remaining part (i.e., Andreev reflection
ω

( )r r2Tr eh
jj

eh
jj †⎡

⎣⎢
⎤
⎦⎥ ) is a

purely local contribution. Therefore, equation (17)must correspond to a non-local contributionwhich contains
information about the TQPT. This statement is not entirely correct becausemodifying the coupling γ j̄ to γ ′

j̄ also

modifies the local Andreev reflection coefficient through the local anomalousGreenʼs functions ω′f ( )s s
r

1 ,1
,

which contains information about the entire system.Only in the perturbative limit where δγ γ γ γ≡ ′ − ≪j j j j¯ ¯ ¯ ¯,

one can rigorously show [39] that at the lowest order in δγ j̄ , equation (17) becomes

∫Δ δγ ω
ω

≈ −

× +
ω

−∞

∞

=( )

( ) ( )

G
e

h

n

eV

t t t t

(0) d
d ( )

d

Tr ,

jj j

j

j
eV

ee
LR

ee
LR

eh
LR

eh
LR

¯

2

0

† †

j

⎡

⎣
⎢⎢

⎤

⎦
⎥⎥

⎡
⎣⎢

⎤
⎦⎥

i.e., proportional to the thermal transmission.

Infigure 5we show ΔG (0)LL as a function ofVx for the same parameters as before (see table 1), for

υ Δ =μ 20 and for γ = t0.94R and γ′ = t0.01R , and γ = t0.85L . The black solid line corresponds to the
experimental temperature Δ =T 0.02exp 0 , while the blue solid line corresponds to a temperature

Δ = × −T 2 100
3 (one order ofmagnitude smaller).We also show a vertical cut of  N1 (corresponding to

υ Δ =μ 20 infigure 2(c)) as a red dashed line. That curve indicates the location of the TQPT (i.e.,
≈when 1N1 ) in a theoretically isolatedwire, which occurs at Δ ≈V 5.2x c, 0 (indicated by a blue dot in the

horizontal axis infigure 5). For >V Vx x c, , strictly speaking the system remains in the topologically non-trivial
phase, but the strongfluctuations of  N1 indicate a very fragile topological protection of theMajoranamodes.

5.1. Experimental considerations
In order to assess the experimental feasibility of our proposal, one important aspect to consider is the effect of a
finite temperature. Comparing the black and blue lines infigure 5we can see that thermal effects dramatically
decrease themagnitude of ΔG (0)jj , as can be seen in the overall reduction of the signal when the temperature

increases from Δ = × −T 2 100
3 to Δ = × −T 2 100

2 (comparable to the experimental value =T 60exp mK in

[9]).While at higherfields >V Vx x c, the signal is still clearly visible at Δ = × −T 2 100
2, closely following the

fluctuations in  N1 , near the criticalfieldVx c, the signal drops to Δ ∼ × −G e h(0) 3 10jj
3 2 (see inset infigure 5).

Although this value is still experimentallymeasurable, it would be desirable tominimize thermal effects in order
to have a stronger signal to detect the TQPT.

Figure 5. Solid lines represent Δ∣ ∣G (0)LL in equation (17) as a function ofVx at Δ =T 0.020 (black line) comparable to the
experimental temperature ≈T 60exp mK, and at Δ =T 0.0020 (blue line). These curves approximately follow the (thermal)
transmission probability  N1 (dashed red line), which shows amaximum = 1N1 at Δ ≈V 5.2x c, 0 , corresponding to the TQPT (see
arrow). All curves have been calculatedwith the same configuration of the disorder potential as in figures 2 and 4, and correspond to
υ Δ =μ 20 (i.e., line of dots in figure 2(c)). Inset: plot of Δ∣ ∣G (0)LL at Δ =T 0.020 in a smaller scale showing that, althoughweaker,
the signal persists and is still experimentallymeasurable.
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Inwhat followswe show that the effect can still bemeasured under reasonable experimental conditions. An
important point which should be taken into account tominimize thermal effect is that our proposal is expected
towork best for short wires, where themaximal ratio ξLw is not too large (infigure 5, using the parameters in
table 1, we estimate an upper bound ξ ≈L 15w ). Therefore, using shorter nanowires should yieldmore robust
signals, albeit at the cost of less resolution. This is because the visibility of the electrical signal crucially depends

on thewidth ℏv LF w of the peak in ΔG (0)LL (see last paragraph in section 6 for an intuitive explanation).

Therefore, a very narrow peak ℏ ≪v L TF w might be hard to detect, or could bewashed away by thermal effects
or other dissipativemechanisms not considered here. Lower base temperatures or larger induced gaps should
also produce a stronger signal, as can be seen infigure 5 (blue line). None of these requirements represent an
intrinsic experimental limitation in future samples or experiments. For instance, base temperatures of the order
of ≈T 20exp mKhave been recently reported in [45], whichwould produce Δ ∼ × −T 7 100

3, allowing a
stronger signal and better resolution of the transition near the critical field.

We also note that themagnetic fields required to see the signal are alsowithin experimental reach. For the
nanowires studied in [9], the large ≈g 50 factor produces ≈V B 1.5x meV T−1. Assuming amaximalmagnetic
field of ∼B 2max T (see for instance figure S2 in the supplementarymaterial in that reference) the Zeeman
energy can bemade as large as ≈V 3x meV. Recalling that the experimentally induced gap is estimated in
Δ ≈ 0.250 meV,we conclude that Δ ∼V 12x,max 0 , which implies that the range of energies infigure 5 is
perfectly feasible.We stress that an important requirement for this proposal is that the nanowiremust be shorter
than the phase-relaxation length < ϕL Lw for the two end-MBS to hybridize coherently, a condition that is
typically verywellmet inmesoscopic samples.

Overall, from the above discussionwe conclude that ΔG (0)jj is a bona fide indicator of the TQPT and the

topological stability of theMBS at low enough temperatures.While the experimental details will obviously
depend on non-universal quantities (such as the size of the SC gap, length of thewire, degree of disorder, etc),
our results infigure 5 indicate that the nonlocal conductance effect is definitely an experimentally observable
quantity atfinite temperatures. From a general point of view, our proposed experiment ismuch easier than
either braiding or fractional Josephson effect (although harder perhaps than the straight ZBCPmeasurement).

Finally, althoughwe have suggested using the pinch off gates as a physical way to effectively tune the coupling
to the normal contacts, this is not necessarily the onlyway to change the parameter γjj. For instance, schemes

using quantumdots (QDs) between the normal contact and theMajorana nanowire [67–69] (i.e., N-QD-S-QD-
N setups) will also serve the same purpose. In this case, it would be relatively easy tomodify the transparency of
the coupling to the lead by changing the gate voltages in eachQD.However, theQDs should be large enough to
avoid strongCoulomb effects, whichmight introduce unwanted effects (e.g., Kondo effect [70]) complicating
the experimental interpretation.We alsomention that in [33], an alternativemethod to detect the TQPT
based on themeasurement of the current shot noise was proposed, whichwould be a complementary to the idea
discussed here.

6. Intuitive theoretical picture

In this sectionwe provide a simple theoretical framework to interpret our numerical simulations in previous
sections. To that endwe focus on a simplified version of theHamiltonian HNW in equations (2) and (3), which
will allow us to obtain an exact solution, therefore providing a valuable physical insight, while retaining at the
same time the relevant physics. These simplificationswill notmodify ourmain conclusions because they do not
depend on the details of HNW itself, but on its symmetry class (i.e., class D in this case) which is a robust feature.
Therefore, for the present purposes we assume a uniform chemical potential μ δμ= =x( ) 00 . In this simplified
model, disorder enters only through the inhomogeneous pair potential Δ x( ), whichwe now assume to be
generic and not necessarily of the form (4).

It is simpler to start the analysis from the uniform casewith periodic boundary conditions, where the band
theory helps to visualize the relevant physics related to the TQPToccurring near the point k=0, at the
intersection of the spin–orbit coupled bandswith different spin projection (see figure 6). Themodes at finite
momentum ±kF are assumed to be gapped by the SC paring interaction (not shown in the picture), and
decouple from the relevant sector at k=0. Projecting the original fermionic operator around this point and
linearizing the bands results in a helical liquidmodel described by theHamiltonian [24]

∫ ψ ψ ψ ψ

Δ ψ ψ ψ ψ

= − ℏ ∂ − ∂

+ + + +

( )
( ) ( )

H x v

x V

d i

( ) h.c. h.c. , (18)

F R x R L x L

L R x R L

NW
† †

†

⎡⎣
⎤⎦
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where ψ ψ≃ ↑ x( )R and ψ ψ≃ ↓ x( )L result from spin-momentum locking around k=0due to the spin–orbit
interaction.Wenow introduce theMajorana basis

η
η
η

ψ ψ

ψ ψ
= ≡

− −

−
x( )

1

2 i i
, (19)

R

L

R R

L L

1
1,

1,

†

†

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

η
η
η

ψ ψ

ψ ψ
= ≡

−

+
x( )

1

2

i i
, (20)

R

L

R R

L L

2
2,

2,

†

†

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

in terms of which (18) splits into two independentmodes

∫∑ η τ

τ ηΔ

= − ℏ ∂

− + −
=

}

{H x x v

V x x

1

2
d ( ) i ˆ

( 1) ( ) ˆ ( ), (21)

n
n
T

F z x

x
n

y n

NW

1,2

⎡⎣ ⎤⎦
wherewe have introduced the Paulimatrices τ̂i acting on LR space. The emergence ofMajorana zero-modes can
be easily seen by solving the eigenvalue equation for E=0

τ τ ηΔ− ℏ ∂ − + − ={ }v V x xi ˆ ( 1) ( ) ˆ ( ) 0, (22)F z x x
n

y n
⎡⎣ ⎤⎦

whose solution is

∫η τ ηΔ=
ℏ

′ + − ′( )x
v

x V x( ) exp
1

d ( 1) ˆ (0). (23)n
F

x

x
n

x n
0

⎧⎨⎩
⎡⎣ ⎤⎦

⎫⎬⎭
Wenowdefine the zero-energy eigenmodes

∫χ Δ= ±
ℏ

′ + − ′ ±
± ( )( )x

v
x V x( ) exp

1
d ( 1) 1

1
, (24)n

F

x

x
n

0

⎧⎨⎩
⎡⎣ ⎤⎦

⎫⎬⎭
in terms of which the expression for a genericMBS localized at the origin (i.e., the left end of thewire) is

η χ χ= +x a x a x( ) ( ) ( ). (25)1 1 2 2

Although the formof the eigenmodes (24) ismore convenient for our purposes, wemention here that one can
easily bring this expression into themore familiar formof the Jackiw–Rebbi soliton solution [71] applying a

rotation along the −ŷ axis = τπ
R̂ ei

4
ˆy, which transforms to the usual eigenvectors of the operator τ̂z . In order to

ensure the existence ofMBSwe need tofind normalizable solutions that decrease sufficiently fast as → ∞x and
that satisfy generic boundary conditions. For awire of length Lw, we can define the quantity

∫λ Δ=
ℏ

′ + − ′( )
L v

x V x
1

d ( 1) , (26)n
F

L

x
n

w 0

w ⎡⎣ ⎤⎦
which in the limit → ∞Lw corresponds to the Lyapunov exponent of the system at zero energy for the channel
n. In terms of these quantities, note that there are two possible situations [2]:

(i) Both λ1 and λ2 have the same sign, in which case we need to choose either η χ χ= ++ +x a x a x( ) ( ) ( )1 1 2 2 or
η χ χ= +− −x a x a x( ) ( ) ( )1 1 2 2 in equation (25), the sign depending onwhich of themodes decays for >x 0.
Since there are two decaying contributions allowed, we can satisfy generic boundary conditions at the
origin. For instance, if the system is a trivial insulator for <x 0, then the boundary condition

Figure 6.Dispersion relation of a nanowirewith Rashba spin–orbit coupling, in the absence of proximity-induced pairing Δ =x( ) 0,
in the absence of Zeeman field =V 0x and for μ δμ= =x( ) 00 . Under these conditions, chosen to simplify the theoreticalmodel in
equation (18), a helical liquid arises near the point k=0.
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η =(0) (0, 0)T must be imposed. This is verifiedwith + =a a 01 2 . Other boundary conditions for open
wires will be analyzed later.

(ii) The Lyapunov exponents λ1 and λ2 have different signs. Then equation (25) is a linear combination of
spinors χ + and χ −. Thismakes it impossible to satisfy generic boundary conditions, except for accidental
situations which are not protected against local perturbations. For instance, in our previous example of a
vanishing boundary condition at the origin, the condition η =(0) (0, 0)T implies that

+ = − =a a a a 01 2 1 2 , which can only be satisfied for = =a a 01 2 . Therefore theMBS does not exist.

From this analysis, we conclude that the TQPToccurs when one of the Lyapunov exponents λn passes
through zero and changes sign,making explicit the connection between the localization properties of aD-class
nanowire and its topological properties. This is a robust feature which is independent of the details of the
microscopicHamiltonian as it depends only on the symmetry classification. Assuming that themagnetic fieldVx

is such that λ > 02 , the condition for the topological phase reduces to

λ Δ=
ℏ

− >
v

V
1 ¯ 0, (27)

F
x1

⎡⎣ ⎤⎦

wherewe have defined the average gap ∫Δ Δ≡ ′ ′
L

x x¯ 1
d ( )

L

w 0

w

. Note that this expression coincides with the

expression derived by Sau et al μ Δ> +Vx 0
2

0
2 for the ideal system, i.e., for a uniform Δ Δ→x( ) 0 and for

μ = 00 [5].

6.1.Openwires
Wenow assume that our wire is connected to conducting leads at both ends, and focus on the transport across
theNSN configuration at zero energy, as depicted infigure 7(a).We define the scatteringmatrix [33]

ψ

ψ

ψ

ψ
= =

′
′ ( )

( )
L

L

t r

r t(0)

(0)
, , (28)R

L

R

L

w
0

w
0

0 0

0 0

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝⎜

⎞
⎠⎟

where ψ η η≡ν ν ν( )x x x( ) ( ), ( )
T

1, 2, are ν‐moving (with ν = L R{ , }) scatteringMajorana states in the left and

right leads (x=0 and =x Lw, respectively). In theMajorana basis, 0 is a real orthonormalmatrix
= = −  T

0 0
†

0
1 [33]. Since from equation (18), themodes =n {1, 2} are decoupled and independent, the

transmission and reflectionmatrices, ′t t,0 0 and ′r r,0 0 respectively, acquire a diagonal form, an can be
diagonalized independently with diagonal elements ′t t,n n0, 0, and ′r r,n n0, 0, .Without loss of generality, inwhat
followswe assume that the only incidentmodes are right-movingmodes arriving from the left lead. This imposes
the boundary conditions (seefigure 7(a))

ψ ψ= =( ) ( )( )L 0
0

, (0) 1
1

, (29)L Rw

which in combinationwith equations (23) and (28), allow to obtain closed analytical expressions for the
reflection and transmission coefficients

λ= − ( )t Lcosh , (30)n n0,
1

w

Figure 7. Schematic view of the scattering across a disorderedMajoranawire in theNSN configuration. In (a) a reflectionless
boundary at the right end is assumed and, consequently, the boundary condition ψ =L( ) (0, 0)L

T
w must be imposed. This is a very

special case, typically incompatible with the experimental situation. In (b) we assume a generic barrier V x( )b at the right end inducing
a reflection amplitudematrix ≠r 0b . In this case different boundary conditionsmust be imposed (see equation (32)).
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λ= − ( )r Ltanh , (31)n n0, w

andwe recover equation (9) for the transmission probability.
Exactly at the TQPT, the determinant of the reflectionmatrix vanishes and a ‘Majorana channel’with perfect

transmission opens at zero energy. Asmentioned in section 3, Akhmerov et al [33]. derived a suitable topological
invariant for a dirty class D nanowire directly in terms of the reflectionmatrix as =Q rsign Det 0 = sign Det

∏ λ′ =r tanh
n n0 0, , and suggested that the TQPT could be observed as a quantized peak in the thermal

conductance through the nanowire ∑ λ= = −( ) ( )G G Lt tTr cosh
n nth 0 0 0

† 2
w , wherewe recover the result in

section 3. This is consistent with the results in [27], where the authors predicted that the transition from
topologically trivial to topologically non-trivial phases should be a delocalization transition, and at both sides of
this point the system should be generically localized at zero energy.However, unfortunately aMajorana channel
is necessarily neutral (i.e., particles and holes have equal weight in theMBSwavefunction) and therefore cannot
support an electrical current. On the other hand, direct thermal transportmeasurements could provide evidence
of the transition [33], but this remains an experimental challenge.

To understand better our experimental proposal in section 5wefirst note that the formof equations (30)
and (31) are a consequence of the particular ‘reflectionless’ boundary conditions (29) at the right end. In other
words, in figure 7(a) at the right end of thewire, the barrier at =x Lw is ‘transparent’, and all right-moving

Majorana states ψ ( )LR w that are transmitted to the right-end of the nanowire disappears in the right lead. As

shown in [39], this is not themost general situation. The generic presence of a barrierV x( )b at the end of the

nanowire induces some probability of reflection, and imposes a non-vanishing amplitude ψ ( )LL w (see

figure 7(b)).More physically, any potential profile at the end nanowire, or the presence of pinch off gates could
play the role of a barrier inducing a non-ideal coupling to the right-lead. For simplicity, let us consider a point-
like scatterer sitting at some point >x L ,b w as depicted infigure 7(b). The crucial point is that, in the presence of
this new barrier, the reflectionless boundary conditions (29) are no longer possible. Assuming that the potential
barrierV x( )b induces reflection and transmission amplitudes, rb n, and tb n, respectively (subject to the unitary

condition ∣ ∣ + ∣ ∣ =r t 1b n b n,
2

,
2 ), the scatteringmatrix obeys

ψ

ψ
ψ

ψ
= =

′
′ 

( )
( )x

L

L

x

t r

r t

( )

( )
, , (32)

R b

L
b

R

L b
b

b b

b bw

w
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎛
⎝⎜

⎞
⎠⎟

and the new boundary conditions for right-movingMajorana states arriving from the left lead are

ψ ψ= =( ) ( )x( ) 0
0

, (0) 1
1

. (33)L b R

In combinationwith equations (28) and (32), we obtain the transmission and reflection amplitudes at the left-
end of the complete system (nanowire and barrier):

=
−

t
t t

r r1
, (34)n

b n n

b n n

, 0,

, 0,

= +
−

r r t
r

r r
t

1
. (35)n n n

b n

b n n
n0, 0,

,

, 0,
0,

⎛
⎝⎜

⎞
⎠⎟

In particular, the last term in equation (35) physically represents processes inwhich the right-movingMajorana
mode is transmitted to the right-end of the nanowirewith amplitude t n0, and is reflected back as a left-mover

with amplitude rb n, . The denominator in − = + + ⋯−r r r r r r r(1 )b n b n n b n b n n b n, , 0,
1

, , 0, , , represents an infinite sum
of all backward and forward internal reflection processes occurring in thewire. Importantly, even though rn is a
local quantity involving the reflection at the left-end of the nanowire, equation (35) explicitly contains non-local
contributions involving scattering at the right-end, and its form is closely related to equations (11) and (14) for
the local differential conductances. This is amilestone result in phase-coherentmesoscopic transport which has
beenwell-known for almost thirty years [61].

The above considerations summarize themain theoretical ideas in this work. Assuming that rb n, is a
parameter that can bemodified in situ in the experiment (as is the case of the pinch off gates in [9]),

equation (35) shows that a small variation δrb n, gives rise to amodification δ λ δ∝ − ( )r L rcoshn n b n
2

w , , which

would be non-vanishing precisely at the TQPT andwhich could be detected in electricalmeasurements. This is
themain idea of our proposal, and themain reason for us to propose experiments in theNSN geometry in order
to establish the existence of the TQPT and theMBS inMajorana nanowires.
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7. Summary and conclusions

Wehave explored the transport properties of disorderedMajorana nanowires in theNSN configurationwith the
nanowire being the superconducting S part and the twoNparts are ordinarymetallic tunneling contacts with
suitable gates controlling their tunnel barriers. This type of geometry is being explored at present by
experimental groups studyingMajorana bound states, and consequently, our studymight be of relevance for the
interpretation of these results. TheNSN configuration allows to access qualitatively new information about the
topological properties of the system through a direct study of non-local correlations inherent in theMBSwhich
cannot be done in theNS geometrymostly used in the experimentalMajoranameasurements so far. Physically,
this is possible because in theNSN configuration one can test the bulk properties, in addition to the boundary
properties which are the only properties accessible inNS contacts. In ourworkwe have adopted a
comprehensive point of view, which links the deep theoretical aspects (i.e., topological invariants, topological
classification, TQPT and topological phase diagram)with the experimental observables (i.e., tunneling
transport).We have also proposed a useful tool, i.e., the difference of local conductances equation (17), to detect
the TQPToccurring as a function of the applied Zeeman field and to assess the topological protection of a given
system experimentally. The experimental signal equation (17) is expected to be stronger andmore robust to
thermal broadening effects for ‘short’wires with ratio ξLw not too large ( ξ ≈L 15w in this work) and

< ϕL Lw , i.e., smaller than the phase-relaxation length.We stress that this proposal to detect the TQPT is
qualitatively different from the study of non-local correlations in the shot noisemeasurements [48–51]. Despite
the simplifications assumed in this work, we note that ourmain ideas do not rely on the details of ourmodel, but
on generic symmetry properties of classDBogoliubov–deGennesHamiltonians. In particular, the fact that the
TQPT correspond to a delocalized point at zero energy is a robust feature in these non-interactingHamiltonians.
In the presence of interactions the theoretical description of transport becomesmuch harder and remains an
open issue. However, we speculate that themain idea behind equation (17) should remain valid in that case too.
Interestingly, using the framework of Abelian bosonization, in [32] it was shown that the low-temperature
properties of a disordered class Dwirewith repulsive short-range electron–electron interactions (i.e.,
dimensionless Luttinger parameter [72] <K 1) are adiabatically connected to those of a non-interacting wire
(i.e., withK=1), provided the system remains in the topological phase as the interaction is adiabatically ‘turned
on’. In particular, the delocalized nature of the TQPT in the interacting case can be inferred using an instanton
calculation in the presence of disorder, where the equivalent of the localization length (i.e., the exponent of the
instanton action) diverges at the critical point [32].
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Appendix. Derivation of equations (11)–(14)

Starting from equations (5) and (10), the expression for the electric currentflowing through the contacts is
= 〈 〉 = 〈 〉 ℏ = 〈 〉 ℏI e N t e H N e H Nd d i [ , ] i [ , ]j j j jmix , which can bewritten in terms of theGreenʼs function

at the contacts [57, 58]

∑=
ℏ

−
σ

σ σ σ σI
e

t d c c d
i

, (A.1)L L L L,
†

1, 1,
†

,
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∑=
ℏ

−
σ

σ σ σ σI
e

t d c c d
i

, (A.2)R R R N N R,
†

, ,
†

,
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wherewe have defined ∑=σ σd dj k jk,
1

,
j

, with =j L R{ , }, andwhere j is the number of sites in the lead j.

With these definitions, note that the currents are positive if particlesmove into the leads (i.e., exit the SC), and
negative otherwise. On the other hand, charge conservation demands that + + =I I I 0L R S , where IS is the
excess current thatflows to ground through the SC (see figure 3).Within the Baym–Kadanoff–Keldysh
formalism [73, 74]we define the lesser and biggerGreenʼs functions

≡σ σ σ σ′
<g t e c c t( ) i ( ) , (A.3)i j i j, ,

†
,

≡ −σ σ σ σ′
>g t e c t c( ) i ( ) , (A.4)i j i j, , ,

†
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so thatwe canwrite the currents as

∫∑ ω
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( ) ( ) . (A.6)R R R N N R, ,

⎡⎣ ⎤⎦
Using equations ofmotion, we can express equations (A.5) and (A.6) in terms of local Greenʼs functions as
[57, 58]
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The unperturbedGreenʼs functions ωσ σ

≷g ( )j j,
0, in the leads
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contain the information about the Fermi distribution functions ω ω μ= +n n( ) ( )j F j at the leads. Substituting

equations (A.9) and (A.10) into equations (A.7) and (A.8) yields
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wherewe have used the identity ω ω ω ω− = −> <g g g g( ) ( ) ( ) ( )r a [73, 74]. Obtaining an explicit expression
for the currents IL and IR in the general case is quite cumbersome.However, sincewewill be interested only in
the conductance, we note that there is a great simplification if we compute directly the conductancematrix by
deriving the currents with respect to the voltagesV V,L R. Then
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Therefore, we see that the problem is reduced tofinding theGreenʼs functions in the superconducting system. In
a non-interacting system, the full Greenʼs function verifies theDysonʼs equation inNambu space [57]

ω ω ω ω= + + + +≷ ≷       ( ) ( )1 1( ) ( ) ( ) ( ) , (A.17)r
L R L R

a0,⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦

ω ω ω ω= + +     ( )( ) ( ) ( ) ( ), (A.18)r a r a r a
L R

r a( , ) 0,( , ) 0,( , ) ( , )
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wherewe have introduced theNambunotation
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The unperturbedKeldyshGreenʼs functions (i.e., computed for = =t t 0L R ) are
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Weonly need the derivative with respect to the voltages, which are only in the leads. Therefore
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Replacing these expressions into equations (A.13)–(A.16), and using the result
ω ω π ρ ω− = −σ σ σ σ σg g( ) ( ) 2 i ( )j j

r
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wherewe have defined the broadening

γ ω π ρ ω= t( ) 2 ( ), (A.28)j j j
2 0
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γ ω π ρ ω= t¯ ( ) 2 ¯ ( ). (A.29)j j j
2 0

Tomake contact with BTK theory [59, 75], we can express these results in amore standard formby recalling that
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we can express our equations (A.24)–(A.27) in the BTK language as [59, 75]

∫ ω= − + +
ω

−∞

∞

( ) ( )
( )

( )
( )G

e

h

n

eV
M

n

eV

n

eV
r r r rd

d

d

d

d
Tr

d ¯

d
Tr , (A.30)LL

L

L

L
L

L
ee
LL

ee
LL L

L
eh
LL

eh
LL

2 † †
⎧
⎨⎪
⎩⎪

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎫
⎬⎪
⎭⎪

∫ ω= +
ω

−∞

∞

( )
( )

( )
( )G

e

h

n

eV

n

eV
t t t td

d

d
Tr

d ¯

d
Tr , (A.31)LR

R

R
ee
LR

ee
LR R

R
eh
LR

eh
LR

2 † †
⎧
⎨⎪
⎩⎪

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎫
⎬⎪
⎭⎪

∫ ω= +
ω

−∞

∞

( )
( )

( )
( )G

e

h

n

eV

n

eV
t t t td

d

d
Tr

d ¯

d
Tr , (A.32)RL

L

L
ee
RL

ee
RL L

L
eh
RL

eh
RL

2 † †
⎧
⎨⎪
⎩⎪

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎫
⎬⎪
⎭⎪

∫ ω= − + +
ω

−∞

∞

( ) ( )
( )

( )
( )G

e

h

n

eV
M

n

eV

n

eV
r r r rd

d

d

d

d
Tr

d ¯

d
Tr , (A.33)RR

R

R

R
R

R
ee
RR

ee
RR R

R
eh
RR

eh
RR

2 † †
⎧
⎨⎪
⎩⎪

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎫
⎬⎪
⎭⎪

where for convenience we have omitted the argumentω inside the brackets.
In order tomake explicit the non-local terms in these expressions wemake use of the identity [76]

Σ Σω ω ω ω ω ω− = −   ( ) ( ) ( ) ( ) ( ) ( ), (A.34)r a r r a a⎡⎣ ⎤⎦
Fromhere, the following results are obtained
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and hence, substituting into equations (A.30)–(A.33), we obtain
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which correspond to equations (11)–(14).
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