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Classification or screening analysis of natural unprocessed teas

using simple digital images and a variable selection algorithm is

described. The proposed methodology uses color histograms gener-

ated on free downloadable software ImageJ 1.44p as a source of

analytical information. Two chemometric methods were compared

for classification of the resulting images, namely Soft Independent

Modeling of Class Analogy (SIMCA), and Linear Discriminant

Analysis (LDA) with variable selection by the Successive Projec-

tions Algorithm (SPA). The results were evaluated in terms of errors

found in a sample set separate from the modeling process. The

choice of more informative photometric color attributes (red-green-

blue (RGB), hue (H), saturation (S), brightness (B), and grayscale)

for screening the tea samples was made during the color modeling

because SIMCA failed to give good results. Therefore the data

treatment used SPA-LDA, which correctly classified all samples

according to their geographical regions, whether from Brazilian,

Argentinian or foreign soils.
1. Introduction

After water, teas from the leaves of Camellia Sinensis are the most

widely consumed beverages in the world.1 Various factors such as

altitude, climate, soil, etc. affect the plant which leads to differing leaf

textures, physical appearance, and chemical properties. Depending

on the manufacturing process, teas are classified into three major

types: non-fermented green tea, semi-fermented oolong tea, and fer-

mented black tea.2,3 Tea has a wide variety of compounds such as

flavonoids, phenolic acids, amino acids, chlorophyll, pigments,

carbohydrates, organic acid, caffeine and other alkaloids, minerals,

vitamins and enzymes.1,4 Unlike black and oolong teas, green tea is

not fermented, and more of the active constituents remain in the

leaves. In terms of consumption, black teas are the most consumed

around the world, and their quality is judged mainly on the basis of

their components and color.
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India and China are first in world tea production, being favoured

by both climatic and topographic characteristics.5,6 Argentinian

production is around 70 000 tons per annum, 80% of which is sold in

foreign markets. The province ofMisiones in Argentina accounts for

90% of the country’s output. Only 10% of the cultivated area is sown

with seeds of national origin, the rest is plantedwith seeds fromChina

and India7which is a source of considerable variation in the quality of

the crops. Though they lack flavour, Brazilian teas are ideal for

blending, and the majority of Brazilian tea is produced for this

purpose. About 70% of the total tea production is sold to the United

States. During the 1970s, the annual tea productionwas about 11 000

tons, yet there has been a steady decline ever since. In recent years, tea

producers have been focusing their efforts on increasing the quality of

Brazilian teas and have seen an increase in market share.

Quality control of tea dependsmainly on its appearance, taste, and

aroma. Traditionally, human sensory assessment by skillful tasters is

employed for evaluating tea quality. However, the results of this type

of assessment are not precise and can be markedly partial.8 The

‘‘Digital Image’’, on the other hand, is an analytical tool with great

potential for use in qualitative and quantitative analysis.9–13 This is

one of the emerging frontiers of advanced research, and dealswith the

process of capturing, conditioning, and measurement of the Digital

Camera based digital image by using advanced soft-computing

algorithms that extract important information and features from the

acquired images.14–16 The technique is non-invasive, facilitates the

acquisition of data, and decreases costs. It also can reproduce a

human evaluation in a standardized, impartial, and robust way.17

Many methodologies have been proposed to determine the phys-

ical/chemical properties of foods, using chemometrics, pattern

recognition, and image analysis techniques. Applications for digital

image processing techniques are expanding rapidly in the food pro-

cessing industries.18,19 Multi- and hyperspectral imaging, artificial

olfactory devices, and spectrometric techniques that use wavelet

transform, neural networks, and support vector machines have been

developed but are expensive, and overly complex.18,20–31

Non-destructive classification is one of the most important appli-

cations for image analysis. Many studies have used Principal

Component Analysis (PCA) to compress the information, and the

derived latent variables are applied later with a classifier (e.g. Fisher’s

Linear Discriminant Analysis).32–34 From a database made up of

useful classification variables, and applying Soft Independent

Modelling of Class Analogy (SIMCA), and Partial Least Squares-

DiscriminantAnalysis (PLS-DA), the dimension of the data structure
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Fig. 1 Apparatus built for tea image capturing and examples of green

and black tea samples. (a) Digital camera, (b) metallic support, (c)

circular lamp, (d) Brazilian green, (e) Argentinian green, (f) Brazilian

black, (g) Argentinian black, and (h) Imported black tea.
is reduced and the classification accuracy rate achieved by simpler

classification techniques is improved upon.35,36 Linear Discriminant

Analysis (LDA) as a classifier, with variable selection by the

Successive Projections Algorithm (SPA)37 has been successfully used

for this purpose in different classification problems, including the

analysis of edible vegetable oils,38,39 soils,40 cigarettes,41 coffees,42

diesel/biodiesels,43 alcohol fuels,44 beers45 and pen inks.46

SIMCA is a well-known multivariate pattern recognition method

which discriminates between different classes of samples,47–51 given

various classes, classification rules are defined by a set of samples

from known classes (the training set), together with distinct

measurement values from each sample, and a sample validation set is

included. The rules are then used to classify the new unknown

samples (test set) on the basis of similar measurements.52 LDA clas-

sification methods employ linear decision boundaries (hyperplanes),

which are defined in order to maximize the ratio of inter-class to

intra-class dispersion.53 In order to have a well-posed problem, the

number of calibration (training) objects must be larger than the

number of variables included in the LDAmodel. The use of LDA for

classification of spectral data usually requires an appropriate variable

selection procedure.37,41,54,55 The Successive Projections Algorithm

(SPA) was adapted37 for use in classification problems. In the original

formulation,56 the candidate variable subsets are formed as a result of

projection operations intended to minimize multi-collinearity effects,

which are known to cause poor performance in LDA.39,57

This study aimed to classify or screen non-processed green and

black teas purchased in Brazil and Argentina using simple images

captured on a digital camera. The methodology used chemo-metri-

cally evaluated color histograms generated on free software ImageJ

1.44p.58 The chemometric evaluation utilized SPA in combination

with LDA. The study determined a relationship between the digital

image and geographical origin of the tea, this being useful for

investigating possible sample adulterations. It could provide an

additional tool for primary tea producers to secure both quality and a

differentiated product.
Fig. 2 The ImageJ software and the corresponding histograms and

images for a green tea sample.
2. Experimental

2.1. Samples and image acquisition

One hundred samples of green and black teas were purchased from

local supermarkets; 40 Brazilian samples (20 each green and black),

and 40 Argentinian samples (20 each green and black), and 20

imported black samples. For all of the above, five brands of each type

whether green or black were purchased to assure variability or

uniform distribution of the model.

The method of imaging takes into consideration the overall visual

feature of the sample surface. All samples were homogenized, and

photographed without treatment using a digital camera, Olympus�
model SP-510 UZ, with 7.1 Megapixels. To achieve standardization,

manufacturers resolve questions of color balance red-green-blue

(RGB), hue (H), saturation (S), and brightness (B), as well as the

grayscale intensity in ways particular for each camera model sold.

These manufacturer’s considerations do not affect the overall

method, but rather the individual scores for each value; RGB, HSB,

grayscale. A total of 300 images (3 for each sample) were obtained.

To ensure reproducibility, a mechanical digital camera support and a

circular fluorescent lamp were mounted to maintain fixed posi-

tioning, luminosity, sample-to-camera distance, and focus. Fig. 1
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shows the apparatus built for image capturing, and actual examples

of the five groups (Argentinian green and black, Brazilian green and

black, and imported black teas) in line to be photographed. The

digital camera was set above the tea vertically. The distance between

the lens and the tea was 12 cm, and between the illumination and the

tea was 10 cm. The digital camera was placed in the center of a

circular fluorescent lamp. The sample holder used in this study was

composed of polytetrafluoroethylene, which minimizes light scat-

tering and fluorescence effects, and their effects on image color

histograms. Therewith, the proposed methodology dispensed with

the need for further image manipulation.
2.2. Histograms and data analysis

Color histograms describe the statistical distribution of the pixels as a

function of the recorded color component, and not a physical–

chemical behavior directly. The digital images were treated using free

downloadable software ImageJ 1.44p, which created a histogram for

each; red, green, blue, hue, saturation, brightness, and grayscale

intensity. Fig. 2 shows an example of each histogram type (and its

corresponding image), for a single green tea sample.
Anal. Methods, 2012, 4, 2648–2652 | 2649



Fig. 3 PCA scores obtained from RGB, HSB, grayscale and RGB +

grayscale + HSB histograms for all tea samples. Brazilian green tea ( ),

Brazilian black tea ( ), Argentinian green tea ( ), Argentinian black

tea ( ) and Imported black tea (C). The variance for each principal

component is indicated in parenthesis.
For data treatment we defined a 1000 � 1000 pixel square region

at the center of each image, which represented about 14% of the total

image area. Using only the selected region of the images, histograms

employing red, green, blue, hue, saturation, brightness, and grayscale

were constructed. Each color component of the models is composed

of 256 tones, which are used as analytical information. In order to

check for each color’s relative influence, we selected four different

color models employing (a) RGB, (b) HSB, (c) grayscale, (d) RGB +

grayscale + HSB. The models were composed of (a) 3� 256, (b) 3�
256, (c) 1� 256 and (d) 768 + 256 + 768 variables, respectively. From

three photos for each sample a mean histogram was calculated.

The analytical information extracted from the histograms above

was employed to construct the chemometric classification models

using SIMCA and SPA-LDA. The data obtained from each histo-

gram were separated into: training (60%), validation (20%) and

prediction (20%) sets using the Kennard–Stone algorithm.59 The

Kennard–Stone (KS) algorithm was applied separately to each class.

It is a classic method to extract a representative set of objects from a

given dataset bymaximizing the minimal Euclidean distance between

already selected objects and the remaining objects. The calibration,
Table 1 SIMCA and SPA-LDA classification results for green and black tea
classification modelsa

Histograms used in the
classification models

SPA-LDA

Selected variables/cost
function value

No. of errorsc (%)

Green

Br Ar

RGB 20/0.74728 0 37.5
HSB 16/0.54008 0 0
Grayscale 12/0.81383 50.0 50.0
RGB + grayscale + HSB 17/0.54907 0 0

a Br ¼ Brazilian tea; Ar ¼ Argentinean tea; Im ¼ Imported tea. b 95% confi
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validation and prediction samples were initially selected in accor-

dance with the Kennard–Stone results.37,59–61 Chemometric data

treatment was implemented with The Unscrambler� 9.7 (CAMO

S/A), and Matlab� 2009b (Mathworks Inc.) software.
3. Results and discussion

3.1. Exploratory analysis

In Fig. 1, we can observe that it is difficult to distinguish between

Fig. 1(d) and (e), in the case of green teas, and between Fig. 1(f)–(h)

for black teas. Since there is variation in the colors of individual tea

particles, the images are characterized by a natural stochastic image

texture, i.e. they allow us to extract information about the spatial

arrangement of color and intensities. Color histograms describe the

statistical distribution of the pixels as a function of the recorded color

component, and not physical–chemical properties.

An exploratory data analysis wasmade using principal component

analysis employing the three color models RGB,HSB, and grayscale,

and the one model using all the histograms together (RGB + gray-

scale + HSB), as described before. Fig. 3 shows the plotted scores of

the two first principal components using these four colors models.

The (RGB) and (grayscale) plots present overlap between the

samples, and very little separation. Plots (HSB) and (RGB + gray-

scale + HSB) present similar results which separate the samples into

two major clusters of black and green tea, yet with some remaining

overlap. This was expected since green and black teas are very

different in color, surface texture, particle size, etc. The three black

teas overlap more, while the two green teas are better resolved. This

occurs because there is repetition of the image information, which

requires variable selection to discover which tones of the histogram

lead to a better classification model. A variable selection algorithm

(SPA-LDA) was used to resolve this and consequentially to classify

the tea samples. The SPA-LDA results were subsequently compared

with the SIMCA classification results, as discussed in the next section.
3.2. Classification

Table 1 shows the SPA-LDA and SIMCA results with cost function

values, for both green and black tea samples according to the

geographical region for the four histogram classification models.

Green teas were classified intoBrazilian andArgentinian clusters; and

black teas into Brazilian, Argentinian, and Imported clusters. Each

class was composed of 20 tea histograms, which were separated into
samples according to their geographical origin using color histograms in

SIMCAb

No. of errorsc (%)

Black Green Black

Br Ar Im Br Ar Br Ar Im

50.0 37.5 12.5 100 87.5 87.5 100 87.5
12.5 37.5 0 100 100 100 87.5 87.5
12.5 12.5 12.5 100 75.0 100 87.5 87.5
0 0 0 100 75.0 100 87.5 87.5

dence level. c Validation + test errors.

This journal is ª The Royal Society of Chemistry 2012



Fig. 4 The 17 variables selected by SPA-LDA (C) from the red, green,

blue, grayscale, hue, saturation, and brightness histograms.
training (12), validation (4) and prediction (4) sets. The number of

classification errors is presented as validation + prediction errors;

their respective percentages are also shown. The SIMCAmodels were

calculated with a 95% confidence level.

For the SIMCA models, all training, validation, and prediction

samples separated by the Kennard–Stone algorithm were correctly

classified into their respective class, but they are to a large degree

classified into other classes as well. This can be ascribed to the high

overlap between the classes, reaching errors of above 75%. SPA-LDA

improved meaningfully the geographical discrimination ability of the

classification models. Fig. 4 shows the 17 variables selected by SPA-

LDA from the red, green, blue, grayscale, hue, saturation, and

brightness histograms, which correspond to less than one percent of

all the variables. These 17 variables (color tones, hue, saturation, and

brightness) serve as the basis for a more intelligent discrimination

between class characteristics. Although a similar separation pattern

into twomajor classes (black and green teas) had been obtained using

principal component analysis (see Fig. 3), the SIMCAmodel uses all

of the information contained in the databases and its predictive

ability becomes limited by superfluous information.

Fig. 5 shows plots of the four resulting SPA-LDA discriminant

functions (DF), corresponding to the linear combination of the

selectedvariables.Weobservedgooddiscriminationbetweenthegreen

teas, into Brazilian and Argentinian clusters, and with respect to the

black teas, the Imported tea classwas separated from theBrazilian and

Argentinian black tea clusters by the superior DF’s, 3–4.
Fig. 5 Discriminant functions plot (DF1-4) obtained employing the

SPA-LDA selected variables for Brazilian green tea ( ), Brazilian black

tea ( ), Argentinian green tea ( ), Argentinian black tea ( ), and

Imported black tea (C).
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4. Conclusions

This paper demonstrates the use of analytical information extracted

from digital image generated color histograms. An appropriate

variable selection algorithm (SPA), in combinationwith LDA, served

as an analytical tool for discriminating natural green and black teas

according to their geographical regions, whether from Brazilian and

Argentinian, or foreign soils. The value of this method is that it

approximates the expert/master’s eye for discerning the origin of the

tea being examined, yet remains impartial. The importance of sample

positioning, lighting uniformity, and focal distance is worth

mentioning, with these resolved, further image manipulation was

unnecessary. The choice of an appropriate combination of histo-

grams, and subsequent treatment using SPA-LDA reduced by about

99% the number of variables. The proposedmethod presents inherent

advantages and requires no prior handling of the samples, no

reagents, and generates no waste.
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