Observed and Simulated Summer Rainfall

Variability in Southeastern South America

Introduction

The climate changes observed in the last decades have
raised concern among policy and decision makers about
theimportanceofimprovingtheknowledgeand prediction
of climate. In particular, the Southeastern South America
(SESA) is one of the few regions in the world which have
experimented both large positive summer precipitation
trends in mean and extremes during the 20th century
(e.g. Liebmann et al., 2004; Re and Barros, 2009; Penalba
and Robledo, 2010; Saurral et al., 2016). Furthermore, a
precipitation increase is projected over the region for the
current century (Hartmann et al.,, 2013). These changes
pose a significant threat for many socio-economic sectors
within this region.

Recently, Vera and Diaz (2015) have shown that the fifth
phase of the Coupled Model Intercomparison Project of
the World Climate Research Program (CMIP5, Taylor et
al.,, 2012) multi-model historical simulation dataset (i.e.
including all observed forcings) is able to represent the
sign of the trends of the last century over SESA, although
with a weaker magnitude. When comparing results
from the historical simulation including all forcings
against those only including natural forcings and only
considering greenhouse gases forcing, they concluded
that anthropogenic forcing in CMIP5 models has a
detectable influence in explaining the observed positive
precipitation trends.

Through teleconnection patterns, tropical ocean
variability is one of the main precipitation forcings in
SESA. The El Nifio Southern Oscillation (ENSO) has
been shown to be the main influence for SESA rainfall
variability on interannual scales (e.g. Ropelewski and
Halpert, 1987; Kiladis and Diaz, 1989). However, the
way in which ENSO affects SESA rainfall seems to be
modulated by ocean lower-frequency patterns as the
Pacific Decadal Oscillation (PDO) (Kayano and Andreoli,
2007) and the Atlantic Multidecadal Oscillation (AMO)
(Kayano and Capistrano, 2014). Furthermore, Barreiro
et al. (2014) found that both, PDO and AMO, have also an
influence on summer SESA rainfall independently from
ENSO.
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How anthropogenic forcings are combined with low
frequency natural climate variability to modulate the
regional rainfall variability and trends in SESA has
not been explored in detail yet. Therefore, a deeper
knowledge of decadal climate variability in the region
is needed in order to project near term future changes
with a larger degree of confidence. According to this,
our goal is to understand the influence of the large-scale
interannual variability of sea surface temperatures (SST)
on austral summer rainfall in SESA in a global warming
context and to evaluate if CMIP5 models are able to
represent that influence properly.

Leading observed co-variability pattern of SST and
SESA rainfall

Rainfall data from the Global Precipitation Climatology
Centre (GPCC) dataset (Schneider et al., 2011) were
used in this study, with a spatial resolution of 2.5°. This
product considers station-based records, and thus it
only has continental coverage. SST monthly values were
derived from the NOAA Extended Reconstructed Sea
Surface Temperature Version 3b (ERSSTv3b, Smith et al,,
2008) with a spatial resolution of 2°. Summer was defined
as the December-January-February (DJF) trimester.
Anomalies were computed from the corresponding long-
term means considering the period 1902-2010. Both
undetrended and detrended anomalies were defined for
both variables. Non-linear trends were removed through
a linear regression between global mean SST time series
and those for SST or precipitation anomalies at each
grid point. Removing linear trends instead of non-linear
produce slightly different results in variability patterns
obtained, especially for higher order modes. As global
warming trend is non-linear, the removal of non-linear
trends allows to better identified variability beyond the
global warming signal.

The influence of the observed large-scale interannual
variability of the SST anomalies on austral summer
rainfall in SESA is described through a singular value
decomposition analysis (SVD) performed jointly on
the summer seasonal rainfall anomalies over SESA



(39°S-16°S;64°W-31°W) and SST anomalies from
45°N to 45°S. The temporal variability of each mode is
described by the time series of the expansion coefficients
(hereinafter SVD time series) resulted for each variable
from the SVD analysis. Correlation maps between the SVD
time series of SST and SST anomalies at each grid point
(i.e. homogeneous correlation map) were computed to
describe the SST patterns associated with the modes. On
the other hand, the correlation maps between the SVD
time series of SST and precipitation anomalies at each
grid point (i.e. heterogeneous correlation map) were
used to describe the mode influence on precipitation in
southern South America.

The temporal series of the first mode (SVD1), which
accounts for 71% of the total squared covariance,
exhibits significant variability on interannual timescales,
modulated by long-term trends (Fig 1a). The mode
is positively correlated with SST anomalies almost
everywhere with maximum values in the tropical portions
of the Pacific and Indian Oceans (Fig 1b). It also exhibits
positive correlations with rainfall anomalies in northern
Argentina, Uruguay and Southern Brazil (Fig 1c).

The SVD analysis was also performed considering
the detrended anomalies of both variables. The
corresponding SVD1 accounts for 51% of the total
squared covariance and it presents a strong decadal
modulation of its year-to-year activity with phase shifts
at around the 1930s, 1970s and 1990s (Fig 1d). This
mode shows positive correlations with rainfall anomalies
in SESA (Fig 1f) and SST anomalies in equatorial Pacific
and Indian Oceans (Fig 1e). Moreover, the mode presents
negative correlations with SST anomalies in the North
and South Pacific distributed in a ‘horseshoe-like’ spatial
pattern resembling that associated with ENSO or the
PDO. A similar SST and precipitation correlation pattern
was identified by Grimm (2011) for the second variability
mode of summer precipitation for the period 1961-2000,
considering almost all South America. Furthermore, the
characteristics of the SVD1 obtained here are also similar
to the ones obtained by Robledo et al. (2013), computing
a SVD analysis between global SST anomalies and daily
precipitation extreme index in SESA.

The SVD time series resulting from the analysis of both
undetrended and detrended anomalies (Fig 1a and Fig
1d, respectively) shows periods in which the expansion
coefficients of the two variables are in phase, while in
others they are not. The correlation between those two
series can be considered a measure of the strength of
the coupling between SST and precipitation patterns
obtained from SVD1 (e.g. Venegas et al., 1997). Then, in
order to explore changes in the coupling between global
SST and SESA rainfall, a 19-year sliding correlation
analysis was performed to the SVD time series resulting
from the undetrended and detrended anomalies of
both variables. Fig 2 shows that sliding correlations are

positive for all the period considered, although decadal
variations are noticeable. Periods of high coupling
(1930s-1940s, 1990s) and low coupling (1980s) can
be identified. The results agree with those obtained by
Martin-Gémez et al. (2016) using a complex network
methodology to detect synchronization periods among
the tropical oceans and the precipitation over SESA. In
general, sliding correlations are higher for the detrended
case (Fig 2), indicating that trends for both variables
show different behaviour in some periods, which reduce
the corresponding correlation. Preliminary exploratory
analysis (not shown) for the detrended case suggest that
during positive (negative) events of SDV1, defined as
those years in which the SVD1 time series for SST is above
1 (below -1), negative (positive) Southern Annular Mode
(SAM) phases seem to reinforce the teleconnections,
induced by the tropical Pacific-Indian ocean conditions,
in the vicinity of South America. The SAM influence on
the Pacific teleconnection has been proposed earlier by
Vera et al. (2004) and Fogt and Bromwich (2006).
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Figure 1: (a) SVD time series of SST (blue) and rainfall
anomalies (red) over SESA (region indicated by the red
rectangle in c). (b) Homogeneous correlation map between
the SVD time series of SST and SST grid point anomalies. (c)
Heterogeneous correlation map between the SVD time series
of SST and rainfall grid point anomalies. (d), (e) and (f) same
as (a), (b) and (c), but for the detrended anomalies. Contours
indicate 95% significance level.

Leading simulated co-variability pattern of SST and
SESA rainfall

A preliminary evaluation of coupled general circulation
models’ ability in representing the main SVD1 features
was made. Historical simulations from 39 models
included in CMIP5 were considered. The simulated spatial
SVD1 patterns obtained from detrended anomalies were
computed over the period 1902-2005 (available period
for both observations and models), and compared with
those resulted from the observed datasets. An index
(M) was defined as the spatial correlation between the
simulated and observed patterns for SST, times the spatial
correlation between the simulated and observed patterns
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Figure 2: 19-year sliding correlation between SVD time series
for SST and rainfall anomalies over SESA for the undetrended
(blue) and detrended (red) anomalies.

for rainfall. If M is close to 1, both SST and precipitation
patterns are represented properly by the models, while
values close to 0 or negatives indicate that models fail in
representing properly the observed patterns. To obtain
the model ensemble mean, mean of M for each model is
computedoveralloftheirmembers.Intermodeldispersion
are described by the corresponding standard deviation.

Some CMIP5 models are able to reproduce the spatial
patterns corresponding to the leading mode of co-
variability, although other are not skillful (Fig 3). The
M index value averaged over all models is 0.35, with 25
models from a total of 39, with M values above it. Inter
member dispersion is highly variable between models.
For some models, like GISS-E2_H, IPSL-CM5A-LR or
NorESM1-M, M value could be positive, negative or close
to zero depending on the realization selected. In other
models, like CCSM4 or HadGEM2-ES, an outlier member
mostly affects model performance. On the other hand,
there are models that have high M values and low inter
member dispersion, as CanESM2, CNRM-CM5, GFDL-CM3
or GISS-E2-R. On average, most models tend to represent
properly the SST pattern corresponding to SVD1, with a
mean correlation value of 0.69 ranging between 0.32 and
0.9. However, the representation of the rainfall pattern
in SESA region is less satisfactory, associated with mean
correlation values of 0.45, but extended between -0.75
and 0.82. Several models tend to reproduce a dipole
rainfall correlation pattern in southern South America,
instead of the observed monopole. These results allows
us to conclude that most models in CMIP5 historical
simulations are able to reproduce reasonably well the
spatial leading pattern of co-variability between SST and
SESA rainfall.

Concluding remarks

The co-variability between global SST anomalies and
precipitation anomalies in SESA during summer was
assessed through a SVD analysis over the period 1902-
2010. The temporal series of the SVD1 exhibits significant
variability on interannual timescales, modulated by long-
term trends. The mode is positively correlated with SST
anomalies almost everywhere with maximum values in
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Figure 3: M index (see text for details) for WCRP/CMIP5
models members and model mean. Brackets indicate number
of members for each model. Blue bar indicate inter model
dispersion for model ensemble mean.

the tropical portions of the Pacific and Indian Oceans, and
also exhibits positive correlations with rainfall anomalies
in SESA. When detrended anomalies of both variables
were considered, the corresponding SVD1 temporal
series presents a strong decadal modulation of its year-
to-year activity. The corresponding mode shows positive
correlations with rainfall anomalies in SESA and SST
anomalies in equatorial Pacific and Indian Oceans, and
negative correlations with SST anomalies in the North
and South Pacific distributed in a ‘horseshoe-like’ spatial
pattern resembling that associated with ENSO or the PDO.
Periods of high coupling (1930s-1940s, 1990s) and low
coupling (1980s) between undetrended and detrended
anomalies of both variables could be identified.

A preliminary analysis of CMIP5 models representation
of SVD1 was also performed. Most models in CMIP5
historical simulations are able to reproduce reasonably
well the spatial leading pattern of co-variability between
SST and SESA rainfall. The reasonable ability that many
CMIP5 models exhibits in representing the global SST
influence on summer precipitation in SESA, suggests
that some model prediction skill might be obtained by
simulations that account for a proper initialization of
the ocean. Recently, it has been shown that the CMIP5
decadal predictions have some predictive skill in different
ocean basins for a few years (e.g. Meehl et al,, 2014).
As a consequence, future research will be advocated to
the evaluation of the decadal predictability of the SST
anomalies in those regions influencing SESA rainfall.
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