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Purpose: The LIonTrack (Light Ion Track) Monte Carlo (MC) code for the simulation of H+, He2+,
and other light ions in liquid water is presented together with the results of a novel investigation of
energy-deposition site properties from single ion tracks.
Methods: The continuum distorted-wave formalism with the eikonal initial state approximation
(CDW-EIS) is employed to generate the initial energy and angle of the electrons emitted in ioniz-
ing collisions of the ions with H2O molecules. The model of Dingfelder et al. [“Electron inelastic-
scattering cross sections in liquid water,” Radiat. Phys. Chem. 53, 1–18 (1998); “Comparisons of
calculations with PARTRAC and NOREC: Transport of electrons in liquid water,” Radiat. Res. 169,
584–594 (2008)] is linked to the general-purpose MC code PENELOPE/penEasy to simulate the
inelastic interactions of the secondary electrons in liquid water. In this way, the extended
PENELOPE/penEasy code may provide an improved description of the 3D distribution of energy
deposits (EDs), making it suitable for applications at the micrometer and nanometer scales.
Results: Single-ionization cross sections calculated with the ab initio CDW-EIS formalism are com-
pared to available experimental values, some of them reported very recently, and the theoretical elec-
tronic stopping powers are benchmarked against those recommended by the ICRU. The authors also
analyze distinct aspects of the spatial patterns of EDs, such as the frequency of nearest-neighbor
distances for various radiation qualities, and the variation of the mean specific energy imparted in
nanoscopic targets located around the track. For 1 MeV/u particles, the C6+ ions generate about
15 times more clusters of six EDs within an ED distance of 3 nm than H+.
Conclusions: On average clusters of two to three EDs for 1 MeV/u H+ and clusters of four to five
EDs for 1 MeV/u C6+ could be expected for a modeling double strand break distance of 3.4 nm.
© 2013 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4803464]
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I. INTRODUCTION

To get a better insight into the variation of the relative bio-
logical effectiveness (RBE) with radiation quality, it is desir-
able to make a detailed analysis of the distinct spatial pat-
terns of energy deposits (EDs) (Ref. 3) at the nanometer
scale.4, 5 To date, such data are not available from experiments
done in liquid water, but certain quantities like ionization-
cluster-size distributions at the nanometer scale have been
measured in gas-filled proportional counters and correlated
to liquid water.5 Another approach to study the patterns of

EDs is to utilize track-structure Monte Carlo (MC) codes6–9

to carry out detailed, i.e., event-by-event, simulation in liquid
water.

In the last few decades, several MC codes have been devel-
oped within the ambit of micro-dosimetry, see the review ar-
ticle by Nikjoo et al.10 Some of these are devoted to the trans-
port of electrons, e.g., DELTA,11 KURBUC,12 and NOREC,13

while others simulate the passage of protons and other light
ions, e.g., PITS04,14 MC4,7 PARTRAC,15 RITRACKS,16 as
well as the codes developed by Champion et al.,8 Wiklund
et al.,17 etc.
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Results of track-structure simulations rely on the accu-
racy of the cross sections for the various reaction channels
of the considered particles. The light-ion transport codes
RITRACKS, MC4, and PARTRAC use semiempirical ion-
ization cross sections computed within different theoreti-
cal frameworks. RITRACKS is based on Rudd’s semiem-
pirical model whereas MC4 and PARTRAC cross sections
are determined within the plane-wave Born approximation.
However, the continuum distorted wave (CDW) method rep-
resents the state-of-the-art ab initio formalism for deriv-
ing the doubly differential cross sections (DDCSs) in the
angle and energy of the ejected electron18, 19 pertaining to
the ionization of atoms or molecules by ion impact. Since
the theoretical expressions obtained within the CDW frame-
work are very difficult to compute, simplifications are made
to facilitate the numerical calculation of the DDCSs. To
this category belongs the eikonal-initial-state approximation
(CDW-EIS),19–22 that has been recently incorporated in a
few other MC codes8, 17, 23, 24 to describe the ionization of
H2O molecules by light ions. As for the inelastic inter-
actions of electrons in condensed matter, the plane-wave
Born approximation25 with exchange and low-energy cor-
rections constitutes the conventional framework to compute
excitation and ionization cross sections from knowledge on
the dielectric properties of the traversed medium. In this
context, Dingfelder et al.1, 2 devised a parameterization of
the dielectric response of water in the liquid phase, which
is implemented, for instance, in PARTRAC, PITS04, and
KITRACK.26

The aim of this paper is to present the newly devel-
oped MC tool LIonTrack (Light Ion Track) for the simu-
lation of the spatial patterns of EDs by light ions in liq-
uid water with physics models relevant for the nanometer
scale. To optimize accuracy in this regime, the ionization
by ion impact is described by the CDW-EIS cross sections.
Furthermore, we transport the phase-space (initial energy, po-
sition, and direction) of the first-generation secondary elec-
trons generated by LIonTrack with a modified version of
PENELOPE/penEasy. PENELOPE is well adapted to deal
with certain types of microdosimetry problems when oper-
ated in an event-by-event mode, as pointed out by several
authors.27–32 Nevertheless, when applying standard PENE-
LOPE to track structure simulations, there are some lim-
itations remaining due to the handling of inelastic in-
teractions in condensed matter.33 To remedy for this we
utilize the aforementioned parameterization of the dielectric
response of water in the liquid phase by Dingfelder et al.1, 2

With the novel approach of linking this model to PENE-
LOPE/penEasy we achieve the degree of detail required for
nanometer scales while retaining the advantages and capa-
bilities of the standard PENELOPE code distributed by the
OECD Nuclear Energy Agency. As a first application of LI-
onTrack, we present here the spatial patterns of EDs gen-
erated by single ion (proton, helium, lithium, and carbon)
tracks. Specifically, we perform the clustering analysis in a
novel way on the full spatial extension of the track and not
in small selected volumes as previously presented by several
authors.15, 34–38

II. THE LIONTRACK MC CODE

The MC code consists of two separate packages. The first
one transports light ions with specific energies E/M in the in-
terval 1–300 MeV/u in liquid water. It utilizes precalculated
tables of DDCSs from which the energy and emission an-
gle of each secondary electron ejected by light-ion impact are
sampled and stored in a “phase space file” along with the ac-
tive molecular orbital and the position where the ionization
took place (information on excitations is also scored). Ad-
ditionally, this package also includes the Hansen–Kocbach–
Stolterfoht (HKS) DDCS (Ref. 20) for 1–20 MeV/u protons
that was adopted in our previous work.39 The second pack-
age handles the transport of the secondary electrons, which
are followed down to a selected absorption energy transport
cutoff. Below such cutoff the remaining energy of the particle
is deposited on the spot. This code is an ad hoc modification
of the penEasy main program40 that supplements the PENE-
LOPE (version 2008) subroutine package41 by replacing the
default model for electron inelastic interactions in liquid water
with tables of ionization and excitation cross sections com-
puted from the formalism developed by Dingfelder et al.1, 2

Furthermore, a new tally has been added to penEasy to score
the profile of EDs.

II.A. Cross sections for light ions

The ionization and excitation reaction channels for light
ions with energy in the 1–300 MeV/u interval are included.
Nuclear fragmentation is not considered. Furthermore, the
light ions are assumed to follow straight trajectories, which
is a good approximation for track-structure purposes where
only a short longitudinal segment of the track is analyzed.

II.A.1. Ionization

The CDW-EIS formalism19–22 is employed to calculate
DDCSs, differential in the variables (energy εe and polar an-
gle θ e) of the ejected electron, as well as the correspond-
ing singly differential cross sections (SDCSs) and total cross
sections (TCSs). This model accounts for the postcollision
Coulomb interaction of the outgoing electron with both the
residual H2O+ ion (considered as a core with an effective
charge) and the receding projectile. The ensuing two-center
effects modify substantially the shape of the DDCS in the case
of slow and/or highly charged light ions, yielding a conspicu-
ous peak (the so-called “electron-capture to the continuum”
peak) at forward angles when the velocity of the electron
matches that of the ion. The present implementation of the
CDW-EIS method expresses the initial wave function of each
molecular orbital of the target H2O molecule as a linear com-
bination of Slater-type atomic orbitals with coefficients ob-
tained from a population analysis.24 In turn, the postcollision
electron-target and electron-projectile interactions are repre-
sented through Coulomb fields where the effective charge of
the target is determined from the experimental binding en-
ergy of the active molecular orbital in the liquid phase (or in
the vapor phase when CDW-EIS cross sections are compared
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with experiment). Finally, relativistic effects are incorporated
in the kinematics of the projectile.

The methods developed to carry out the random sampling
of εe and θ e in ionizing collisions from the CDW-EIS cross-
section tables are briefly outlined in the Appendix.

II.A.2. Excitation

A simple yet accurate way to obtain excitation cross sec-
tions for ions with E/M ≥ 1 MeV/u relies on the scaling
property (within the Born approximation) of cross sections
with the projectile speed.42 Then, excitation cross sections
computed for relativistic electrons in liquid water1, 2 can be
converted into the corresponding data for a light ion with
the same speed by additionally scaling with the square of
the projectile charge, again in the spirit of the first Born
approximation.

II.B. Cross sections for electrons

II.B.1. Excitation, ionization, and atomic relaxation

The model implemented in PENELOPE to describe inelas-
tic collisions of electrons is based on a schematic general os-
cillator strength for each atomic electron shell. This simple
approach has several advantages. For instance, it can be em-
ployed to simulate the energy loss in arbitrary materials (ele-
ments, compounds, etc.) and performs well for quantities such
as the mass collision stopping power. However, it oversimpli-
fies the energy-loss SDCS for distant interactions, i.e., those
which involve a small momentum transfer.33 This is a draw-
back in certain microdosimetry applications as pointed out,
e.g., by Bernal and Liendo.32 To remedy for this limitation, we
have adapted PENELOPE/penEasy so that, when an electron
is being transported in liquid water, the default differential
and total cross sections for inelastic interactions are replaced
by those computed from the formalism set up by Dingfelder
et al.1, 2 to describe both ionizations and excitations. In the
case of ionization, the emission angle of the ejected elec-
tron is determined from the kinematics of a binary collision
with a stationary electron. In what follows, PEN08 will refer
to the default electron inelastic model in PENELOPE (ver-
sion 2008) and DR08 will stand for Dingfelder et al.1, 2 cross
sections.

When an ionization occurs in the oxygen K shell, either a
KLL Auger electron or a Kα characteristic x-ray is released
isotropically. Notice that, unlike in standard PENELOPE, we
do not consider K-shell ionization of oxygen as an interac-
tion mechanism that is decoupled from the energy-loss pro-
cesses. In this way, artifacts that might show up in the form of
negative energy imparted in very small scoring volumes are
avoided.33

II.B.2. Elastic scattering and bremsstrahlung

The cross sections in PENELOPE for elastic scattering and
bremsstrahlung interaction mechanisms (as well as for photon
interactions) and the associated random sampling algorithms
are kept unaltered. The elastic scattering database was ob-

tained from relativistic partial-wave calculations carried out
within the static-exchange approximation.43, 44 Cross sections
calculated with this method have been published as ICRU
Report 77 (Ref. 44) and as the “NIST Standard Reference
Database 64” (NIST 2007). Moreover, similar approaches are
currently behind some track-structure MC codes (see, e.g.,
Champion45). In turn, PENELOPE and most general-purpose
codes rely on the SDCS database synthesized by Seltzer
and Berger46 to describe the energy-loss distribution of elec-
tron radiative losses. Furthermore, the polar emission angle
of bremsstrahlung photons is sampled from Kissel et al.’s47

partial-wave shape functions.

III. RESULTS AND DISCUSSION

III.A. Comparison of light-ion CDW-EIS cross sections
with experimental data

We have undertaken an extensive comparison of exist-
ing experimental cross sections for the ionization of H2O
molecules, in the vapor phase, by light-ion impact with the
predictions of the CDW-EIS formalism. For protons we com-
pare to the DDCSs and SDCSs measured by Toburen and
Wilson48 and the SDCSs measured by Wilson et al.49 In
the case of alpha particles two experimental data sets have
been reported in the literature, namely, the DDCSs of Tobu-
ren et al.50 and the more recent measurements of DDCSs and
SDCSs conducted by Ohsawa and co-workers.51, 52 In these
experiments, the specific energies of the H+ and He2+ ions
spanned from 0.3 to 15 MeV/u. Ohsawa and co-workers53

have also published experimental DDCSs and SDCSs for
6.0 MeV/u C6+ ions impinging on H2O molecules. Appar-
ently, there is lack of measurements above 15 MeV/u.

Although the amount of experimental information is lim-
ited, still the number of possible combinations of light ion, ion
energy, and type of cross section is exceedingly large. How-
ever, we restrict ourselves to show just a few representative
plots of DDCSs d2σ /dεe d�e, SDCSs dσ /dεe, and TCSs σ . To
avoid cluttering these graphs we do not display the uncertainty
bars of the measured data, which in some cases may reach
and even exceed 20%. The same reason motivated us not to
include the predictions of other theoretical or semiempirical
models. The interested reader may consult references52–55 for
comparisons of DDCSs, SDCSs, and TCSs computed within
the first Born approximation or the HKS formalism and ex-
perimental values. For the sake of completeness, the elec-
tronic stopping power is briefly considered at the end of this
subsection.

III.A.1. DDCSs

DDCSs for the impact of 1.5 MeV/u protons, 6.0 MeV/u
alpha particles, and 6.0 MeV/u carbon ions on water vapor
are displayed in Fig. 1. The CDW-EIS DDCSs are plotted as
a function of cos θ e and compared to the experimental data
of Toburen and Wilson,48 Ohsawa et al.,51 and Dal Cappello
et al.53 for several values of εe. For H+ impact the agree-
ment is quite good at intermediate angles, but at small and
large angles the theoretical values fall below the measured
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FIG. 1. DDCSs for the impact of 1.5 MeV/u H+ (a), 6.0 MeV/u He2+ (b), and 6.0 MeV/u C6+ (c) ions on water vapor. The kinetic energies of the ejected
electron are (top to bottom) 12, 50, 100, 250, 750, and 2200 eV (a); 9.62, 28.9, 96.2, 288, 960, 3060, and 9450 eV (b); and 9.6, 19.2, 38.5, 67.3, 96.2, 192,
and 384 eV (c). The continuous curves are theoretical predictions of the CDW-EIS, whereas the symbols (joined by segments) correspond to measurements by
Toburen and Wilson (Ref. 48) (a), Ohsawa et al. (Ref. 51) (b), and Dal Cappello et al. (Ref. 53) (c).

ones. In the case of He2+ and C6+ ions, the agreement is
satisfactory for electrons ejected with εe � 100 eV, but de-
teriorates at higher energies. This is surprising because the
experimental angular distribution is rather flat instead of de-
veloping the binary-encounter peak predicted by most theo-
retical approaches for an impulsive collision.20 The overall
accord is much better for 1.5 MeV/u H+ ions, where a marked
binary-encounter peak becomes visible in the experiment at εe

above a few hundred eV. The discrepancies observed between
the CDW-EIS results and the experimental data for electrons
ejected with large energies at backward angles are a character-
istic feature of the CDW-EIS model. In a recent publication56

it has been described that, for atomic targets, the influence
of the bound spectator electrons on the dynamic evolution of
the ejected electron affects crucially the theoretical DDCSs
(dynamic screening). The present CDW-EIS calculations take
partially into account the dynamic screening through the ef-
fective target charge considered in the corresponding contin-
uum factor of the exit channel. However, a residual pertur-
bative potential associated with this interaction still remains.
Fortunately, this shortcoming of the CDW-EIS model has a
very limited influence on the simulation results reported be-
low because large and very small emission angles have a rel-
atively low probability of occurrence.

III.A.2. SDCSs

The energy distribution of the ejected electron is easier
to measure than the DDCS; hence, the experimental uncer-
tainties of the SDCSs are expected to be smaller except for
εe � 10 eV. In fact, the large uncertainties in this part of
the measured energy spectra preclude extracting definitive
conclusions from the discrepancies between theory and ex-
periment. Figure 2 depicts SDCSs corresponding to protons,

alpha particles, and carbon ions with various energies. The
predictions of the CDW-EIS formalism follow closely the ex-
perimental results of Wilson et al.49 and Dal Cappello et al.53

for H+ and C6+ ions, respectively. However, the data of Oh-
sawa et al.51 and Champion et al.52 for He2+ ions show a
strange curvature which is at variance with the anticipated
ε−2

e behavior (a straight line with slope equal to −2 on a log-
log scale) when εe is much larger than the binding energy of
the active molecular orbital but smaller than the maximum al-
lowed energy transfer in a binary collision.20 Ohsawa et al.51

claim that a Fermi-shuttle acceleration mechanism (which is
not modeled by the CDW-EIS) may be responsible for this
shape of the SDCSs but the topic deserves further study. The
peak observed in the experiments at εe ≈ 500 eV originates
from Auger electrons emitted after ionization of the oxygen
K shell.

III.A.3. TCSs

TCSs for the ionization of H2O molecules by the impact of
protons, alpha particles, and carbon ions are shown in Fig. 3
as a function of the ion’s specific energy. The CDW-EIS TCSs
are compared to the measurements reported by Rudolph and
Melton,57 Bolorizadeh and Rudd,58 Ohsawa et al.,51 and Dal
Cappello et al.53 There is very good agreement between the-
ory and experiment for H+ and He2+, especially for the latter,
but the measured TCS of 6.0 MeV/u C6+ ions is considerably
lower than the prediction of the CDW-EIS. The origin of this
discrepancy remains to be understood.

III.A.4. Electronic stopping powers

The electronic stopping power Se calculated from the
CDW-EIS ionization cross sections, adding the contribution
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FIG. 2. SDCSs for the impact of H+ (a), He2+ (b), and C6+ (c) ions on water vapor. The energies of the ion are (top to bottom) 0.5, 1.5, 3.0, and 4.2 MeV/u (a);
6.0, 10.0, and 15.0 MeV/u (b); and 6.0 MeV/u (c). The continuous curves are theoretical predictions of the CDW-EIS, whereas the symbols (joined by segments)
correspond to measurements by Wilson et al. (Ref. 49) (a), Ohsawa et al. (Ref. 51) (circles) and Champion et al. (Ref. 52) (squares) (b), and Dal Cappello et al.
(Ref. 53) (c). The data for 0.5, 1.5, and 3.0 MeV/u H+ have been multiplied by 103, 102, and 101, respectively. The data for 6.0 and 10.0 MeV/u He2+ have
been multiplied by 102 and 101, respectively.

due to excitation, was compared to the Se tabulated in the
ICRU Reports 49 for protons and alpha particles and 73 for
heavier ions,59, 60 see Fig. 4. The contribution of excitation to
Se is about 2% for H+, He2+, Li3+, and C6+ regardless of their
specific energy. We recall that the calculated CDW-EIS cross
sections pertain to bare ions, and thus only specific energies
above 1 MeV/u are considered in order to avoid situations
where charge-exchange effects (i.e., electron capture and loss

by the ion) could be appreciable and render the comparison
meaningless. Agreement is good, showing that the present set
of cross sections is consistent with the ICRU recommenda-
tions. Small discrepancies are seen for C6+ and Li3+ ions be-
low 1 MeV/u, most likely caused by the onset of charge ex-
change. This effect, which is accounted for in the data recom-
mended by ICRU, tends to reduce the ion’s effective charge
and accordingly its electronic stopping power.
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FIG. 3. TCSs of H+ (a), He2+ (b), and C6+ (c) ions in water vapor as a function of the ion’s specific energy. The continuous curves are theoretical predictions
of the CDW-EIS, whereas the symbols correspond to measurements by Bolorizadeh and Rudd (Ref. 58) (a), Rudolph and Melton (Ref. 57) (circle) and Ohsawa
et al. (Ref. 51) (squares) (b), and Dal Cappello et al. (Ref. 53) (c).
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III.B. Applications to track-structure analysis

For the present study, we simulated ion track segments
with lengths equal to three times the csda range of the most
energetic secondary electron that may be emitted in an ioniza-
tion. Only EDs in the middle csda range were postanalyzed to
ensure longitudinal electronic equilibrium. In the first part of
this section we present results for single ion tracks when vary-
ing the physics models of LIonTrack, for different energies
and particle types. EDs from the full spatial extension of the
track, along the middle csda range as explained above, were
analyzed. The second part of this section regards radial dose

distributions around the ion track and the energy deposited in
nanometer-sized subvolumes around the track.

III.B.1. Spatial properties of EDs from single
ion tracks

We have previously presented frequency distributions of
distances between nearest-neighbor EDs only for proton
track segments simulated with HKS ionization DDCSs.39 The
present investigation of the differences caused in such pat-
terns by the use of other cross sections serves to quantify
the sensitivity of the results coming from MC track-structure
simulations in general. In this context, we have combined
the CDW-EIS ion impact DDCSs with both the Dingfelder
electron inelastic model (DR08) (the combination utilized
in the LIonTrack code) and the default electron inelastic
model in PENELOPE (PEN08) (the acronyms were defined in
Subsection III.B.1) but also the previously used HKS ion im-
pact DDCSs with both the DR08 and PEN08. The frequency
distributions of nearest-neighbor distances d1 for EDs gener-
ated with these combinations of cross sections are depicted
in Fig. 5 for 1 and 10 MeV protons. The choice of either
CDW-EIS or HKS DDCSs has only a small influence on the
shape and the frequency yield of low-energy ions. This is
to be expected as the electronic stopping power of both for-
malisms are in relatively good agreement and, in addition,
the first Born approximation is adequate owing to the low
atomic number of the projectile. In contrast, the frequency
fall off from about 1 nm is much steeper when transport-
ing the electrons with the default PENELOPE model instead
of with the DR08 cross sections. By modeling the electron
inelastic collisions in default PENELOPE with only three
delta oscillators,33 the average energy absorbed in a macro-
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scopic volume is conserved but the frequency of low-energy
electrons is underestimated, ergo also the number of EDs.
This oversimplification is blurred with increasing ion energy
[Fig. 5(b)] due to the resulting increase of the energy and
range of the ejected electrons.

Single ion tracks can be analyzed by looking into several
aspects of the distributions of the frequency of distances di

between EDs, such as the variation with the neighboring or-
der i (e.g., with first, second, third, etc. nearest neighbors) and
with the radiation quality. In that way the intrinsic clustering
of EDs in single ion tracks can be quantified. Figure 6 displays
the frequency distributions of distances to the first, third, and
fifth neighbor for EDs when varying the particle energy [panel
(a)] and to the first and fifth neighbor when varying the ion
[panel (b)]. The frequency distributions of EDs are normal-
ized per tracklength as they are analyzed for single ion tracks
only. The frequency of all distances di between EDs decreases
with increasing ion energy as expected as the ionization den-
sity decreases. Moreover, the higher the neighbor order i the
lower the frequencies at small distances, which means that
there are fewer clusters with many EDs within small dis-
tances. The frequency of distances to the closest neighbor d1

is a decreasing function with increasing distances, while the
frequencies for the higher neighbor orders increase with dis-
tance and show a broad maximum. The scores of nonclosest
pairs become larger than the first nearest-neighbor at a certain
distance which increases with neighbor order. For both 5 and
100 MeV/u protons, the crossing of the histograms for d1 and
d3 takes place at around 4 nm, which is close to the distance
between neighboring EDs of 3.4 nm suggested by various au-
thors as to model an initial double strand break (dsb).61 At
about 3.4 nm, the C6+ ions produce about 23 times more pairs
of nearest neighbors with the first ED mate than the H+, but

only about 15 times larger if the pair is formed by the fifth
mate. It can be noted that the ratio of frequencies of EDs for
a given specific energy of the projectile decreases with the
neighbor order for up to 4 nm.

The mean distance d̄i from one ED to its neighboring EDs
provides a good description of the ED clustering in single
ion tracks. In Table I the mean distances d̄i to the first, sec-
ond, third, fifth, and tenth neighbor ED for H+, He2+, Li3+,
and C6+ ions with specific energies equal to 1, 5, 20, and
50 MeV/u are listed. The mean distance increases with neigh-
bor order and particle energy, and decreases with the projec-
tile charge. In particular, if 3.4 nm is chosen as the distance
between neighboring EDs to model an initial dsb, two to three
EDs could be expected on average within that distance for
1 MeV/u H+, and four to five EDs on average for 1 MeV/u
C6+ (d̄4 = 3.9 nm).

III.B.2. Properties of energy absorption around
single ion tracks

Radial dose distributions provide an insight into the spread
of the energy deposited around the ion track. The absorbed
dose as function of the radial distance ρ to the track center is
depicted in Fig. 7 for 1 MeV/u protons (a) and 5 MeV/u ions
(b). The histograms in panel (a) are results from MC codes
with different cross sections and from the amorphous track
model.62 Specifically, the calculations by Wiklund et al.17 re-
sort to the CDW-EIS, like ours, but they transport the sec-
ondary electrons with the default models in PENELOPE-
2006. Within the first 2 nm, the absorbed dose calculated
with PENELOPE-2006 is higher but decreases faster than the
radial dose obtained with DR08 (utilized in the LIonTrack
code). This is consistent with the results of Fig. 5, where
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TABLE I. Mean distance d̄i (in nm) to the first, second, third, fifth, and tenth
neighboring ED as a function of the radiation quality. Results are averaged
over 1000 tracks.

d̄i (nm)

E/M (MeV/u) 1 2 3 5 10

H+

1 2.2 4.0 5.5 8.4 14.7
5 5.5 10.2 14.6 22.7 40.5
20 12.1 22.3 31.5 48.0 84.0
50 20.5 37.3 52.2 79.7 141.7

He2+

1 1.8 3.0 4.1 6.0 9.9
5 4.2 7.6 10.7 16.2 27.7
20 8.4 15.0 20.5 29.7 46.7
50 12.6 21.6 28.8 40.5 64.0

Li3+

1 1.7 2.8 3.7 5.3 8.6
5 3.9 7.0 9.8 14.7 24.8
20 7.6 13.4 18.3 26.1 39.4
50 11.0 18.6 24.3 33.1 48.9

C6+

1 1.5 2.5 3.2 4.5 6.8
5 3.6 6.4 8.9 13.2 21.9
20 7.1 12.5 16.9 23.8 34.8
50 10.1 16.8 21.7 28.6 39.6

the PEN08 frequency distribution of d1 decreases faster than
that of DR08 beyond about 1.5 nm. Eventually the D(ρ) his-
tograms cross at ρ ≈ 3 nm. From 0 to 0.1 nm the large ab-
sorbed dose is caused by the EDs in the track core, though
the larger first radial bin employed by Emfietzoglou et al.63

does not resolve this effect. In the interval 2–20 nm the three
data sets give similar values. The radial dose distribution from
the amorphous track model (that has been used to predict cell
survival62) is proportional to, but overestimates, the results of
the MC codes in the interval 20–50 nm. It is worth noting the
1/ρ dependence of the radial dose at short distances (below
2–3 nm), which means that the energy deposited per radial
distance is rather constant in the vicinity of the track core (ex-
cept for the peak due to the EDs by the ion itself). Another
interesting feature is that the D(ρ) histograms scale with the
square of the projectile charge, indicating that effects beyond
the plane-wave Born approximation included in the CDW-EIS
cross sections have an imperceptible influence on the radial
dose distributions of the considered light ions at (and above)
5 MeV/u.

Although the ion track core might not cross the DNA tar-
get, EDs by the secondary electrons can still occur at the
DNA as the energy deposited in the DNA target depends
on the ranges of these electrons (i.e., the radiation quality)
and the proximity of the target to the track core. The mean
energy imparted, 〈ε〉, to nanoscopic spherical targets as a
function of the impact parameter b (the distance from the
track to the center of the sphere) is presented in Fig. 8 for
1 MeV/u light ions. Data are plotted as 〈ε〉/φ, where φ is the
diameter of the sphere. 〈ε〉/φ decreases with b as the contri-
bution of the track core diminishes. However, the contribu-
tion of EDs from the electron track-ends avoids a fall off to
zero when the target is not at all crossed by the projectile,
i.e., for b > φ/2. Besides, the larger the sphere, the larger
〈ε〉/φ and the smoother the fall off. Moreover, 〈ε〉/φ increases
with the ion’s charge because of the enhanced LET. Values
from LIonTrack are slightly lower than those reported by
Emfietzoglou et al.63 As one could anticipate, the most promi-
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FIG. 8. Variation of the mean energy imparted with impact parameter for 1 MeV/u ion tracks traversing or passing near spheres of liquid water. The sphere
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nent discrepancies appear outside the smallest of the consid-
ered spheres, where the stochastic nature of energy deposition
is largest and the differences between the respective DDCSs
become crucial. In the opposite limit of spheres with very
large diameters 〈ε〉/φ should tend to the theoretical predic-
tions obtained from the electronic stopping power (i.e., the
unrestricted LET) multiplied by the ion path length inside the
sphere, l = 2

√
(φ/2)2 − b2; hence, the ratio 〈ε〉b = 0/φ should

approach Se. Interestingly, for the sphere with φ = 30 nm we
get (〈ε〉b = 0/φ)/Se ≈ 2/3, a ratio consistent with a rather uni-
form energy deposition at distances within about 15 nm from
the ion’s trajectory (see comment in connection with Fig. 7).

IV. CONCLUSIONS

The LIonTrack MC code presented here is suitable
for the analysis of energy-deposition distributions by bare
light ions in liquid water with reasonable accuracy in the
nanometer scale. The package for the transport of secondary
electrons, which links the Dingfelder et al.1, 2 model to
PENELOPE/penEasy, was found to provide an accurate de-
scription of the excitations and ionizations that occur in liq-
uid water while having the advantage of enabling both the use
of PENELOPE’s geometry package and the transport of elec-
trons (and photons) in other materials.

The predictions of the CDW-EIS formalism employed to
account for the ionization of H2O molecules by light-ion im-
pact have been compared to experimental data. Good agree-
ment is found for most energies and angles of the ejected elec-
trons, except for large energies in backward directions. The
CDW-EIS model may be improved by including the dynamic

screening in the final channel of the target.64 This should re-
sult in better accord with the measurements both for backward
and forward electron emissions.

The intrinsic EDs cluster capability by irradiation of a wa-
ter medium by single ion tracks has been analyzed in a com-
prehensive form. For 1 MeV/u particles, C6+ ions generate
about 15 times more clusters of six EDs within an ED distance
of 3 nm than H+. The probability of having larger clusters was
found to decrease slowly with the size of the cluster.

The investigation herein should be extended from single
track to multitrack analysis, as the intertrack effects are rele-
vant in both experimental and clinical situations. Specifically,
targets of the size of the cell nucleus are of concern as the
EDs near the DNA structure can activate the pathways that
prevent a cell from proliferating. Work along these lines is in
progress.
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APPENDIX: RANDOM SAMPLING OF εe AND θe

FROM TABLES OF SDCSs AND DDCSs FOR
ION-IMPACT IONIZATION

The TCSs, SDCSs, and DDCSs describing the ionization
of the five molecular orbitals of the H2O molecule by light-
ion impact are tabulated on a dense logarithmic grid of ion
energies Ei. In turn, a logarithmic grid of 400 values of εe,
ranging from 0.1 eV up to well above the energy of the binary-
encounter peak, is used to tabulate the corresponding SDCSs
and DDCSs. The latter are stored, for each εe, on a mesh of
91 angles θ e = 0◦, 2◦, 4◦, . . . , 180◦.

In the course of the MC simulations the kinetic energy E
of the light ion that is being transported will seldom coincide
with one of the energies in the grid. Let us assume that Ei

≤ E ≤ Ei+1. Then, MC interpolation is performed to choose
randomly either i or i + 1 (see, e.g., Ref. 41). Afterward, the
SDCS associated to the selected ion energy is used to sam-
ple εe by means of a rejection procedure. This procedure is
implemented through a rejection function that takes advan-
tage of the approximate shape dσ/dεe ≈ C ε−2

e to achieve a
reasonable efficiency of the algorithm (C is determined to
yield the tightest possible upper bound of the SDCS). The
sampled value of εe will not match any of the electron ener-
gies where the SDCS and its companion DDCS are tabulated.
Therefore, a MC random interpolation is employed again to
set from which one to do the subsequent sampling of θ e (by
the inverse-transform method).

The adopted grids and the coded sampling algorithms en-
sure that interpolation errors are kept well below 1%. Al-
though the consumption of random-access memory is sub-
stantial, nowadays this is not an issue.
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