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In the context of seismic engineering, reliable modeling methodologies are needed to represent the non-
linear dynamic behavior of structures under the effect of the seismic action. Only in this way is it possible
to assess the safety margin against structural collapse. However, in the case of reinforced concrete (RC)
structures, numerical modeling still presents difficulties due to complex nonlinear material behavior. The
aim of this paper is to evaluate the capability of numerical modeling with solid finite elements to repre-
sent a strongly nonlinear dynamic response of reinforced concrete structures under the effect of the seis-
mic action. A second objective is to obtain modeling guidelines for this dynamic behavior. A numerical
study was performed in order to reproduce the nonlinear dynamic response of a RC frame tested by
Elwood and Moehle (2003) on a shaking table at the University of California, Berkeley (USA). A material
model that employs the shear failure surface proposed by Ottosen (1977) was selected to represent the
non-linear behavior of concrete. This material model has several parameters that define their behavior,
which includes the crack width at which tensile stress decreases to zero after a strain softening process.
This parameter and the strain based erosion limit were subjected to calibration. During the calibration
process, the degree of numerical-experimental similarity was established along with conclusions about
the sensitivity of numerical response to variations of the calibrated parameters. Finally, it can be con-
cluded that the numerical model reproduces the nonlinear response with sufficient accuracy.
Moreover, the explicit time integration scheme shown to be appropriate for this type of problem with
strong nonlinearities and degradation of the concrete.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

The main objective of seismic engineering is to reduce the
structural vulnerability against seismic action. In order to achieve
this goal, it is necessary to establish the safety margin against
structural collapse using models that are able to accurately and
reliably predict the nonlinear dynamic behavior of structures. In
the particular case of RC structures, the modeling of nonlinear
behavior is highly complex, being subject of a field of research that
continuously makes developments and innovations on this topic.

In order to model the nonlinear behavior of RC structures, mul-
tiple approaches that apply the finite element method have been
formulated. The use of lumped plasticity models represents the
simplest way to reproduce this nonlinear behavior. Such models
are computationally efficient and stable, being studied at present
by several authors [3–8]. A lumped plasticity model represented
by a plastic hinge that takes into account axial–shear–flexure
interaction was proposed by Xu and Zhang [9]. The authors show
that the proposed model is able to reproduce degradation, soften-
ing and pinching of reinforced concrete columns against the seis-
mic action. A dual plastic hinge that combines the nonlinear
flexural response of beams with the nonlinear behavior of joints
in RC frames was proposed by Birely et al. [10]. Hinge parameters
were calibrated with experimental results, showing a good agree-
ment in terms of stiffness, strength and drift capacity. Beyond
the advantages of this type of modeling, it is important to take into
account that its use may be limited due to excessive
simplifications.

Other kinds of elements, currently used in practice and
research, are those employing a distributed plasticity approach,
such as fiber elements. In these models, the cross-section forces
are obtained from stress integration over each fiber. In turn, these
stresses are obtained from a constitutive relationship and a pre-
established deformation hypothesis. Like lumped plasticity mod-
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els, the fiber elements are also efficient in terms of computational
cost, but they can solve more general problems, being studied cur-
rently by several authors [11–18]. Martinelli et al. [19] analyzed
the capability of fiber elements to reproduce the experimental
response of a 5 story lightly reinforced shear wall, which was
tested on a shaking table. In this study, a type of displacement-
based element that takes into account the shear-flexure interaction
was proposed, showing a good correlation with experimental
response. The fiber element proposed by Lobo and Almeida [20]
takes into account the possibility of slip of the steel reinforcement
in concrete. This force-based fiber element proves to be able to pre-
cisely reproduce the experimental behavior of beam–column sub-
assemblage with reduced anchorage length subjected to cyclic
loading. Leborgne and Ghannoum [21] propose a new fiber ele-
ment able to simulate cyclic degradation and damage of lightly
confined RC columns that reach flexural yielding before shear fail-
ure resulting from strength degradation. Expressions that define
cyclic behavior directly from geometric and material properties
of the columns were established through regression analysis and
a parameter calibration process. Caprili et al. [22] used force-
based fiber elements to assess the seismic vulnerability of a 5-
story RC building constructed in the early 1960s. The authors cal-
ibrated the numerical model with experimental results and com-
pared the results obtained with different analysis methods. The
use of these distributed plasticity models is limited to those cases
where the cross-section deformation assumptions can be verified
and where the structural element can be represented by its longi-
tudinal axis.

The triaxial stress and strain states in RC structures caused by
seismic action can be obtained directly from solid finite element
models, as a function of the nonlinear material constitutive laws
adopted. Due to this, the use of solid finite elements represents
the most general and direct method to simulate the dynamic
response of structures. It should be mentioned that a relatively
large amount of elements is needed to represent the nonlinear
behavior of structures correctly, which is very expensive in terms
of computational resources and time. In order to reduce the com-
putational effort, solids elements can be used only in critical parts
of the structure and can be combined with less refined elements to
represent the rest of the structure. Moreover, the attempt to simu-
late the dynamic response of RC structures using an implicit time
integration scheme can lead to convergence problems. This results
from the strongly nonlinear dynamic behavior of RC structures that
suffers strength and stiffness degradation against seismic action.
Because of this, an explicit integration scheme was adopted in this
paper to simulate the response of RC structures, using a solid finite
element model developed with LS-DYNA [23] software. There are
numerous precedents on the use of these types of models in the
study of the behavior of RC structures against blast loads [24–28]
and impact loads [29–33], but it is less common to use these mod-
els when analyzing the structural response under seismic action.

The calibration and validation of numerical models against
experimental results is essential for obtaining reliable predictions
about the nonlinear dynamic response of RC structures, regardless
of the modeling methodology employed. Therefore, the contribu-
tion of this paper is to quantify the degree of experimental-
numerical correlation that can be achieved using a solid finite ele-
ment model to reproduce the damage of a RC structure under the
effect of the seismic action. A second objective is to obtain model-
ing guidelines for this phenomenon, which could be used by other
researchers and engineers.

In this paper a numerical study was performed in order to
reproduce the nonlinear dynamic response of a RC frame tested
by Elwood and Moehle [1] on a shaking table at the University of
California, Berkeley (USA). In order to represent the behavior of
the concrete, a material model capable of reproducing concrete
cracking and crushing was adopted. This material model uses the
shear failure surface proposed by Ottosen [2]. Two parameters that
define the behavior of the model were calibrated in this study: the
first calibrated parameter is the opening width of the crack from
which the normal stress crack decreases to zero; and, the second
is the limit erosion value from which the elements are removed
from the numerical model. Two different strain based erosion cri-
teria were evaluated. Sensitivity of the numerical response to the
variation of these parameters was analyzed, along with the degree
of similarity to the experimental response that can be achieved by
the numerical model.
2. Experimental program

A series of dynamic tests were performed by Elwood and
Moehle [1,34] in order to study the behavior of RC frame columns
with low transverse reinforcement. Such columns are vulnerable to
shear failure, and are still present in structures designed with
building codes prior to the 1970s. Experimental tests were per-
formed on a shaking table at the Earthquake Engineering Research
Center at the University of California, Berkeley, simulating the
effect of the seismic action in the plane direction of the frame.
The RC frames tested had three columns, with steel reinforcing
bars disposed as shown in Fig. 1.

The center column represents, in half-scale, the column studied
by Lynn [35] and Sezen [36], with a weak transverse reinforcement
consisting of 4.9 mm diameter ties spaced at 152 mm. This column
was designed to reach the yielding of the longitudinal reinforce-
ment first, with a subsequent loss of axial load capacity and shear
strength. The outer columns were designed to support the redistri-
bution of the axial load and shear force due to degradation of the
center column induced by the seismic action. These columns had
a circular cross section and a spiral transverse reinforcement with
9.5 mm diameter and 5.08 cm spacing, allowing them to develop a
ductile behavior. Furthermore, beams that connect the three col-
umns, and their respective foundations were designed by capacity.
A total mass of 31000 kg was achieved adding lead packages on the
beams. Two identical specimens were built, applying an extra axial
load by pneumatic actuators, on the center column of the second
specimen. The axial load on the center column in the first test rep-
resented 10% of the nominal axial column strength, while in the
second test reached 24%. In this paper, the dynamic response of
the first tested specimen was used as reference in the numerical
model calibration.

A series of tests was performed in order to determine the prop-
erties of the materials used in the construction of the specimens.
Results from three concrete cylinders representative of specimen
1 are summarized in Table 1, and results of tests on reinforcing
bars are summarized in Table 2.

The experimental model was fully instrumented to record their
dynamic response. In order to record the three-dimensional move-
ment of the shaking table 8 displacement sensors and 8 accelerom-
eters were used. A pair of force transducers was placed under each
column to measure shear and moment. The displacements of the
specimen were measured with respect to the shaking table and
with respect to an external frame using linear variable differential
transformers (LVDT). The accelerations of the specimen were also
recorded, as well as the local deformations of the center column
using direct current displacement transducers (DCDT) and strains
in the reinforcement bars using strain gauge. In particular, the
experimental data of the displacement measured in the upper
end of the center column relative to its foundation, the base shear
measured by load cells in this center column, and the acceleration
recorded on the shaking table were used in the calibration of the
numerical model.



Fig. 1. Steel reinforcement of the experimental model [1].

Table 2
Test results of steel specimens (extracted from [1]).

Element Reinforcement Diameter (cm) Yield Stress (MPa) Ultimate Stress (MPa) Yield Strain Ultimate Strain Elastic Modulus (GPa)

Center Column Long. 1.27/1.59 479.1 689.4 0.0027 0.2020 199.5
Trans. 0.49 – 717.0 – 0.0220 204.0

External Column Long 1.27 424.0 654.9 0.0024 0.2040 199.6
Trans. 0.95 547.4 723.9 0.0028 0.1380 201.6

Beam Long 0.95/1.27 547.4 723.9 0.0028 0.1380 201.6
Trans. 0.95 547.4 723.9 0.0028 0.1380 201.6

Table 1
Test results of concrete specimens (extracted from [1]).

Structural Element Age (days) Compressive strength (MPa) Tensile strength (MPa)

Mean Value Min. Value Max. Value Mean Value

Beams and Columns 165 24.54 24.07 25.11 2.48
Foundation 221 22.34 21.52 23.63 2.32
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The experimental program consisted of free vibrations and
forced vibrations tests. A horizontal component of the ground
motion registered in Viña del Mar during the 1985 earthquake
was used in the forced vibrations test. This seismic record was
selected to induce a response level with sufficient amplitude to
observe the failure in the center column without reaching the max-
imum ductility demand in the outer columns. The acceleration
recorded at shaking table during destructive seismic test of speci-
men 1 is shown in Fig. 2, and the corresponding response spec-
trum, taking into account an inherent damping of 2%, is shown in
Fig. 3.

The original record was used with two amplitude levels in each
specimen. First, a dynamic test with a scale factor of 0.13 was made
in order to observe the dynamic response of the structure without
reaching the level of displacement needed to start yielding in the
center column. Later, a forced vibration test with scale factor 1
was performed, reaching the failure in the center column. Free
vibration tests were performed before and after each test with seis-
mic records. A fundamental period of 0.22 s and 1.9% of damping
ratio were measured before forced vibrations tests. After the forced
vibration test where degradation in the center column was
observed, a fundamental period of 0.68 s and 5.4% damping were
measured.

From the results of forced vibrations test, it was observed that
an increase of the axial load in the second specimen produced an
earlier shear failure in the center column, as well as a greater loss
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Fig. 2. Acceleration time history of Viña del Mar (Chile, 1985) seismic record.
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Fig. 3. Response spectrum of Viña del Mar (Chile, 1985) seismic record.
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in axial load capacity, further redistributing forces to external col-
umns. The onset of loss of axial load capacity in the center column
of the second specimen was coincident with the largest increase in
horizontal displacement, after that the axial load capacity contin-
ued to decrease more slowly with lower displacements during sev-
eral cycles of oscillation, indicating a process of gradual
degradation. A dynamic amplification was also observed in the
redistribution of axial load, resulting from the vertical oscillations
of the beam. In both specimens, stiffness and shear strength of the
center column became virtually zero after the first 30 s of the seis-
mic record, observing a residual lateral displacement after this
instant of time.
3. Description of the numerical model

The numerical model of the analyzed structure was developed
using LS-DYNA [23] software. Hexahedral solid elements with con-
stant stress and one integration point were used for modeling con-
crete. Since this type of elements are under-integrated, a
stabilization method was necessary to control spurious deforma-
tion modes without associated energy, known as Hourglass modes.
For this purpose, Flanagan-Belytschko stabilization [23,37], pro-
portional to the stiffness with exact volume integration, was used.
Meanwhile, the longitudinal and transverse steel reinforcement
was modeled with Hughes-Liu beam elements [23,38,39], with
cross section integration.

The solid finite elements representing the concrete and the
beam finite elements representing the steel reinforcement shared
the same nodes, thereby establishing the transfer of stresses and
strain compatibility between them. This method assumes a perfect
bond between steel and concrete, and is not able to represent slip
of steel bars embedded in the concrete, which could be important
if anchorage length is insufficient or if the structural element is
subjected to several cycles where bond stress exceeds 80% of the
maximum bond resistance [40,41]. On the other hand, if the
anchorage is properly designed and built, slippage is minimum
and the hypothesis of perfect bond is reasonable. In the case of
the analyzed structure, the anchorage of the columns longitudinal
bars had a proper design, which prevented bond failure. In addi-
tion, the maximum damage of the center column occurs in a few
cycles, which partially limits the effect of cyclic loads on bond
degradation. Outside of considering the effect of slip, the steel rein-
forcement of the column ends in the anchorage areas was modeled,
as shown in Fig. 7b, allowing a gradual transfer of stress from the
longitudinal bars to concrete in this area.

The solid finite element models can lead to major convergence
problems when they are used to represent the highly nonlinear
behavior of concrete within an implicit time integration scheme
[42,43]. In analysis where the structural elements remain in elastic
range or suffer slight damages, implicit schemes are more efficient
than explicit schemes because they require a smaller number of
time steps to find the solution. However, when there is a signifi-
cant damage and degradation in concrete members, time steps in
an implicit scheme become too small to find equilibrium and
achieve convergence, and sometimes they cannot be achieved. This
convergence problem is a consequence of ill-conditioned matrices
caused by material softening [44,45] and due to this explicit time
integration schemes represent a viable option. The time step in this
scheme is limited by the minimum size of the element mesh and
the speed of sound propagation in the defined material. Although
explicit time integration requires smaller time steps, convergence
problems are much smaller and the time spent in solving the prob-
lem is relatively smaller because it is not necessary to invert
matrices.

A material with bilinear plasticity and kinematic hardening was
used for modeling the steel. In order to simplify the numerical
model and reduce its computational cost, two material models
were used to represent the behavior of the concrete. These two
material models were used in zones that were defined according
to the level of damage observed experimentally, and subsequently
different levels of refinement in the finite element mesh were
adopted for each zone. A linear elastic material was defined in
the structural elements where no damage took place during the
experimental tests. Since structural damage was concentrated in
columns, the material model developed by Broadhouse and Neil-
son [46–48], called Winfrith Concrete Model, was used to repre-
sent its behavior. This material model was developed with the
aim of predicting the response of reinforced concrete structures
of the nuclear industry against impact loads, and has been used
by several authors to simulate the behavior of concrete against
impacts and blast loads [30,49–51]. The model uses a smeared
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crack approach, with the possibility of taking into account varia-
tions in material properties as function of strain rate. The triaxial
stress state in concrete is calculated from the composition of
hydrostatic and deviatoric stresses. The hydrostatic stress is
obtained from a volume compaction curve in function of the volu-
metric deformations. Furthermore, the deviatoric stress is linearly
increased with strains increments until a yield surface based on
criteria defined by Ottosen [2] is reached. This failure surface
depends on three invariants from main and deviatoric stress ten-
sors, and the surface shape is defined by four parameters.

The yield surface (F) is defined by the following expression:

FðI1; J2; cos 3hÞ ¼ a � J2
f 02c

þ k �
ffiffiffiffi
J2

p
f 0c

þ b
I1
f 0c

� 1 ð1Þ

where I1 is the first invariant of the main stress tensor, J2 is the sec-
ond invariant of the deviatoric stress tensor, f0c is the characteristic
strength of concrete to uniaxial compression, a and b are parame-
ters that define the meridional yield surface shape, and k is a func-
tion of Lode angle h defined by the following expression:

kðcos 3hÞ ¼ k1 � cos 1
3 arccosðk2 � cos 3hÞ
� �

for cos 3h P 0
k1 � cos p

3 � 1
3 arccosð�k2 � cos 3hÞ

� �
for cos 3h 6 0

(

ð2Þ
where k1 and k2 are parameters that define the shape of the yield
surface in the deviatoric plane. In the application of the yield sur-
face to the Winfrith Concrete Model, the four parameters (a, b, k1
and k2) were defined as function of the relationship between tensile
and compressive uniaxial strength of concrete [48]. The yield sur-
face, when the tensile and compressive strength are defined with
values according to Table 1, can be seen in Fig. 4.

When the stress reaches the failure surface, the flow stress is
determined by a radial return algorithm, indicating a tensile failure
when the maximum principal stress exceeds the tensile strength
defined in the material properties. Once this takes place, the crack
is marked in the plane perpendicular to maximum principal stress,
allowing the model crack formation in up to three orthogonal
planes. After the start of the crack, the tensile stress decreases lin-
early as function of the open width of the crack, and it becomes
zero when a limit value of crack opening defined by the user is
reached. As the deformation normal to crack increases, reduction
also occurs in the shear stress that the element is capable of trans-
ferring trough the crack plane.

In real structures, large stiffness degradation may produce large
localized strains with concrete cracking and crushing, and even
separation or spalling of relatively large pieces of concrete from
structural elements. In the numerical models, these large deforma-
tions may lead to serious distortions in the finite element mesh,
Fig. 4. Yield surface of concrete material model, a) mai
causing blocking problems and a significant reduction of the time
step size. Finite element programs with an explicit time integration
scheme can reduce the effect of this problem by incorporating an
erosion algorithm. Through this numerical tool, elements that
reach a limit, set by some stress or strain criterion, are removed
from the mesh of the numerical model. The LS-DYNA software
has several erosion criteria, among which the criterion of the max-
imum effective strain and the maximum principal strain were
selected because they have been successfully used in many previ-
ous studies [52–54]. The strain limit adopted in these previous
studies has shown a great dispersion [55], and it has been proven
that this limits depends on the mesh size and the type of loads
to be represented [56]. For this reason it is necessary to calibrate
the limit value of the erosion criterion and to compare the results
with experimental results.
3.1. Mesh sensitivity analysis

In order to define the size of the finite element mesh of the
numerical model that represents RC columns, a series of nonlinear
dynamic analysis was performed. In all cases 10 cm elements were
used in foundations of the structure and beams. In columns, three
different element sizes (6.4 cm, 3.2 cm and 1.6 cm) were evaluated,
as can be seen in Fig. 5. In order to ensure displacement compati-
bility between the parts with different element size, contact sur-
faces with kinematic constraint called ‘‘Tied Surface to Surface”
[57] were used. The nodes on the interface, belonging to the finer
mesh, were defined as slave nodes, and by the contact algorithm
this nodes are forced to move along with the nodes of the coarser
mesh, that were defined as master nodes. In this analysis, acceler-
ation records measured on the shaking table in the first 24 s of the
experimental test was used as load. The parameters of the concrete
and steel material models were defined from the results of mate-
rial test, as described later in Section 4. Since this mesh sensitivity
analysis was performed prior to the analysis from which the
parameters were calibrated, no erosion algorithm was imple-
mented in this analysis and strain softening was not taken into
account, assigning zero value to the crack width limit. This param-
eter and the erosion strain limit were calibrated, as detailed in Sec-
tion 4, after defining the mesh size with the results of this study.

The dynamic responses, in terms of the displacement at the
upper end of the center column and base shear of the same col-
umn, obtained from the numerical models with the different ele-
ment sizes were compared to analyze the convergence of the
results. These results are summarized in Fig. 6, where it can be seen
the ratio between the results of the different models, in terms of
displacement (D) and base shear (V), and the numerical results
obtained from the model with the finest mesh (Df and Vf). In this
n stress space, b) deviatoric plane, c) biaxial plane.



Fig. 5. Finite element mesh with different element sizes: a) 6.4 cm, b) 3.2 cm, c) 1.6 cm.
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figure, it can also be seen the computational time spent on each
case. In the case of the numerical model, where an element size
of 3.2 cm was defined, the dynamic response presents differences
smaller than 1.5% compared to the model where an element size
of 1.6 cm was used, and requires 80% less time to complete the
analysis. Thus, the element size of 3.2 cm was selected in the mesh
of the numerical models used in subsequent sections, as can be
seen in Fig. 7. A modal analysis was performed on the numerical
model with the selected element size and a fundamental period
of 0.227 s was obtained, which represents a relative difference of
3.18% with respect to that measured in experimental free vibration
tests.
4. Calibration of material model parameters

The parameters that define the behavior of the steel material
model are elastic modulus, yield stress, hardening modulus and
ultimate strain. The values of these parameters were adopted
according to the results of thematerial tests summarized in Table 2.
Meanwhile, the behavior of the material model that represents
concrete is defined by tension and compression strengths, elastic
modulus, aggregate size and crack opening width from which nor-
mal and tangential stresses decrease to zero after tensile failure.
Tension and compression strengths were established according to
the results presented in Table 1. Since the material model remains
linearly elastic until yield surface is reached, elastic modulus was
defined as the secant modulus obtained from the ratio between
the compressive strength and the strain measured when compres-
sive stress attains its maximum value. An aggregate size of
9.53 mm was defined according to concrete mix specifications
detailed in [1]. The parameters that remain undefined are the crack
opening width, which is related to the strain softening in concrete,
and the strain limit of the erosion algorithm, which allows to rep-
resent the higher degradation in concrete and to maintain numer-
ical stability. In order to calibrate the crack width limit first, and
subsequently calibrate the erosion strain limit, the sensitivity of
the numerical response to the variation of these parameters was
analyzed. Three similarity measures were established in order to
quantify the agreement between the experimental response and
the response of the different numerical models generated by
assigning a discrete range of values to the parameters under study.
These parameters were then calibrated by identifying the values
that produce the highest correlation with the experimental
response.
4.1. Crack width parameter calibration

The crack opening width, for which the element is no longer
able to transmit forces in both tension and shear, was calibrated
in first instance. For this calibration, the dynamic response of 5
models with different values assigned to the studied parameter
was compared (0.02 mm, 0.05 mm, 0.10 mm, 0.15 mm and



Fig. 7. Numerical model. a) Complete frame model. b) Detail of the center column.
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0.20 mm). In order to establish the similarity degree between the
experimental and numerical response, three indicators were used.
The first is the normalized cross-correlation coefficient, which is
defined according to the following expression:

R ¼

X
i

rexp½ti� � rnum½ti�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

rexp½ti�2 �
X
i

rnum½ti�2
r ð3Þ

where R is the normalized cross-correlation coefficient, rexp[ti] is the
response recorded in the experimental test at time ti and rnum[ti] is
the response of the numerical model at the same time. This similar-
ity measure is equal to 0 when there is no degree of similarity
between the two signals, and is equal to 1 when the signals are
exactly the same. However, the normalized cross-correlation coeffi-
cient is not sensitive to amplitude differences that may exist
between the two signals compared. Therefore, the root mean square
(RMS) value and the peak value, which themselves are indicators of
the amplitude similarity of the signals, were also used as compar-
ison criteria.

The material model parameter calibrated in this section allows
reproducing the concrete damage that occurs prior to their total
degradation. Meanwhile, the total degradation of the concrete is
reproduced by material erosion, which was calibrated later and
was not implemented in the numerical model used in the calibra-
tion of the crack width parameter. Due to this, the experimental
response measured during the first 24 s of the experimental test
was used as a reference for calibration, since after this time the
major degradation was observed in the structure.

Fig. 8 shows the numerical response, in terms of displacements
in the upper end of center column relative to foundation, obtained
with the higher and lower value assigned to the parameter in this
calibration. From this figure it can be seen how the frequency con-
tent of the response is modified in the different cases. This is
because the model with different parameter values reaches differ-
ent levels of damage, being this level of damage related to the
value defined for the parameter under study. As can be seen in
the figure, the lowest values of crack width caused the greatest
amplitude of displacement and fewer cycles of oscillation, product
of the sudden decrease in tensile stress

In Fig. 9, the values of similarity measures obtained in each case
can be observed. The similarity measures, in terms of RMS and
peak values, are expressed as a ratio of the displacement obtained
from the numerical models (Dnum) to the displacement measured
experimentally (Dexp). The parameter value that resulted in the
highest degree of similarity is highlighted in the figure. In this case,
this value corresponds to a crack width limit of 0.02 mm according
to the three indicators used. This figure also shows that the model
response in terms of displacement is sensitive to the variation of
the parameter analyzed.

Comparison of the different responses in terms of base shear in
the center column is shown in Fig. 10. As was observed in the
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displacement comparison, the frequency content of the numerical
response in terms of base shear also proved to be dependent on the
crack width limit adopted. Furthermore, the response amplitude in
this case was less sensitive to the variation of the studied parame-
ter, with a slight increase in base shear as the crack width limit is
increased. These observations are confirmed in Fig. 11, where the
similarity degree achieved is shown in terms of normalized cross
correlation and the ratio of numerical (Vnum) to experimental (Vexp)
base shear. In this figure the parameter value adopted as valid is
also highlighted, and is coincident with the parameter value that
produced the highest correlation of the numerical model in terms
of displacements.

From the obtained results, it can be seen how a crack width
limit of 0.02 mm provides the best correlation to the experimental
response, both in terms of displacements and base shear. Adopting
this value for the parameter studied, relative differences less than
2.5% in terms of RMS values and 4.3% in terms of peak values were
obtained with a normalized cross-correlation coefficient greater
than 0.91.
4.2. Erosion parameter calibration

Two strain based erosion criteria were compared in this calibra-
tion process. The first criterion states that the element is removed
from the numerical model if the effective strain exceeds a defined
limit value. This effective strain is obtained through the following
expression:

eeff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3
� edevij � edevij

r
ð4Þ

where eeff is the effective strain and edevij are the components of the
deviatoric strain tensor. The second erosion criterion analyzed uses
the maximum principal strain to delete elements from the numer-
ical model. This deformation is obtained as the maximum eigen-
value of the strain tensor. Models with 5 different strain limits
(0.02 0.03, 0.04, 0.05 and 0.06) values were analyzed with each ero-
sion criterion. In the numerical model the crack width parameter
was adopted according to the calibration presented in the previous
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section. Unlike the previous calibration study, experimental numer-
ical comparison was made with the first 30 s of the forced vibration
test. This duration was selected because after 30 s the center col-
umn virtually ceases transferring shear forces to the base.

Fig. 12 shows the results obtained in termsof displacementwhen
the numerical models are definedwith the extreme parameter used
in the present calibration. From these results it can be observed that
for high values of the erosion limit, displacements and concrete
degradation in the numerical model are lower than those observed
experimentally. On the opposite, a higher concrete degradation
can be observed in the numericalmodelwhen relatively low erosion
limits are defined. In contrast to observations made in the calibra-
tion of crackwidth parameter, themodel response during the initial
24 s is not substantiallymodified by the variation in the erosion cri-
terion or strain limit imposed. This is because seismic action causes,
in this initial part of the record, demands on the structure deformed
below the limit of erosion, so the algorithm does not eliminate ele-
ments from the numerical model.
The degree of experimental numerical correlation achieved is
presented in Fig. 13 as a function of different erosion criteria and
limits evaluated. In this figure it can also be seen the relative differ-
ence between the displacements obtained from the different
numerical models (Dnum) and the displacements of the experimen-
tal model (Dexp). Previous observations on the sensitivity of the
response in terms of displacements are confirmed in this figure,
and it can be seen how the strain limit that produces the higher
similarity measures is different for each erosion criterion. For
effective strain criterion this strain limit value is 3%, while for
the primary end deformation is 4%. Despite this fact, there were
no major differences in the degree of similarity achieved by models
with both erosion criteria when comparing with the experimental
response.

Similar to the results obtained in terms of displacement,
numerical-experimental comparison of base shear in center col-
umn for the different models analyzed are shown in Fig. 14. In con-
trast to the results observed in crack width calibration, in this case
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the variation of the parameter under study modifies significantly
the amplitude of the response in terms of base shear, the parame-
ter showing a large influence on the strength degradation.

The correlation degree obtained in terms of base shear is shown
in Fig. 15 for the different criteria and limit erosion defined in the
numerical model, expressed once again as a ratio of the numerical
response (Vnum) to the base shear measured experimentally (Vexp).
From these results, similar trends to those already mentioned for
the displacements can be observed. Once more, strain limit values
that produce the higher similarity between the numerical and
experimental responses for both criteria agree with the limits val-
ues obtained by analyzing the results in terms of displacement.

The numerical modeling methodology adopted therefore shows
an acceptable degree of correlation with experimental response.
In both cases normalized cross-correlation factors over 0.92
were achieved and the relative differences between the experi-
mental and numerical response was lower in terms of base shear,
not exceeding 5%, while in the case of displacement did not
exceed 11%.

5. Numerical-experimental comparison

The results of the numerical model obtained using the cali-
brated values of the parameters (i.e. crack width limit of
0.02 mm, erosion limit of 3% for the effective strain criterion and
4% for the maximum principal strain criterion) are presented in
this section. The numerical-experimental comparison in the time
domain is shown in Fig. 16. In addition to the results already men-
tioned in the previous section, this figure shows the total base
shear, which is obtained as the sum of the base shear in each col-
umn. It can be observed that the relative displacements of the
upper end of the center column and the base shear achieve a high
degree of correlation with experimental response, which was
quantified in the previous section. From the figure it can also be
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seen as the structural response amplitudes are well estimated by
numerical models during the first 24 s, with a certain phase shift
between 18 and 22 s. After the 24 s, some differences in amplitude
can be observed, where relative displacements at the upper end of
the center column and shear force at its base are underestimated.
These differences can be attributed, among other effects, to the fact
that the numerical model is not able to represent the cyclic effect
of slip in the steel reinforcing bars, which causes a cumulative error
that is more important once the maximum bond resistance is
reached. Nevertheless, taking into account the highly nonlinear
problem analyzed, a very good global agreement was obtained
between numerical and experimental responses. In spite of this,
and due to the complexity of the simulated behavior, it can be con-
cluded that the model is able to acceptably reproduce the degrada-
tion in the RC column observed experimentally.

Fig. 17 shows the numerical-experimental comparison in the
frequency domain. In general, the acceptable degree of correlation
attained by the two numerical models is confirmed, with some
differences in the maximum amplitudes of the displacements
between 1 and 2 Hz. This difference results from the underestima-
tion of the response by the numerical models after the 24 s.
In terms of the base shear, it is possible to observe higher
frequency content between 2 and 3 Hz compared to the response
in terms of displacements. This is because the higher base shear
occurred prior to the major damage of the center column, when
the stiffness of the center column and the frequency of the
response are higher.

The numerical-experimental comparison where the base
shear of the center column is shown as function of the relative
displacements of the upper end of the same column can be seen
in Fig. 18. Similar observations to those made in the comparison
of the two variables in time domain can be made in this case,
observing a clear behavior in nonlinear range from 15 s and a
noticeable stiffness and strength degradation from the 24 s of the
seismic record. As mentioned before, and possibly due to the fact
that the bar slip was not taken into account in the numerical
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models, from this instant of time it can also be seen that both, dis-
placement and base shear, amplitudes are underestimated. Despite
this, the residual stiffness is shown to be similar to that observed
experimentally.

The results are compared qualitatively in Figs. 19 and 20,
where cracking patterns and the final configuration of the center
column can be observed respectively. The cracking pattern of the
upper end of the center column is shown in the instants when
the clearly non-linear behavior starts (16.7 s) and when column
degradation starts (24.9 s), observing similar cracks orientation
in both cases on the numerical and experimental models. In the
final configuration of center column, Fig. 20, a similar extent of
the area where most concrete degradation was produced can be
observed at the upper end of the column. At the lower end, it is
seen as the erosion algorithm with principal strain criterion elim-
inated a greater number of elements that reached the limit strain
established.

Considering the results presented in this section it can be con-
cluded that a highly nonlinear dynamic response of RC frame under
the effect of the seismic action can be numerically modeled with
enough accuracy, both qualitatively and quantitatively, using the
modeling approach described in this study.
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Fig. 19. Numerical-experimental comparison. Cracking pattern.
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Fig. 20. Numerical-experimental comparison. Detail of the center column.
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6. Conclusions

Throughout this work, the ability of the numerical modeling to
represent a highly nonlinear dynamic response of RC frame under
the effect of the seismic action was evaluated. The numerical
model studied is composed of solid finite elements implemented
within an explicit time integration scheme. This modeling
approach was chosen because it is able to reproduce the nonlinear
behavior of concrete structures in a general way, since a full three-
dimensional stress state and the complete interaction between
concrete and steel reinforcement can be directly represented. It
should be mentioned that, although there are computationally less
expensive methods, generally they cannot achieve convergence in
analysis of RC members with high damage and degradation. More-
over, the continuous progress in computing power makes this kind
of analysis more feasible within the research field of earthquake
engineering. This technique has been previously used to represent
the damage of reinforced concrete structures against blast and
impact loads, but has been less commonly used for seismic actions.
Because of this, a validation by comparison with experimental
results, as that presented in this work, is necessary.

The experimental model response obtained from the shaking
table tests documented by Elwood and Moehle [1], was used as ref-
erence. The numerical model was developed with LS-DYNA [23]
software and the material model adopted uses the failure surface
proposed by Ottosen [2] to represent the cracking and crushing
of concrete. In the first instance, a mesh sensitivity analysis was
performed, and subsequently the material model parameters were
calibrated. The first parameter calibrated was the limit value of
crack opening that makes normal tension stress decays to zero.
In this calibration, the experimental response recorded previously
to the highest damage in the structure was used as a reference. The
response obtained from the numerical model was compared with
the experimental response in terms of displacement and base
shear. In order to establish the degree of agreement, three similar-
ity measures were used: normalized cross correlation and relative
differences between numerical and experimental response in RMS
and peak values. Finally, the limit erosion value from which the
elements are removed from the numerical model was calibrated.
The experimental response that includes the greatest damage
registered in the structure was used as reference in this case,
having a high degradation of both stiffness and strength in the cen-
ter column. The maximum effective strain and maximum principal
strain erosion criteria were adopted.
The procedures and results obtained in this paper can serve as a
modeling guide for the analysis of concrete structures that experi-
ence high degradation under the effect of the seismic action. The
main guidelines and results can be summarized in the following
conclusions:

� Solid finite elements with an explicit time integration scheme
are suitable to reproduce the level of damage observed in the
experimental RC structure, without the convergence problems
that can be observed in implicit schemes [42–45].

� An element size of about 3 cm, which represents eight elements
in the cross section, proved to be acceptable in terms of accu-
racy and computational cost.

� A crack opening width of 0.02 mm produced the highest
numerical-experimental correlation. A normalized cross corre-
lation greater than 0.91 was achieved and relative differences
in RMS and peaks under 4.3% were observed.

� Limit strain values of 3% and 4% for the maximum effective
strain and maximum principal strain erosion criteria respec-
tively, produced the best agreement when compared with the
experimental response. The achieved similarity indices were
similar for the two erosion criteria, both in terms of displace-
ment as base shear in the center column, with a normalized
cross-correlation superior to 0.92 in all cases and relative differ-
ences lower than 11%.
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