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We explore the applicability to manipulate chemical reactions of a particularly simple method of quan-
tum control that has been recently proposed in the literature [1]. For this purpose we use a realistic
model for the isomerization of LiNC.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Quantum control is a discipline of great current interest in sci-
ence and engineering due to potential applications in many areas,
including nanotechnology [1], quantum information processing
[2], and chemical dynamics and reactivity [3-15]. The goal of quan-
tum control is the external manipulation of a quantum system in
order to bring it from the initial state to a desired, or target, final
state.

Recently, some of us proposed a simple quantum control strat-
egy [1,16-18], based on the knowledge of the variation of the spec-
trum of a system as a function of an external (control) parameter.
The applicability of this method relies on the assumption that the
energy spectrum of the system consists of a set of fairly isolated
adiabatic curves which only interact in well-defined avoided cross-
ing (ACs). Moreover, as the control parameter is swept across each
AC the system should evolve as a two-level Landau-Zener system
[19,20] for the strategy to work optimally. These two conditions
may appear at first sight too restrictive but, as will be seen in this
Letter, the method is quite general and it can be applied to a wide
range of systems. In our previous work [1,17], the procedure was
applied to a double quantum dot containing two interacting elec-
trons using an external electric field as the control parameter. By
using sequences of variations of the electric field, inducing diabatic
and adiabatic passages through the existing ACs, the feasibility to
travel through the energy spectrum connecting distant eigenstates
was successfully demonstrated. This technique is also able to con-
trol the spatial localization of the electrons, opening the possibility
to build coherent superpositions of eigenstates, thus constructing
Bell’s states, as described in Ref. [16].
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In this work we explore the applicability of this control method
to chemical reactivity. Many strategies have been described in the
past for this purpose; see Refs. [3-15] and the references they con-
tain. Most of them are based on optical strategies, relying on the
high efficiency found in the modern laser technology. In particular,
they usually take advantage of the ability to create and shape pulses
even in the femtosecond scale or use interference between real di-
pole transitions. Among them, the dynamical Stark control method
experimentally demonstrated by Sussman et al. [14] is somehow
similar in spirit to the method proposed here. These authors
modified the reaction probabilities in the dissociation of IBr by
manipulating an AC existing in the electronic molecular potentials
by means of an intense non-resonant laser pulse. In our proposal,
however, one navigates through the ACs created by the external
control parameter in the associated vibrational spectrum.

We choose to study isomerization reactions for their theoretical
interest [21] and practical importance in many relevant chemical
processes, specially of biological interest [22-25]. For example,
the control of the HCN isomerization was thoroughly studied from
the theoretical point of view [26-28], and the importance of inter-
mediate states with configurations far from the usual ones dis-
cussed. Here we use a similar example, namely the LINC = LiCN
reaction, to illustrate our ideas. This system has been extensively
studied in the past, specially in connection with the issue of quan-
tum chaos in molecular system [29]. Similarly to the HCN mole-
cule, the LiNC/LICN isomerizing system has two linear stable
configuration: the LiNC, which is the most stable one, and the LiCN.
Our aim is to isomerize the molecular system, thus carrying it from
the LiNC ground state configuration to LiCN. The controlling exter-
nal field will be also a uniform electric field as in our previous
study.

The Letter is organized as follows. In the next section we intro-
duce the LiCN/LiCN molecular system and the model used in our
calculations. Section 3 focusses on the control strategy that we
design to manipulate the LINC = LiCN isomerization; in it the
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corresponding theoretical methods and calculations are also de-
scribed. In Section 4 we present and discuss our numerical results.
Finally, the conclusions of the present study are summarized in
Section 5. Notice that atomic units are used throughout the Letter,
even for lengths and masses, unless otherwise stated.

2. The LiNC/LiCN molecular system

Let us next describe the theoretical model that will be used in
this Letter to study the vibrational motion of the system that we
intend to control quantum mechanically. The reaction that we
have chosen to study is that for the LINC/LiCN isomerizing molec-
ular system. This molecule is representative of a large class of small
polyatomic molecules, which exhibit similar behavior mainly due
to the existence of a large amplitude (floppy) motion in one of
the vibrational modes. This class includes different cyanides, such
as HCN/HNC [30], alkaline cyanides [31], methylcyanide (CH5CN)
[32], and other similar species, including HCP [33,34], the HO, rad-
ical [35], or van der Waals complexes [36].

In LiNC/LIiCN, the C and N atoms are strongly bounded by a tri-
ple covalent bond, while the Li is attached to the CN moiety by
mostly ionic forces, due to the large charge separation existing be-
tween them. For these reasons, the CN vibrational mode effectively
decouples from the other degrees of freedom of the molecule, and
it can be considered frozen at its equilibrium value, r, = 2.186. On
the other hand, the relative position of Li with respect to the center
of mass of the CN is much more flexible. In particular the bending
along the angular coordinate is very floppy, and the corresponding
vibration performs very large amplitude motions even at moderate
values of the excitation energy. Accordingly, the vibrations of the
whole system can be adequately described by the following 2° of
freedom rotationless (J = 0) Hamiltonian

N ARYE 1\,
HLICNZ;tlJrZ(u]Reruzrg)P”JFV(R’ﬂ)’ (1)

where R and ¢ are the Jacobi coordinates specifying the position of
the Li with respect to the center of mass, O, of the CN. P and P, are
the associate conjugate momenta, and the corresponding reduced
masses are given by p; = mymen/(my + mey) = 10072 and p, =
mcmN/mCN =11780.

The potential interaction, V(R, 9), is given by a 10-terms expan-
sion in Legendre polynomials,

9
V(R,9) = Z v;,(R)P;(cos ), (2)
2=0

where the coefficients, »;(R), are combinations of long and short-
term interactions whose actual expressions have been taken from
the literature [37]. This potential, which is shown in Fig. 1 as a con-
tour plot, has a global minimum at (R,?) = (4.349, ), a relative
minimum at (R,9) = (4.795,0), and a saddle point at (R,9) =
(4.221,0.292m). The two minima correspond to the stable isomers

Fig. 1. Potential energy for LINC/LiCN. The minimum energy path connecting the
two isomers LiNC and LiCN has been plotted as a dashed curve.

at the linear configurations, LiNC and LiCN, respectively. The LiNC
configuration, ¥ = 7, is more stable than that for LiCN, ¥ = 0. The
minimum energy path connecting the two isomers has also been
plotted superimposed in Fig. 1 with dashed line.

Using the discrete variable representation method, as imple-
mented by Baci¢ and Light [38], we calculate the first 900 eigen-
states of Hamiltonian (1). (Only the first ~40 low lying states
will be necessary for the discussions presented in this Letter.)
The wave functions, |n), of the lowest lying eigenstates are local-
ized in the ¥ = 7 well, and, therefore, correspond to the more sta-
ble configuration, LiNC. As higher energy levels are considered, the
associated wave functions continue to be centered around ¥ = T,
but spread out along the minimum energy path. Actually, the first
30 levels correspond to LiNC structures, presenting an increasing
number of nodes along the minimum energy path [39,40]. How-
ever, when one arrives at the 31st state the corresponding eigen-
function presents a LiCN structure, being localized around ¥ = 0.
Higher states, from n = 32 to n = 39 are again of the LiNC type, un-
til state number 40, which is the first excited state of the LiCN type.
Other higher excited LiCN states are, for example, n = 47, 52, 58, 64,
76, 80, 88, or 96. A more detailed description of this sequence along
with an extended discussion on the dynamical characteristics of
the LINC/LiCN vibrational states can be found in Ref. [41].

3. Control of the LiNC = LiCN isomerization

In this Section, we describe the mechanism proposed in this
work to control chemical reactions, also introducing the corre-
sponding mathematical model for our case study: LiNC = LiCN.
As indicated in the Introduction, several schemes have been al-
ready described in the literature aiming at the control of chemical
reactivity.

In this Letter, we propose a very practical and simple alterna-
tive, consisting on the application of an external time-dependent
electric field as the control parameter. As an example, we will illus-
trate this method by applying it to induce the isomerization
LiNC = LiCN. The method is simple. By changing the intensity of
an external electric field at a variable speed, the system can be
made to ‘navigate’ in the correlation diagram of vibrational energy
levels going from the initial state, usually the ground state, to the
final desired one.

The mathematical model is also simple. Within the dipole
approximation, the Hamiltonian describing the LINC/LiCN molecu-
lar system in the presence of an external uniform electric field, E, is
given by

H = Huen + duen(R, 9) - E, 3)

wheEe Hiicn is the molecular Hamiltonian (without electric field)
and di;en (R, 9) is the corresponding dipole function. In order to sim-
plify our model, we will further assume that:

(i) the molecule can be considered as an electric dipole with the
negative charge located on the center of mass of the CN frag-
ment and the positive charge on the Li [42],

(ii) we have a complete separation of charges, i.e. the dipole
consists of a negative unit charge on the CN and a positive
unit charge on the Li,

(iii) the electric field is assumed to be aligned with the CN bond,
and

(iv) we assume that the isomerization process is fast compared
with the rotation of the molecule.

Let us remark that the simplifying assumption (iii) is very much
in the spirit of the molecular alignment techniques [43-45] and
molecular rotation control [46], and certainly related with the
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approximation (iv), that although not immediately obvious it has
been checked by us [47] in the conditions of the present work.
Introducing these approximations into Eq. (3), one finally obtains

H= HLiCN(R,ﬁ,PR,Pﬂ) + ERcos 9. (4)

The eigenstates for the corresponding Hamiltonian operator are
then obtained by direct diagonalization in the basis set of {|n)},
considering E as a varying parameter. In this way the eigenenergies
(correlation diagram) and eigenfunctions, {¢;}, for the states of
LiNC/LiNC when the external field is applied are obtained.

4. Results
4.1. Correlation diagram

We show in the bottom part of Fig. 2 the correlation diagram of
vibrational energy levels as a function of the intensity of the exter-
nal electric field (along the N-C direction) for the LiNC/LiCN isom-
erizing system. Since all involved states are of the same symmetry,
the Wigner-von Neumann non-crossing rule [48] applies. Accord-
ing to it, when two such states evolve as a function of an external
parameter, the intensity of the electric field in this case, the corre-
sponding energy curves may eventually get very close, but due to
this rule they cannot cross. As a result we have an AC in the corre-
lation diagram. In the range of parameter values where this hap-
pens, some mixing of the corresponding wavefunctions takes
place, according to the model developed independently by Landau
[19] and Zener [20]. This mixing can be eliminated by means of a
suitable transformation. The new states obtained in this way are
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Fig. 2. (top) Correlation diagram for the vibrational energy levels of LINC/LiCN as a
function of the intensity of an external electric field along the N-C direction. The
curves with more pronounced slope are associated to states localized on either of
the two linear isomer configurations. Positive slopes corresponding to LiNC and
negative to LiCN. The curves with lower (absolute) value of the slope represent
isomerizing states. (bottom) Wave functions for the eigenstates at different points
in the correlation diagram. Their structures correspond to: (a) ground state in the
LiNC well, (b) ground state in the LiCN well (n = 31 in the absence of electric field),
(c) state localized between the two wells, (d) excited state in the LiCN well (n = 10)
in the absence of electric field, (e) excited state in the LiNC well (n =21 in the
absence of electric field), and (f) isomerizing state at an avoided crossing.

called diabatic [49], and they do cross at the same point where
the AC (in the adiabatic representation) is located.

As can be seen, many of these ACs exist in our spectrum of
Fig. 2, their positions indicating the values of E at which there is
an interaction among some of the eigenstates of the full Hamilto-
nian (Eq. (4)). Moreover, it is observed that the spectrum consists
mostly of straight diabatic lines, with either positive or negative
slopes, plus some other curves with visibly smaller inclinations.
This behavior is easily understood. Each straight line corresponds
to an eigenstate whose character does not change significantly in
the range of electric field intensities that we are considering. In
particular, their electronic structures, and consequently their di-
pole moments, do not change much. Moreover, the energy curves
corresponding to states located in the LiNC, which have positive
values of this magnitude, will be practically straight lines with a
positive slope in the correlation diagram. The opposite is true, on
the other hand, for states located on the other isomer well, LiCN.
In both cases, the slopes coincide with the mean dipole moment,
given by d; = (¢;|Rcos¥|¢;) in our case (see Eq. (4)). Finally, there
are also states with completely different characteristics, hybrid be-
tween the two isomeric structures, such as the isomerizing states
which are delocalized all along the whole minimum energy path
[41]. These states present intermediate values on their inclinations.
To further illustrate these effects, we have marked different rele-
vant points, (a)-(f), in the correlation diagram of Fig. 2, and plotted
the corresponding wave functions in the top panel. As can be seen,
states at points (a) and (e) are localized in the LiNC well, with
structures corresponding to the ground and n = 21 (in the absence
of electric field) states, respectively. Points (b) and (d), on the other
hand, correspond to states (ground and excited on the other iso-
mer, LiCN; point (f), which is at the middle of an AC, indicates
the presence of isomerizing states; and finally, point (c) corre-
sponds to an uncommon structure, only possible due to the pres-
ence of the external electric field, for which the probability
density accumulates in an intermediate point along the minimum
energy path.

4.2. Controlling isomerization

Let us consider now how the isomerization LiNC = LiCN can be
controlled by just adjusting in appropriate way an external electric
field within a given time interval. As an example, we will concen-
trate on a path taking our molecule from its ground state (in the
absence of the electric field), LiNC, to an eigenstate corresponding
to the LiCN isomer. This will be done without ever leaving the adi-
abatic curves in our correlation diagram, i.e. being all the time in
eigenstates of the system plus electric field [Eq. (4)].

As stated above, the basic idea of our method of control consists
of navigating the correlation diagram of the LiNC/LiCN using their
energy curves as suitable channels. We start by changing the mag-
nitude of the electric field slowly enough to move adiabatically on
the starting curve. When this curve approach an AC we decide
whether we want to stay in it, or we prefer to ‘jump’ to the crossing
state. In the first case, we will perform an adiabatic transition at
the AC, while in the second we need to transverse the AC diabati-
cally. In this way, we continue using the ACs in the correlation dia-
gram as bifurcations points on our path. This allows to navigate the
spectrum in many different ways, just by choosing between the
different branches at the encountered ACs, until the final desired
destination point is reached.

According to the Landau-Zener theory, a rapid change of the
parameter produces at an AC a jump between the involved energy
levels, i.e. a diabatic crossing of the AC, while a slow change leaves
the system in the same energy level, i.e. adiabatic change. In the
latter case, the crossing of the AC produces a change in the wave
function of the state, and then in its physical characteristics, such
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as the dipole moment. Moreover, this theory can be used quantita-
tively to estimate the rate of change on the electric field necessary
to induce diabatic or adiabatic transitions at any given AC in our
system. Namely, assuming that the evolution of the system can
be described in the neighborhood of the AC with just a two-level
model, and the parameter is varied at a constant rate, we have that
the (diabatic) transition probability between the two involved
states, i and j, is given by

TA?
—, (5)
2h|d; — djE

Piﬂj =1- exp (—
where d; and d; are the slopes of the diabatic straight lines [approx-
imated to a very good approximation by the dipole moment of the
molecule, see Eq. (3)], A is the energy gap at the AC, and E the param-
eter velocity. It can be easily seen that if E < 7A?/(2h|d; — dj|), we
have an adiabatic transition, while when E > n4%/(2h|d; — dj|), a
diabatic transition takes place.

4.3. Control strategies

Now, by careful examination of the vibrational energy levels of
LiNC/LiCN we can design different possible strategies to isomerize
the molecule. For example, the simplest way to induce the desired
reaction is to go directly from point a to point b marked in Fig. 2
(see the shape of the corresponding wave functions in the top part
of the figure). As can be seen, this involves increasing the electric
field until encountering the first AC, and then adiabatically passing
through it. This can be accomplished if the variation of the applied
electric field is very slow. However, the gap at the AC between
these two levels is extremely small, and therefore the time needed
to cross it adiabatically is far too large for all practical purposes. In-
deed, considering that 4 = 0.00002 mEV and |d; — dj| = 0.5 meV/
(kv/mm), in this case, one obtains E < 2000 (kV/mm)/s, which
is negligibly slow. Notice that this is so because the wave functions
of the involved (diabatic) states are localized in very disjoint re-
gions. And the same is true for all other ACs involving LiNC and
LiCN states, thus preventing the possibility of isomerization via a
single adiabatic crossing.

One possibility to overcome this problem is isomerize the mol-
ecule passing through an intermediate state of the hybrid type de-
scribed above. With this strategy in mind, we have designed the
control path marked with arrows in the correlation diagram of
Fig. 3, which takes the molecule from the LiNC ground state level,
marked with a full square on the figure, to a LiCN excited state,
marked with a crossed circle. As we will see below, using this alter-
native the isomerization can be fully performed in just 450 ps. To
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Fig. 3. Schematic plot of the intended path in order to reach a LiCN state. This path
include two adiabatic transitions inducing the isomerization through an interme-
diate state with hybrid dynamical characteristics. See text for details.

help in the discussion six vertical dashed lines at E = E;, ..., Eg,
respectively, have also been plotted in the figure.

Let us continue by describing in more detail how this path
should be implemented in order to induce the desired isomeriza-
tion LiNC = LiCN. As can be seen in Fig. 3, the crucial points are:
First, the intensity of the external field has to be increased in such
a way that the system remains in the ground state structure (LiNC),
by diabatically traversing across the ACs with the first low lying
LiCN states (straight lines with negative slopes in the correlation
diagram). Second, make the system to evolve adiabatically to a hy-
brid state, ¢,,, when the field intensity reaches the AC at E = E;.
And third, make a second adiabatic transition at E = Es, keeping
the system in the ¢,5 state which has the desired LiCN character,
to finish at E = Eg in the target point marked with a cross circle
in the correlation diagram of Fig. 3. To induce these processes
one has to vary the applied external field at specific rates, that
are evaluated with the aid of Eq. (5), in order to achieve a square
modulus of the overlap between the final state and the target
one equal to 0.99.

The field variation as a function of the elapsed time computed in
this way is shown at the top panel of Fig. 4. Here we see that the
resulting function consists of several linear pieces, i.e. the intensity
of the field is kept constant except at some instants of time, when
it is suddenly varied. Also, the instants of time, tq,...,tgs, corre-
sponding to the points E,...,Es in the correlation diagram of
Fig. 3, have been marked with vertical dashed lines. As can be seen
in Fig. 3, as the electric field is increased our selected path first con-
sists of a diabatic evolution through the first eleven ACs. All of
them can be easily crossed by increasing suddenly the electric
field. However, in order to stay all the time on the adiabatic curve
corresponding to the first LiNC, the speed of the electric field must
be sufficiently slow. Among these crossings, the first four corre-
spond to LiNC — LiCN transitions and then they can be easily
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Fig. 4. (top) Time variation of the applied external electric field intensity used to
induce the LiNC = LiCN isomerization along the path marked with arrows in Fig. 3.
(middle) Time evolution of the population on selected states in the correlation
diagram of Fig. 3 computed as the square overlap of the total wave function (6) with
the eigenstates, ¢;, of Hamiltonian (4). (bottom) Blow up of the upper part of the
middle panel, showing in more detail the probability of the most populated states.
As can be seen the target state is reached with a probability greater than 0.99.
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crossed diabatically if a very low field speed is used. For example,
by increasing the field from E=0 to 813.3 kV/mm in 20 ps, as
shown in the top panel of Fig. 4. Next, the system encounters the
fifth AC, taking place at E = 832.3 kV/mm. Here, two levels both
with positive slopes and a larger magnitude of the gap (not appre-
ciable in the scale of the figure), thus requiring a larger value of E to
cross it diabatically, are involved. To optimize the transition at this
AC, we use an almost instantaneous jump in intensity of the field,
increasing it up to E = 849.7 kV/mm. This jump is an almost verti-
cal transition, barely visible in the scale of the figure, at the end of
the first straight line. Afterwards, the field is further increased at a
smaller rate reaching E = 901.1 kV/mm in 50 more picoseconds. In
this way, we arrive at t = t, (E, in Fig. 3), having crossed two more
ACs and being the system wave function y(t;) = ¢5. Now we are
facing the eighth AC, that again involves two states with dipoles
of the same sign, and requires accordingly a faster rate of change
in the electric field. This is accomplished by abruptly passing from
E; =901.1 kV/mm to 972.3 kV/mm. As the ACs number 9, 10, and
11 are much narrower, this value of speed also allows to cross
them diabatically in this same period. Then, the first adiabatic evo-
lution, taking the system at t3 to the intermediate hybrid state ¢,
is induced by taking the field from 972.3 kV/mm to 1069.0 kV/mm
in 150 ps. Next, a diabatic transition through the last three ACs is
accomplished by changing the field in two steps: first, to
1121.0 kV/mm in 20 ps, and then to 1227.8 kV/mm in 10 ps, thus
taking the system to y/(t4) = ¢,5. Finally, we have an adiabatic evo-
lution in the last AC at ts, the intensity of the field is increased
slowly from 1227.8 kV/mm to 1292.4 kV/mm in 200 ps, landing
in the desired isomerized LiCN structure. One point of practical
importance is worth commenting here. The high values of the
fields appearing in our calculations are not unusually high, since
they are of the magnitude of those currently presently used in
some electrochemical applications (see for example [50]), but the
ramping variations required may still represent a challenge for
the existing technologies, that hopefully can be overcome in a near
future.

This description can be made quantitative by monitoring the
associated state evolution, this also giving the evolution of the
populations in the correlation diagram. For this purpose, we use
a fourth-order Runge-Kutta method to numerically integrate
the corresponding time-dependent Schrodinger equation,
—i[ay(t)/0t] = H(t)y(t), with the time-dependent electric field pro-
file shown in the top panel of Fig. 4. In this way, the coefficients in
the adiabatic basis set,

v = _ai(t) GiR,0; E(0)], (6)

are obtained (see Eq. (6)). As the initial state we take the ground
state when no electric field is applied (LiNC), i.e. a;(0) =1 and
a;21(0) =0. The results for some relevant eigentates, ¢; are
shown in the middle panel of Fig. 4. In it, the population jumps
among the different fifteen eigenstates, but being very close to
unity at all times. Actually, in the blow up on the bottom panel of
the figure, we can check that these populations never go below
lai(t)* = 0.99.

The corresponding shape of the system wavefunction, y(t), at
different times during the evolution is shown in Fig. 5. As can be
seen, the process is started from the ground state of LINC without
electric field at t; = 0. Later, at t; = 69 ps, the state remained with
the same vibrational structure, although the corresponding wave-
functions had changed a little bit due to the effect of the control-
ling external field. The first adiabatic transition takes place
around t3 = 180 ps, where the probability density localized around
¥ = 7 starts to leak importantly into a hybrid structure centered at
intermediate values of . This structure is clearly defined at
ts = 247 ps. As the control process continues, and the electric field
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Fig. 5. Time evolution of the system wavefunction, y(t), along the controlled
isomerization process.

is increased, we get around ts; = 319 ps to the second adiabatic
transition, allowing us to reach finally the desired excited LiCN
structure at tg = 450 ps.

By continuing this process in a similar way we could redirect
our state to other situations, for example to the lowest LiCN state
with no field applied.

5. Conclusions

In this Letter we have examined the possibility of using a
very simple method, originally proposed in connection with
nanotechnological devices, to control and manipulate chemical
reactions. The idea consists of applying an external electric field
which is made to vary at specific rates in order to navigate the
corresponding state correlation diagram. In this way the system
can be taken from an initial state, usually the ground state, to
another one with different properties, making it to traverse
the different ACs in the correlation diagram in the appropriate
way.

In our case we have chosen the isomerization reaction
LiINC = LiCN to illustrate the method. The reason for this choice
is twofold. First it allows the use of many simplifications and
approximations that made the calculations simple. Recall that
the main aim of the Letter is to show the feasibility of the method
rather than to present a specific application. Second, this system
shows a very rich variety of vibrational motions and serves as a
prototype of many similar molecules and dynamical processes of
chemical interest.
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