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Abstract

The inclusive top quark pair (tt̄) production cross-section σtt̄ has been measured in proton–proton
collisions at

√
s = 7 TeV and

√
s = 8 TeV with the ATLAS experiment at the LHC, using tt̄ events with

an opposite-charge eµ pair in the final state. The measurement was performed with the 2011 7 TeV

dataset corresponding to an integrated luminosity of 4.6 fb−1 and the 2012 8 TeV dataset of 20.3 fb−1.
The numbers of events with exactly one and exactly two b-tagged jets were counted and used to
simultaneously determine σtt̄ and the efficiency to reconstruct and b-tag a jet from a top quark decay,
thereby minimising the associated systematic uncertainties. The cross-section was measured to be:

σtt̄ = 182.9± 3.1± 4.2± 3.6± 3.3 pb (
√
s = 7 TeV) and

σtt̄ = 242.9± 1.7± 5.5± 5.1± 4.2 pb ∗ (
√
s = 8 TeV),

where the four uncertainties arise from data statistics, experimental and theoretical systematic effects,
knowledge of the integrated luminosity and of the LHC beam energy. The results are consistent with
recent theoretical QCD calculations at next-to-next-to-leading order. Fiducial measurements corre-
sponding to the experimental acceptance of the leptons are also reported, together with the ratio of
cross-sections measured at the two centre-of-mass energies. The inclusive cross-section results were
used to determine the top quark pole mass via the dependence of the theoretically predicted cross-
section on mpole

t giving a result of mpole
t = 172.9+2.5

−2.6 GeV. By looking for an excess of tt̄ production
with respect to the QCD prediction, the results were also used to place limits on the pair-production
of supersymmetric top squarks t̃1 with masses close to the top quark mass, decaying via t̃1 → tχ̃0

1

to predominantly right-handed top quarks and a light neutralino χ̃0
1, the lightest supersymmetric par-

ticle. Top squarks with masses between the top quark mass and 177 GeV are excluded at the 95 %
confidence level.

*Updated 14th October 2016 with final 2012 luminosity calibration as described in the Addendum (page 20).
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Abstract. The inclusive top quark pair (tt̄) production cross-section σtt̄ has been measured in proton–
proton collisions at

√
s = 7 TeV and

√
s = 8 TeV with the ATLAS experiment at the LHC, using tt̄ events

with an opposite-charge eµ pair in the final state. The measurement was performed with the 2011 7 TeV
dataset corresponding to an integrated luminosity of 4.6 fb−1 and the 2012 8 TeV dataset of 20.3 fb−1. The
numbers of events with exactly one and exactly two b-tagged jets were counted and used to simultaneously
determine σtt̄ and the efficiency to reconstruct and b-tag a jet from a top quark decay, thereby minimising
the associated systematic uncertainties. The cross-section was measured to be:

σtt̄ = 182.9± 3.1± 4.2± 3.6± 3.3 pb (
√
s = 7 TeV) and

σtt̄ = 242.4± 1.7± 5.5± 7.5± 4.2 pb (
√
s = 8 TeV),

where the four uncertainties arise from data statistics, experimental and theoretical systematic effects,
knowledge of the integrated luminosity and of the LHC beam energy. The results are consistent with
recent theoretical QCD calculations at next-to-next-to-leading order. Fiducial measurements corresponding
to the experimental acceptance of the leptons are also reported, together with the ratio of cross-sections
measured at the two centre-of-mass energies. The inclusive cross-section results were used to determine
the top quark pole mass via the dependence of the theoretically predicted cross-section on mpole

t giving
a result of mpole

t = 172.9+2.5
−2.6 GeV. By looking for an excess of tt̄ production with respect to the QCD

prediction, the results were also used to place limits on the pair-production of supersymmetric top squarks
t̃1 with masses close to the top quark mass, decaying via t̃1 → tχ̃0

1 to predominantly right-handed top
quarks and a light neutralino χ̃0

1, the lightest supersymmetric particle. Top squarks with masses between
the top quark mass and 177 GeV are excluded at the 95 % confidence level.

1 Introduction

The top quark is the heaviest known fundamental parti-
cle, with a mass (mt) that is much larger than any of the
other quarks, and close to the scale of electroweak symme-
try breaking. The study of its production and decay prop-
erties forms a core part of the ATLAS physics programme
at the CERN Large Hadron Collider (LHC). At the LHC,
top quarks are primarily produced in quark–antiquark
pairs (tt̄), and the precise prediction of the correspond-
ing inclusive cross-section (σtt̄) is a substantial challenge
for quantum chromodynamics (QCD) calculational tech-
niques. Precise measurements of σtt̄ are sensitive to the
gluon parton distribution function (PDF), the top quark
mass, and potential enhancements of the cross-section due
to physics beyond the Standard Model.

Within the Standard Model (SM), the top quark de-
cays almost exclusively to a W boson and a b quark, so
the final-state topologies in tt̄ production are governed
by the decay modes of the two W bosons. This paper

describes a measurement in the dileptonic eµ channel,
tt̄ → W+bW−b̄ → e±µ∓ννbb̄, selecting events with an
eµ pair with opposite-sign electric charges,1 and one or
two hadronic jets from the b quarks. Jets originating from
b quarks were identified (‘tagged’) using a b-tagging algo-
rithm exploiting the long lifetime, high decay multiplic-
ity, hard fragmentation and high mass of B hadrons. The
rates of events with an eµ pair and one or two tagged
b-jets were used to measure simultaneously the tt̄ pro-
duction cross-section and the combined probability to re-
construct and b-tag a jet from a top quark decay. Events
with electrons or muons produced via leptonic τ decays
t → Wb → τνb → e/µνννb, were included as part of the
tt̄ signal.

The main background is Wt, the associated produc-
tion of a W boson and a single top quark. Other back-
ground contributions arise from Z → ττ → eµ+jets (+4ν)
production, diboson+jets production and events where at

1 Charge-conjugate modes are implied throughout.
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least one reconstructed lepton does not arise from a W or
Z boson decay.

Theoretical predictions for σtt̄ are described in Sect. 2,
followed by the data and Monte Carlo (MC) simulation
samples in Sect. 3, the object and event selection in Sect. 4,
and the extraction of the tt̄ cross-section in Sect. 5. Sys-
tematic uncertainties are discussed in Sect. 6, the results,
including fiducial cross-section measurements, the extrac-
tion of the top quark mass from the measured cross-section
and a limit on the production of supersymmetric top squa-
rks, are given in Sect. 7, and conclusions are drawn in
Sect. 8.

2 Theoretical cross-section predictions

Calculations of σtt̄ for hadron collisions are now available
at full next-to-next-to-leading-order (NNLO) accuracy in
the strong coupling constant αs, including the resumma-
tion of next-to-next-to-leading logarithmic (NNLL) soft
gluon terms [1,2]. At a centre-of-mass energy of

√
s = 7 TeV

and assuming mt = 172.5 GeV, these calculations give
a prediction of 177.3 ± 9.0 +4.6

−6.0 pb, where the first un-
certainty is due to PDF and αs uncertainties, and the
second to QCD scale uncertainties. The corresponding
prediction at

√
s = 8 TeV is 252.9 ± 11.7 +6.4

−8.6 pb. These
values were calculated using the top++ 2.0 program [3].
The PDF and αs uncertainties were calculated using the
PDF4LHC prescription [4] with the MSTW2008 68 % CL
NNLO [5], CT10 NNLO [6,7] and NNPDF2.3 5f FFN [8]
PDF sets, and added in quadrature to the QCD scale
uncertainty. The latter was obtained from the envelope
of predictions with the renormalisation and factorisation
scales varied independently by factors of two up and down
from their default values of mt, whilst never letting them
differ by more than a factor of two. The ratio of cross-
sections at

√
s = 8 TeV and

√
s = 7 TeV is predicted to be

1.430 ± 0.013 (PDF+αs) ±0.001 (QCD scale). The total
relative uncertainty is only 0.9 %, as the cross-section un-
certainties at the two centre-of-mass energies are highly
correlated.

The NNLO+NNLL cross-section values are about 3 %
larger than the exact NNLO predictions, as implemented
in Hathor 1.5 [9]. For comparison, the corresponding next-
to-leading-order (NLO) predictions, also calculated using
top++ 2.0 with the same set of PDFs, are 157±12±24 pb
at
√
s = 7 TeV and 225±16±29 pb at

√
s = 8 TeV, where

again the first quoted uncertainties are due to PDF and
αs uncertainties, and the second to QCD scale uncertain-
ties. The total uncertainties of the NLO predictions are
approximately 15 %, about three times larger than the
NNLO+NNLL calculation uncertainties quoted above.

3 Data and simulated samples

The ATLAS detector [10] at the LHC covers nearly the
entire solid angle around the collision point, and consists

of an inner tracking detector surrounded by a thin super-
conducting solenoid magnet producing a 2 T axial mag-
netic field, electromagnetic and hadronic calorimeters, and
an external muon spectrometer incorporating three large
toroid magnet assemblies. The inner detector consists of
a high-granularity silicon pixel detector and a silicon mi-
crostrip tracker, together providing precision tracking in
the pseudorapidity2 range |η| < 2.5, complemented by a
transition radiation tracker providing tracking and elec-
tron identification information for |η| < 2.0. A lead/liquid-
argon (LAr) electromagnetic calorimeter covers the re-
gion |η| < 3.2, and hadronic calorimetry is provided by
steel/scintillator tile calorimeters for |η| < 1.7 and cop-
per/LAr hadronic endcap calorimeters. The forward re-
gion is covered by additional LAr calorimeters with copper
and tungsten absorbers. The muon spectrometer consists
of precision tracking chambers covering the region |η| <
2.7, and separate trigger chambers covering |η| < 2.4. A
three-level trigger system, using custom hardware followed
by two software-based levels, is used to reduce the event
rate to about 400 Hz for offline storage.

The analysis was performed on the ATLAS 2011–2012
proton–proton collision data sample, corresponding to inte-
grated luminosities of 4.6 fb−1at

√
s = 7 TeV and 20.3 fb−1

at
√
s = 8 TeV after the application of detector status and

data quality requirements. Events were required to pass ei-
ther a single-electron or single-muon trigger, with thresh-
olds chosen in each case such that the efficiency plateau is
reached for leptons with pT > 25 GeV passing offline selec-
tions. Due to the high instantaneous luminosities achieved
by the LHC, each triggered event also includes the signals
from on average about 9 (

√
s = 7 TeV) or 20 (

√
s = 8 TeV)

additional inelastic pp collisions in the same bunch cross-
ing (known as pileup).

Monte Carlo simulated event samples were used to de-
velop the analysis, to compare to the data and to evaluate
signal and background efficiencies and uncertainties. Sam-
ples were processed either through the full ATLAS detec-
tor simulation [11] based on GEANT4 [12], or through a
faster simulation making use of parameterised showers in
the calorimeters [13]. Additional simulated pp collisions
generated either with Pythia6 [14] (for

√
s = 7 TeV sim-

ulation) or Pythia8 [15] (for
√
s = 8 TeV) were overlaid

to simulate the effects of both in- and out-of-time pileup,
from additional pp collisions in the same and nearby bunch
crossings. All simulated events were then processed using
the same reconstruction algorithms and analysis chain as
the data. Small corrections were applied to lepton trigger
and selection efficiencies to better model the performance
seen in data, as discussed further in Sect. 6.

2 ATLAS uses a right-handed coordinate system with its ori-
gin at the nominal interaction point in the centre of the de-
tector, and the z axis along the beam line. Pseudorapidity is
defined in terms of the polar angle θ as η = − ln tan θ/2, and
transverse momentum and energy are defined relative to the
beamline as pT = p sin θ and ET = E sin θ. The azimuthal
angle around the beam line is denoted by φ, and distances in

(η, φ) space by ∆R =
√

(∆η2) + (∆φ)2.
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The baseline tt̄ full simulation sample was produced
using the NLO matrix element generator Powheg [16]
interfaced to Pythia6 [14] with the Perugia 2011C tune
(P2011C) [17] for parton shower, fragmentation and un-
derlying event modelling, and CT10 PDFs [6], and in-
cluded all tt̄ final states involving at least one lepton.
The W → `ν branching ratio was set to the SM expec-
tation of 0.1082 [18], and mt was set to 172.5 GeV. Al-
ternative tt̄ samples were produced with the NLO gen-
erator MC@NLO [19] interfaced to Herwig [20] with
Jimmy [21] for the underlying event modelling, with the
ATLAS AUET2 [22] tune and CT10 PDFs; and with the
leading-order (LO) multileg generator Alpgen [23] inter-
faced to either Pythia6 or Herwig and Jimmy, with the
CTEQ6L1 PDFs [24]. These samples were all normalised
to the NNLO+NNLL cross-section predictions given in
Sect. 2 when comparing simulation with data.

Backgrounds were classified into two types: those with
two real prompt leptons from W or Z boson decays (in-
cluding those produced via leptonic τ decays), and those
where at least one of the reconstructed lepton candidates
is misidentified, i.e. a non-prompt lepton from the decay
of a bottom or charm hadron, an electron from a pho-
ton conversion, hadronic jet activity misidentified as an
electron, or a muon produced from an in-flight decay of
a pion or kaon. The first category with two prompt lep-
tons includes Wt single top production, modelled using
Powheg + Pythia6 [25] with the CT10 PDFs and the
P2011C tune; Z → ττ+jets modelled using Alpgen +
Herwig + Jimmy (

√
s = 7 TeV) or Alpgen + Pythia6

including LO matrix elements for Zbb̄ production, with
CTEQ6L1 PDFs; and diboson (WW , WZ, ZZ) produc-
tion in association with jets, modelled using Alpgen +
Herwig + Jimmy. The Wt background was normalised
to approximate NNLO cross-sections of 15.7 ± 1.2 pb at√
s = 7 TeV and 22.4± 1.5 pb at

√
s = 8 TeV, determined

as in Ref. [26]. The inclusive Z cross-sections were set to
the NNLO predictions from FEWZ [27], but the normali-
sation of Z → ττ → eµ4ν backgrounds with b-tagged jets
were determined from data as described in Sect. 5.1. The
diboson background was normalised to the NLO QCD in-
clusive cross-section predictions calculated with MCFM
[28]. Production of tt̄ in association with a W or Z bo-
son, which contributes to the sample with same-sign lep-
tons, was simulated with Madgraph [29] interfaced to
Pythia with CTEQ6L1 PDFs, and normalised to NLO
cross-section predictions [30].

Backgrounds with one real and one misidentified lep-
ton include tt̄ events with one hadronically decaying W ;
W+jets production, modelled as for Z+jets; Wγ+jets,
modelled with Sherpa [31] with CT10 PDFs; and t-chan-
nel single top production, modelled using AcerMC [32]
interfaced to Pythia6 with CTEQ6L1 PDFs. Other back-
grounds, including processes with two misidentified lep-
tons, are negligible after the event selections used in this
analysis.

4 Object and event selection

The analysis makes use of reconstructed electrons, muons
and b-tagged jets. Electron candidates were reconstructed
from an isolated electromagnetic calorimeter energy de-
posit matched to an inner detector track and passing tight
identification requirements [33], with transverse energy
ET > 25 GeV and pseudorapidity |η| < 2.47. Electron
candidates within the transition region between the bar-
rel and endcap electromagnetic calorimeters, 1.37 < |η| <
1.52, were removed. Isolation requirements were used to
reduce background from non-prompt electrons. The calori-
meter transverse energy within a cone of size ∆R = 0.2
and the scalar sum of track pT within a cone of size ∆R =
0.3, in each case excluding the contribution from the elec-
tron itself, were each required to be smaller than ET and
η-dependent thresholds calibrated to separately give nom-
inal selection efficiencies of 98 % for prompt electrons from
Z → ee decays.

Muon candidates were reconstructed by combining mat-
ching tracks reconstructed in both the inner detector and
muon spectrometer [34], and were required to satisfy pT >
25 GeV and |η| < 2.5. In the

√
s = 7 TeV dataset, the

calorimeter transverse energy within a cone of size ∆R =
0.2, excluding the energy deposited by the muon, was re-
quired to be less than 4 GeV, and the scalar sum of track
pT within a cone of size ∆R = 0.3, excluding the muon
track, was required to be less than 2.5 GeV. In the

√
s =

8 TeV dataset, these isolation requirements were replaced
by a cut I < 0.05, where I is the ratio of the sum of track
pT in a variable-sized cone of radius ∆R = 10 GeV/pµT to
the transverse momentum pµT of the muon [35]. Both sets
of isolation requirements have efficiencies of about 97 %
for prompt muons from Z → µµ decays.

Jets were reconstructed using the anti-kt algorithm [36]
with radius parameter R = 0.4, starting from calorime-
ter energy clusters calibrated at the electromagnetic en-
ergy scale for the

√
s = 7 TeV dataset, or using the local

cluster weighting method for
√
s = 8 TeV [37]. Jets were

calibrated using an energy- and η-dependent simulation-
based calibration scheme, with in-situ corrections based
on data, and were required to satisfy pT > 25 GeV and
|η| < 2.5. To suppress the contribution from low-pT jets
originating from pileup interactions, a jet vertex fraction
requirement was applied: at

√
s = 7 TeV jets were required

to have at least 75 % of the scalar sum of the pT of tracks
associated with the jet coming from tracks associated with
the event primary vertex. The latter was defined as the
reconstructed vertex with the highest sum of associated
track p2

T. Motivated by the higher pileup background, in
the
√
s = 8 TeV dataset this requirement was loosened to

50 %, only applied to jets with pT < 50 GeV and |η| < 2.4,
and the effects of pileup on the jet energy calibration were
further reduced using the jet-area method as described in
Ref. [38]. Finally, to further suppress non-isolated leptons
likely to have come from heavy-flavour decays inside jets,
electrons and muons within ∆R = 0.4 of selected jets were
also discarded.

Jets were b-tagged as likely to have originated from b
quarks using the MV1 algorithm, a multivariate discrim-
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inant making use of track impact parameters and recon-
structed secondary vertices [39,40]. Jets were defined to be
b-tagged if the MV1 discriminant value was larger than a
threshold (working point) corresponding approximately to
a 70 % efficiency for tagging b-quark jets from top decays
in tt̄ events, with a rejection factor of about 140 against
light-quark and gluon jets, and about five against jets orig-
inating from charm quarks.

Events were required to have at least one reconstructed
primary vertex with at least five associated tracks, and no
jets failing jet quality and timing requirements. Events
with muons compatible with cosmic-ray interactions and
muons losing substantial fractions of their energy through
bremsstrahlung in the detector material were also removed.
A preselection requiring exactly one electron and one muon
selected as described above was then applied, with at
least one of the leptons being matched to an electron or
muon object triggering the event. Events with an opposite-
sign eµ pair constituted the main analysis sample, whilst
events with a same-sign eµ pair were used in the estima-
tion of the background from misidentified leptons.

5 Extraction of the tt̄ cross-section

The tt̄ production cross-section σtt̄ was determined by
counting the numbers of opposite-sign eµ events with ex-
actly one (N1) and exactly two (N2) b-tagged jets. No
requirements were made on the number of untagged jets;
such jets originate from b-jets from top decays which were
not tagged, and light-quark, charm-quark or gluon jets
from QCD radiation. The two event counts can be ex-
pressed as:

N1 = Lσtt̄ εeµ2εb(1− Cbεb) +Nbkg
1

N2 = Lσtt̄ εeµCbεb
2 +Nbkg

2 (1)

where L is the integrated luminosity of the sample, εeµ
is the efficiency for a tt̄ event to pass the opposite-sign
eµ preselection and Cb is a tagging correlation coefficient
close to unity. The combined probability for a jet from
the quark q in the t → Wq decay to fall within the ac-
ceptance of the detector, be reconstructed as a jet with
transverse momentum above the selection threshold, and
be tagged as a b-jet, is denoted by εb. Although this quark
is almost always a b quark, εb thus also accounts for the ap-
proximately 0.2 % of top quarks that decay to Ws or Wd
rather than Wb, slightly reducing the effective b-tagging
efficiency. Furthermore, the value of εb is slightly increased
by the small contributions to N1 and N2 from mistagged
light-quark, charm-quark or gluon jets from radiation in tt̄
events, although more than 98 % of the tagged jets are ex-
pected to contain particles from B-hadron decays in both
the one and two b-tag samples.

If the decays of the two top quarks and the subse-
quent reconstruction of the two b-tagged jets are com-
pletely independent, the probability to tag both b-jets
εbb is given by εbb = εb

2. In practice, small correlations
are present for both kinematic and instrumental reasons,

and these are taken into account via the tagging corre-
lation Cb, defined as Cb = εbb/εb

2 or equivalently Cb =
4N tt̄

eµN
tt̄
2 /(N

tt̄
1 + 2N tt̄

2 )2, where N tt̄
eµ is the number of pre-

selected eµ tt̄ events and N tt̄
1 and N tt̄

2 are the numbers
of tt̄ events with one and two b-tagged jets. Values of
Cb greater than one correspond to a positive correlation,
where a second jet is more likely to be selected if the first
one is already selected, whilst Cb = 1 corresponds to no
correlation. This correlation term also compensates for the
effect on εb, N1 and N2 of the small number of mistagged
charm-quark or gluon jets from radiation in the tt̄ events.

Background from sources other than tt̄→ eµννbb̄ also
contributes to the event counts N1 and N2, and is given

by the terms Nbkg
1 and Nbkg

2 . The preselection efficiency
εeµ and tagging correlation Cb were taken from tt̄ event

simulation, and the background contributions Nbkg
1 and

Nbkg
2 were estimated using a combination of simulation-

and data-based methods, allowing the two equations in
Eq. (1) to be solved numerically yielding σtt̄ and εb.

A total of 11796 events passed the eµ opposite-sign
preselection in

√
s = 7 TeV data, and 66453 in

√
s = 8 TeV

data. Table 1 shows the number of events with one and two
b-tagged jets, together with the estimates of non-tt̄ back-
ground and their systematic uncertainties discussed in de-
tail in Sect. 5.1 below. The samples with one b-tagged jet
are expected to be about 89 % pure in tt̄ events, with the
dominant background coming from Wt single top produc-
tion, and smaller contributions from events with misiden-
tified leptons, Z+jets and dibosons. The samples with
two b-tagged jets are expected to be about 96% pure in
tt̄ events, with Wt production again being the dominant
background.

Distributions of the number of b-tagged jets in opposite-
sign eµ events are shown in Fig. 1, and compared to the
expectations with several tt̄ simulation samples. The his-
togram bins with one and two b-tagged jets correspond to
the data event counts shown in Table 1. Distributions of
the number of jets, the b-tagged jet pT, and the electron
and muon |η| and pT are shown for opposite-sign eµ events
with at least one b-tagged jet in Fig. 2 (

√
s = 7 TeV) and

Fig. 3 (
√
s = 8 TeV), with the simulation normalised to

the same number of entries as the data. The lepton |η|
distributions reflect the differing acceptances and efficien-
cies for electrons and muons, in particular the calorimeter
transition region at 1.37 < |η| < 1.52. In general, the
agreement between data and simulation is good, within
the range of predictions from the different tt̄ simulation
samples.

The value of σtt̄ extracted from Eq. (1) is inversely pro-
portional to the assumed value of εeµ, with (dσtt̄/dεeµ) /
(σtt̄/εeµ) = −1. Uncertainties on εeµ therefore translate
directly into uncertainties on σtt̄. The value of εeµ was
determined from simulation to be about 0.8 % for both
centre-of-mass energies, and includes the tt̄ → eµννbb̄
branching ratio of about 3.2 % including W → τ → e/µ
decays. Similarly, σtt̄ is proportional to the value of Cb,
also determined from simulation, giving a dependence with
the opposite sign, (dσtt̄ /dCb)/(σtt̄/Cb) = 1. The system-
atic uncertainties on εeµ and Cb are discussed in Sect. 6.
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Table 1. Observed numbers of opposite-sign eµ events with one and two b-tagged jets (N1 and N2) for each data sample,
together with the estimates of backgrounds and associated total uncertainties described in Sect. 6.

√
s = 7 TeV

√
s = 8 TeV

Event counts N1 N2 N1 N2

Data 3527 2073 21666 11739

Wt single top 326± 36 53± 14 2050± 210 360± 120
Dibosons 19± 5 0.5± 0.1 120± 30 3± 1
Z(→ ττ → eµ)+jets 28± 2 1.8± 0.5 210± 5 7± 1
Misidentified leptons 27± 13 15± 8 210± 66 95± 29

Total background 400± 40 70± 16 2590± 230 460± 130

With the kinematic cuts and b-tagging working point
chosen for this analysis, the sensitivities of σtt̄ to knowl-

edge of the backgrounds Nbkg
1 and Nbkg

2 are given by

(dσtt̄/dN
bkg
1 ) / (σtt̄/N

bkg
1 ) = −0.12 and (dσtt̄/dN

bkg
2 ) /

(σtt̄/N
bkg
2 ) = −0.004. The fitted cross-sections are there-

fore most sensitive to the systematic uncertainties onNbkg
1 ,

whilst for the chosen b-tagging working point, the mea-
surements of N2 serve mainly to constrain εb. As discussed
in Sect. 6.1, consistent results were also obtained at differ-
ent b-tagging efficiency working points that induce greater
sensitivity to the background estimate in the two b-tag
sample.

5.1 Background estimation

The Wt single top and diboson backgrounds were esti-
mated from simulation as discussed in Sect. 3. The Z+jets
background (with Z → ττ → eµ4ν) at

√
s = 8 TeV was es-

timated from simulation using Alpgen+Pythia, scaled
by the ratios of Z → ee or Z → µµ accompanied by b-
tagged jets measured in data and simulation. The ratio
was evaluated separately in the one and two b-tag event
samples. This scaling eliminates uncertainties due to the
simulation modelling of jets (especially heavy-flavour jets)
produced in association with the Z bosons. The data-to-
simulation ratios were measured in events with exactly
two opposite-sign electrons or muons passing the selec-
tions given in Sect. 4 and one or two b-tagged jets, by fit-
ting the dilepton invariant mass distributions in the range
60–120 GeV, accounting for the backgrounds from tt̄ pro-
duction and misidentified leptons. Combining the results
from both dilepton channels, the scale factors were deter-
mined to be 1.43 ± 0.03 and 1.13 ± 0.08 for the one and
two b-tag backgrounds, after normalising the simulation
to the inclusive Z cross-section prediction from FEWZ
[27]. The uncertainties include systematic components de-
rived from a comparison of results from the ee and µµ
channels, and from studying the variation of scale factors
with Z boson pT. The average pT is higher in selected
Z → ττ → eµ4ν events than in Z → ee/µµ events due to
the momentum lost to the undetected neutrinos from the τ
decays. The same procedure was used for the

√
s = 7 TeV

dataset, resulting in scale factors of 1.23 ± 0.07 (one b-
tag) and 1.14±0.18 (two b-tags) for the Alpgen + Her-

wig Z+jets simulation, which predicts different numbers
of events with heavy-flavour jets than Alpgen + Pythia.

The background from events with one real and one
misidentified lepton was estimated using a combination
of data and simulation. Simulation studies show that the
samples with a same-sign eµ pair and one or two b-tagged
jets are dominated by events with misidentified leptons,
with rates comparable to those in the opposite-sign sam-
ple. The contributions of events with misidentified leptons
were therefore estimated using the same-sign event counts
in data after subtraction of the estimated prompt same-
sign contributions, multiplied by the opposite- to same-

sign misidentified-lepton ratios Rj = Nmis,OS
j /Nmis,SS

j es-
timated from simulation for events with j = 1 and 2 b-
tagged jets. The procedure is illustrated by Table 2, which
shows the expected numbers of events with misidentified
leptons in opposite- and same-sign samples. The contri-
butions where the electron is misidentified, coming from a
photon conversion, the decay of a heavy-flavour hadron or
other sources (such as a misidentified hadron within a jet),
and where the muon is misidentified, coming either from
heavy-flavour decay or other sources (e.g. decay in flight
of a pion or kaon) are shown separately. The largest con-
tributions come from photon conversions giving electron
candidates, and most of these come from photons radiated
from prompt electrons produced from t → Wq → eνq in
signal tt̄ → eµννbb̄ events. Such electrons populate both
the opposite- and same-sign samples, and are treated as
misidentified-lepton background.

The ratios Rj were estimated from simulation to be
R1 = 1.4 ± 0.5 and R2 = 1.1 ± 0.5 at

√
s = 7 TeV, and

R1 = 1.2 ± 0.3 and R2 = 1.6 ± 0.5 at
√
s = 8 TeV. The

uncertainties were derived by considering the range of
Rj values for different components of the misidentified-
lepton background, including the small contributions from
sources other than photon conversions and heavy-flavour
decays, which do not significantly populate the same-sign
samples. As shown in Table 2, about 25 % of the same-sign
events have two prompt leptons, which come mainly from
semileptonic tt̄ events with an additional leptonically dec-
aying W or Z boson, diboson decays producing two same-
sign leptons, and wrong-sign tt̄→ eµννbb̄ events where the
electron charge was misreconstructed. A conservative un-
certainty of 50 % was assigned to this background, based
on studies of the simulation modelling of electron charge
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Table 2. Breakdown of estimated misidentified-lepton contributions to the one (1b) and two (2b) b-tag opposite- and same-sign
(OS and SS) eµ event samples at

√
s = 7 TeV and

√
s = 8 TeV. The different misidentified-lepton categories are described in the

text. For the same-sign samples, the contributions from wrong-sign (where the electron charge sign is misreconstructed) and
right-sign prompt lepton events are also shown, and the total expectations are compared to the data. The uncertainties shown
are due to the limited size of the simulated samples, and values and uncertainties quoted as ‘0.0’ are smaller than 0.05.

√
s = 7 TeV

√
s = 8 TeV

Component OS 1b SS 1b OS 2b SS 2b OS 1b SS 1b OS 2b SS 2b

t→ e→ γ conversion e 13.5± 0.8 11.3± 0.8 6.1± 0.6 6.4± 0.6 97± 5 93± 5 67± 5 44± 4
Background conversion e 7.2± 1.3 3.3± 0.5 1.4± 0.2 0.7± 0.2 53± 11 55± 12 12.8± 2.5 8.7± 1.9
Heavy-flavour e 2.9± 0.4 3.8± 0.4 0.3± 0.1 0.5± 0.1 33± 4 24± 3 5.6± 1.3 2.3± 0.8
Other e 2.8± 0.7 0.0± 0.0 0.2± 0.1 0.0± 0.0 17± 7 0.5± 0.3 4.7± 1.2 0.1± 0.1
Heavy-flavour µ 3.2± 0.4 3.0± 0.4 0.5± 0.2 0.1± 0.1 26± 6 17.9± 2.7 2.4± 0.8 2.8± 1.0
Other µ 0.7± 0.2 0.0± 0.0 0.2± 0.1 0.0± 0.0 2.2± 1.0 0.6± 0.4 0.8± 0.5 0.0± 0.0

Total misidentified 30± 2 21± 1 9± 1 8± 1 229± 16 191± 14 93± 6 58± 4

Wrong-sign prompt - 3.4± 0.4 - 1.9± 0.3 - 34± 4 - 10.3± 1.9
Right-sign prompt - 6.5± 0.5 - 2.2± 0.1 - 35.4± 1.7 - 12.9± 0.3

Total - 31± 1 - 12± 1 - 260± 14 - 81± 5

Data - 29 - 17 - 242 - 83

misidentification [33] and uncertainties in the rates of con-
tributing physics processes.

The simulation modelling of the different components
of the misidentified-lepton background was checked by
studying kinematic distributions of same-sign events, as
illustrated for the |η| and pT distributions of the leptons
in
√
s = 8 TeV data in Fig. 4. The simulation generally

models the normalisation and shapes of distributions well
in both the one and two b-tag event samples. The sim-
ulation modelling was further tested in control samples
with relaxed electron or muon isolation requirements to
enhance the relative contributions of electrons or muons
from heavy-flavour decays, and similar levels of agreement
were observed.

6 Systematic uncertainties

The systematic uncertainties on the measured cross-sect-
ions σtt̄ are shown in detail in Table 3 together with the
individual uncertainties on εeµ and Cb. A summary of the
uncertainties on σtt̄ is shown in Table 4. Each source of un-
certainty was evaluated by repeatedly solving Eq. (1) with
all relevant input parameters simultaneously changed by
±1 standard deviation. Systematic correlations between
input parameters (in particular significant anti-correlations
between εeµ and Cb which contribute with opposite signs
to σtt̄) were thus taken into account. The total uncertain-
ties on σtt̄ and εb were calculated by adding the effects of
all the individual systematic components in quadrature,
assuming them to be independent. The sources of system-
atic uncertainty are discussed in more detail below; unless
otherwise stated, the same methodology was used for both√
s = 7 TeV and

√
s = 8 TeV datasets.

tt̄ modelling: Uncertainties on εeµ and Cb due to the
simulation of tt̄ events were assessed by studying the

predictions of different tt̄ generators and hadronisation
models as detailed in Sect. 3. The prediction for εeµ
was found to be particularly sensitive to the amount
of hadronic activity near the leptons, which strongly
affects the efficiency of the lepton isolation require-
ments described in Sect. 4. These isolation efficiencies
were therefore measured directly from data, as dis-
cussed below. The remaining uncertainties on εeµ relat-
ing to lepton reconstruction, identification and lepton–
jet overlap removal, were evaluated from the differ-
ences between the predictions from the baseline Pow-
heg + Pythia tt̄ sample and a sample generated
using MC@NLO + Herwig, thus varying both the
hard-scattering event generator and the fragmentation
and hadronisation model. The MC@NLO + Herwig
sample gave a larger value of εeµ but a smaller value
of Cb. Additional comparisons of Powheg + Pythia
samples with the AUET2 rather than P2011C tune
and with Powheg + Herwig, i.e. changing only the
fragmentation / hadronisation model, gave smaller un-
certainties. The Alpgen + Herwig and Alpgen +
Pythia samples gave values of εeµ up to 2 % higher
than that of Powheg+Pythia, due largely to a more
central predicted η distribution for the leptons. How-
ever, this sample uses a leading-order generator and
PDFs, and gives an inferior description of the electron
and muon η distributions (see Figs. 3(c) and 3(e)), so
was not used to set the systematic uncertainty on εeµ.
In contrast, the Alpgen samples were considered in
setting the uncertainty on Cb, taken as the largest dif-
ference between the predictions of Powheg + Pythia
and any of the other generators. The effect of extra ra-
diation in tt̄ events was also considered explicitly by us-
ing pairs of simulation samples with different Pythia
tunes whose parameters span the variations compati-
ble with ATLAS studies of additional jet activity in tt̄
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Table 3. Detailed breakdown of the symmetrised relative statistical, systematic and total uncertainties on the measurements of
the tt̄ production cross-section σtt̄ at

√
s = 7 TeV and

√
s = 8 TeV. Uncertainties quoted as ‘0.00’ are smaller than 0.005, whilst

‘-’ indicates the corresponding uncertainty is not applicable. The uncertainties on εeµ and Cb are also shown, with their relative
signs indicated where relevant. They contribute with opposite signs to the uncertainties on σtt̄, which also include uncertainties
from estimates of the background terms Nbkg

1 and Nbkg
2 . The lower part of the table gives the systematic uncertainties that are

different for the measurement of the fiducial cross-section σfid
tt̄ , together with the total analysis systematic and total uncertainties

on σfid
tt̄ .

√
s 7 TeV 8 TeV

Uncertainty (inclusive σtt̄) ∆εeµ/εeµ ∆Cb/Cb ∆σtt̄/σtt̄ ∆εeµ/εeµ ∆Cb/Cb ∆σtt̄/σtt̄
(%) (%) (%) (%) (%) (%)

Data statistics 1.69 0.71

tt̄ modelling 0.71 −0.72 1.43 0.65 −0.57 1.22
Parton distribution functions 1.03 - 1.04 1.12 - 1.13
QCD scale choice 0.30 - 0.30 0.30 - 0.30
Single-top modelling - - 0.34 - - 0.42
Single-top/tt̄ interference - - 0.22 - - 0.15
Single-top Wt cross-section - - 0.72 - - 0.69
Diboson modelling - - 0.12 - - 0.13
Diboson cross-sections - - 0.03 - - 0.03
Z+jets extrapolation - - 0.05 - - 0.02
Electron energy scale/resolution 0.19 −0.00 0.22 0.46 0.02 0.51
Electron identification 0.12 0.00 0.13 0.36 0.00 0.41
Muon momentum scale/resolution 0.12 0.00 0.14 0.01 0.01 0.02
Muon identification 0.27 0.00 0.30 0.38 0.00 0.42
Lepton isolation 0.74 - 0.74 0.37 - 0.37
Lepton trigger 0.15 −0.02 0.19 0.15 0.00 0.16
Jet energy scale 0.22 0.06 0.27 0.47 0.07 0.52
Jet energy resolution −0.16 0.08 0.30 −0.36 0.05 0.51
Jet reconstruction/vertex fraction 0.00 0.00 0.06 0.01 0.01 0.03
b-tagging - 0.18 0.41 - 0.14 0.40
Misidentified leptons - - 0.41 - - 0.34

Analysis systematics (σtt̄) 1.56 0.75 2.27 1.66 0.59 2.26

Integrated luminosity - - 1.98 - - 3.10
LHC beam energy - - 1.79 - - 1.72

Total uncertainty (σtt̄) 1.56 0.75 3.89 1.66 0.59 4.27

Uncertainty (fiducial σfid
tt̄ ) ∆εeµ/εeµ ∆Cb/Cb ∆σfid

tt̄ /σ
fid
tt̄ ∆εeµ/εeµ ∆Cb/Cb ∆σtt̄/σtt̄

(%) (%) (%) (%) (%) (%)

tt̄ modelling 0.84 −0.72 1.56 0.74 −0.57 1.31
Parton distribution functions 0.35 - 0.38 0.23 - 0.28
QCD scale choice 0.00 - 0.00 0.00 - 0.00
Other uncertainties (as above) 0.88 0.21 1.40 1.00 0.17 1.50

Analysis systematics (σfid
tt̄ ) 1.27 0.75 2.13 1.27 0.59 2.01

Total uncertainty (σfid
tt̄ ) 1.27 0.75 3.81 1.27 0.59 4.14

events at
√
s = 7 TeV [41], generated using both Ac-

erMC + Pythia and Alpgen + Pythia. These
samples predicted large variations in the lepton iso-
lation efficiencies (which were instead measured from
data), but residual variations in other lepton-related
uncertainties and Cb within the uncertainties set from
other simulation samples.

Parton distribution functions: The uncertainties
on εeµ, Cb and the Wt single top background due to
uncertainties on the proton PDFs were evaluated us-

ing the error sets of the CT10 NLO [6], MSTW 2008
68 % CL NLO [5] and NNPDF 2.3 NLO [8] sets. The
final uncertainty was calculated as half the envelope
encompassing the predictions from all three PDF sets
along with their associated uncertainties, following the
PDF4LHC recommendations [4].

QCD scale choices: The lepton pT and η distributions,
and hence εeµ, are sensitive to the choices of QCD
renormalisation and factorisation scales. This effect
was investigated using

√
s = 8 TeV generator-level Po-
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Fig. 1. Distributions of the number of b-tagged jets in pre-
selected opposite-sign eµ events in (a)

√
s = 7 TeV and (b)√

s = 8 TeV data. The data are shown compared to the expec-
tation from simulation, broken down into contributions from tt̄,
Wt single top, Z+jets, dibosons, and events with misidentified
electrons or muons, normalised to the same integrated luminos-
ity as the data. The lower parts of the figure show the ratios of
simulation to data, using various tt̄ signal samples generated
with Powheg + Pythia6 (PY), MC@NLO + Herwig (HW)
and Alpgen + Herwig, and with the cyan band indicating
the statistical uncertainty.

wheg + Pythia tt̄ samples where the two scales were
separately varied up and down by a factor of two from
their default values of Q2 = mt

2 + p2
T,t. The system-

atic uncertainty for each scale was taken as half the
difference in εeµ values between the samples with in-
creased and decreased QCD scale, and the uncertain-
ties for the renormalisation and factorisation scales
were then added linearly to give a total scale uncer-

tainty of 0.30 % on εeµ, assumed to be valid for both
centre-of-mass energies.

Single top modelling: Uncertainties related to Wt sin-
gle top modelling were assessed by comparing the pre-
dictions from Powheg + Pythia, Powheg + Her-
wig, MC@NLO + Herwig, and AcerMC + Pythia
with two tunes producing different amounts of addi-
tional radiation, in all cases normalising the total pro-
duction rate to the approximate NNLO cross-section
prediction. The resulting uncertainties are about 5 %
and 20 % on the one and two b-tag background con-
tributions. The background in the two b-tag sample is
sensitive to the production of Wt with an additional b-
jet, a NLO contribution to Wt which can interfere with
the tt̄ final state. The sensitivity to this interference
was studied by comparing the predictions of Pow-
heg with the diagram-removal (baseline) and diagram-
subtraction schemes [25,42], giving additional single-
top/tt̄ interference uncertainties of 1–2 % and 20 % for
the one and two b-tag samples. The production of sin-
gle top quarks in association with a Z boson gives con-
tributions which are negligible compared to the above
uncertainties. Production of single top quarks via the
t- and s-channels gives rise to final states with only
one prompt lepton, and is accounted for as part of the
misidentified-lepton background.

Background cross-sections: The uncertainties on the
Wt single top cross-section were taken to be 7.6 % and
6.8% at

√
s = 7 TeV and

√
s = 8 TeV, based on Ref.

[26]. The uncertainties on the diboson cross-sections
were set to 5 % [28].

Diboson modelling: Uncertainties in the backgrounds
from dibosons with one or two additional b-tagged jets
were assessed by comparing the baseline prediction
from Alpgen + Herwig with that of Sherpa [31] in-
cluding massive b and c quarks, and found to be about
20 %. The background from 125 GeV SM Higgs produc-
tion in the gluon fusion, vector-boson fusion, and WH
and ZH associated production modes, with H →WW
and H → ττ , was evaluated to be smaller than the di-
boson modelling uncertainties, and was neglected.

Z+jets extrapolation: The uncertainties on the extrap-
olation of the Z+jets background from Z → ee/µµ to
Z → ττ events result from statistical uncertainties,
comparing the results from ee and µµ, which have dif-
ferent background compositions, and considering the
dependence of the scale factors on Z boson pT.

Lepton identification and measurement: The mod-
elling of the electron and muon identification efficien-
cies, energy scales and resolutions (including the ef-
fects of pileup) were studied using Z → ee/µµ, J/ψ →
ee/µµ and W → eν events in data and simulation, us-
ing the techniques described in Refs. [33,34,43]. Small
corrections were applied to the simulation to better
model the performance seen in data, and the associ-
ated systematic uncertainties were propagated to the
cross-section measurement.

Lepton isolation: The efficiency of the lepton isolation
requirements was measured directly in data, from the
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Fig. 2. Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |η| of the electron,
(d) the pT of the electron, (e) the |η| of the muon and (f) the pT of the muon, in events with an opposite-sign eµ pair and at least
one b-tagged jet. The

√
s = 7 TeV data are compared to the expectation from simulation, broken down into contributions from

tt̄, single top, Z+jets, dibosons, and events with misidentified electrons or muons, normalised to the same number of entries as
the data. The lower parts of the figure show the ratios of simulation to data, using various tt̄ signal samples and with the cyan
band indicating the statistical uncertainty. The last bin includes the overflow.
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Fig. 3. Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |η| of the electron,
(d) the pT of the electron, (e) the |η| of the muon and (f) the pT of the muon, in events with an opposite-sign eµ pair and at least
one b-tagged jet. The

√
s = 8 TeV data are compared to the expectation from simulation, broken down into contributions from

tt̄, single top, Z+jets, dibosons, and events with misidentified electrons or muons, normalised to the same number of entries as
the data. The lower parts of the figure show the ratios of simulation to data, using various tt̄ signal samples and with the cyan
band indicating the statistical uncertainty. The last bin includes the overflow.
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Fig. 4. Distributions of electron and muon |η| and pT in same-sign eµ events at
√
s = 8 TeV with at least one b-tagged jet. The

simulation prediction is normalised to the same integrated luminosity as the data, and broken down into contributions where
both leptons are prompt, or one is a misidentified lepton from a photon conversion originating from a top quark decay or from
background, or from heavy-flavour decay. In the pT distributions, the last bin includes the overflows.

fraction of selected opposite-sign eµ events with one or
two b-tags where either the electron or muon fails the
isolation cut. The results were corrected for the con-
tamination from misidentified leptons, estimated using
the same-sign eµ samples as described in Sect. 5, or by
using the distributions of lepton impact parameter sig-
nificance |d0|/σd0 , where d0 is the distance of closest
approach of the lepton track to the event primary ver-
tex in the transverse plane, and σd0 its uncertainty.
Consistent results were obtained from both methods,
and showed that the baseline Powheg+Pythia sim-
ulation overestimates the efficiencies of the isolation
requirements by about 0.5 % for both the electrons and
muons. These corrections were applied to εeµ, with un-
certainties dominated by the limited sizes of the same-
sign and high impact-parameter significance samples
used for background estimation. Similar results were

found from studies in Z → ee and Z → µµ events, af-
ter correcting the results for the larger average amount
of hadronic activity near the leptons in tt̄ → eµννbb̄
events.

Jet-related uncertainties: Although the efficiency to
reconstruct and b-tag jets from tt̄ events is extracted
from the data, uncertainties in the jet energy scale, en-
ergy resolution and reconstruction efficiency affect the
backgrounds estimated from simulation and the esti-
mate of the tagging correlation Cb. They also have a
small effect on εeµ via the lepton–jet ∆R separation
cuts. The jet energy scale was varied in simulation ac-
cording to the uncertainties derived from simulation
and in-situ calibration measurements [37,44], using a
model with 21 (

√
s = 7 TeV) or 22 (

√
s = 8 TeV) sep-

arate orthogonal uncertainty components which were
then added in quadrature. The jet energy resolution
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was found to be well modelled by simulation [45], and
remaining uncertainties were assessed by applying ad-
ditional smearing, which reduces εeµ. The calorimeter
jet reconstruction efficiency was measured in data us-
ing track-based jets, and is also well described by the
simulation; the impact of residual uncertainties was
assessed by randomly discarding jets. The uncertainty
associated with the jet vertex fraction requirement was
assessed from studies of Z → ee/µµ+jets events.

b-tagging uncertainties: The efficiency for b-tagging
jets from tt̄ events was extracted from the data via
Eq. (1), but simulation was used to predict the num-
ber of b-tagged jets and mistagged light-quark, gluon
and charm jets in the Wt single top and diboson back-
grounds. The tagging correlation Cb is also slightly sen-
sitive to the efficiencies for tagging heavy- and light-
flavour jets. The uncertainties in the simulation mod-
elling of the b-tagging performance were assessed using
studies of b-jets containing muons [40,46], jets contain-
ing D∗+ mesons [47] and inclusive jet events [48].

Misidentified leptons: The uncertainties on the num-
ber of events with misidentified leptons in the one and
two b-tagged samples were derived from the statisti-
cal uncertainties on the numbers of same-sign lepton
events, the systematic uncertainties on the opposite- to
same-sign ratios Rj , and the uncertainties on the num-
bers of prompt same-sign events, as discussed in detail
in Sect. 5.1. The overall uncertainties on the numbers
of misidentified leptons vary from 30 % to 50 %, dom-
inated by the uncertainties on the ratios Rj .

Integrated luminosity: The uncertainty on the integ-
rated luminosity of the

√
s = 7 TeV dataset is 1.8 %

[49]. Using beam-separation scans performed in Novem-
ber 2012, the same methodology was applied to de-
termine the

√
s = 8 TeV luminosity scale, resulting in

an uncertainty of 2.8 %. These uncertainties are domi-
nated by effects specific to each dataset, and so are con-
sidered to be uncorrelated between the two centre-of-
mass energies. The relative uncertainties on the cross-
section measurements are slightly larger than those on
the luminosity measurements because the Wt single
top and diboson backgrounds are evaluated from sim-
ulation, so are also sensitive to the assumed integrated
luminosity.

LHC beam energy: The LHC beam energy during the
2012 pp run was calibrated to be 0.30± 0.66 % smaller
than the nominal value of 4 TeV per beam, using the
revolution frequency difference of protons and lead ions
during p+Pb runs in early 2013 [50]. Since this cali-
bration is compatible with the nominal

√
s of 8 TeV,

no correction was applied to the measured σtt̄ value.
However, an uncertainty of 1.72 %, corresponding to
the expected change in σtt̄ for a 0.66 % change in

√
s

is quoted separately on the final result. This uncer-
tainty was calculated using top++ 2.0, assuming that
the relative change of σtt̄ for a 0.66 % change in

√
s is as

predicted by the NNLLO+NNLL calculation. Follow-
ing Ref. [50], the same relative uncertainty on the LHC
beam energy is applied for the

√
s = 7 TeV dataset,

giving a slightly larger uncertainty of 1.79 % due to
the steeper relative dependence of σtt̄ on

√
s in this

region. These uncertainties are much larger than those
corresponding to the very small dependence of εeµ on√
s, which changes by only 0.5 % between 7 and 8 TeV.

Top quark mass: The simulation samples used in this
analysis were generated with mt = 172.5 GeV, but the
acceptance for tt̄ and Wt events, and the Wt back-
ground cross-section itself, depend on the assumed mt

value. Alternative samples generated with mt varied in
the range 165–180 GeV were used to quantify these ef-
fects. The acceptance and background effects partially
cancel, and the final dependence of the result on the
assumed mt value was determined to be dσtt̄/dmt =
−0.28 %/GeV. The result of the analysis is reported
assuming a fixed top mass of 172.5 GeV, and the small
dependence of the cross-section on the assumed mass
is not included as a systematic uncertainty.

Table 4. Summary of the relative statistical, systematic and
total uncertainties on the measurements of the tt̄ production
cross-section σtt̄ at

√
s = 7 TeV and

√
s = 8 TeV.

Uncertainty ∆σtt̄/σtt̄ (%)√
s 7 TeV 8 TeV

Data statistics 1.69 0.71

tt̄ modelling and QCD scale 1.46 1.26
Parton distribution functions 1.04 1.13
Background modelling 0.83 0.83
Lepton efficiencies 0.87 0.88
Jets and b-tagging 0.58 0.82
Misidentified leptons 0.41 0.34

Analysis systematics (σtt̄) 2.27 2.26

Integrated luminosity 1.98 3.10
LHC beam energy 1.79 1.72

Total uncertainty 3.89 4.27

As shown in Tables 3 and 4, the largest systematic
uncertainties on σtt̄ come from tt̄ modelling and PDFs,
and knowledge of the integrated luminosities and LHC
beam energy.

6.1 Additional correlation studies

The tagging correlation Cb was determined from simula-
tion to be 1.009±0.002±0.007 (

√
s = 7 TeV) and 1.007±

0.002± 0.006 (
√
s = 8 TeV), where the first uncertainty is

due to limited sizes of the simulated samples, and the sec-
ond is dominated by the comparison of predictions from
different tt̄ generators. Additional studies were carried out
to probe the modelling of possible sources of correlation.
One possible source is the production of additional bb̄ or
cc̄ pairs in tt̄ production, which tends to increase both
Cb and the number of events with three or more b-tagged
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Fig. 5. Measured tt̄ cross-section at
√
s = 8 TeV as a function

of the b-tagged jet pT cut. The error bars show the uncorrelated
part of the statistical uncertainty with respect to the baseline
measurement with jet pT > 25 GeV.

jets, which are not used in the measurement of σtt̄. The
ratio R32 of events with at least three b-tagged jets to
events with at least two b-tagged jets was used to quan-
tify this extra heavy-flavour production in data. It was
measured to be R32 = 2.7±0.4 % (

√
s = 7 TeV) and 2.8±

0.2 % (
√
s = 8 TeV), where the uncertainties are statisti-

cal. These values are close to the Powheg + Pythia
prediction of 2.4± 0.1 % (see Fig. 1), and well within the
spread of R32 values seen in the alternative simulation
samples.

Kinematic correlations between the two b-jets produced
in the tt̄ decay could also produce a positive tagging cor-
relation, as the efficiency to reconstruct and tag b-jets is
not uniform as a function of pT and η. For example, tt̄
pairs produced with high invariant mass tend to give rise
to two back-to-back collimated top quark decay systems
where both b-jets have higher than average pT, and lon-
gitudinal boosts of the tt̄ system along the beamline give
rise to η correlations between the two jets. These effects
were probed by increasing the jet pT cut in steps from the
default of 25 GeV up to 75 GeV; above about 50 GeV, the
simulation predicts strong positive correlations of up to
Cb ≈ 1.2 for a 75 GeV pT cut. As shown for the

√
s = 8 TeV

dataset in Fig. 5, the cross-sections fitted in data after tak-
ing these correlations into account remain stable across
the full pT cut range, suggesting that any such kinematic
correlations are well modelled by the simulation. Similar
results were seen at

√
s = 7 TeV. The results were also

found to be stable within the uncorrelated components of
the statistical and systematic uncertainties when tighten-
ing the jet and lepton η cuts, raising the lepton pT cut
up to 55 GeV and changing the b-tagging working point
between efficiencies of 60 % and 80 %. No additional un-
certainties were assigned as a result of these studies.

7 Results

Combining the estimates of εeµ and Cb from simulation

samples, the estimates of the background Nbkg
1 and Nbkg

2
shown in Table 1 and the data integrated luminosities, the
tt̄ cross-section was determined by solving Eq. (1) to be:

σtt̄ = 182.9± 3.1± 4.2± 3.6± 3.3 pb (
√
s = 7 TeV) and

σtt̄ = 242.4± 1.7± 5.5± 7.5± 4.2 pb (
√
s = 8 TeV),

where the four uncertainties arise from data statistics, ex-
perimental and theoretical systematic effects related to
the analysis, knowledge of the integrated luminosity and
of the LHC beam energy. The total uncertainties are 7.1 pb
(3.9 %) at

√
s = 7 TeV and 10.3 pb (4.3 %) at

√
s = 8 TeV.

A detailed breakdown of the different components is given
in Table 3. The results are reported for a fixed top quark
mass of mt = 172.5 GeV, and have a dependence on this
assumed value of dσtt̄/dmt = −0.28 %/GeV. The product
of jet reconstruction and b-tagging efficiencies εb was mea-
sured to be 0.557±0.009 at

√
s = 7 TeV and 0.540±0.006

at
√
s = 8 TeV, in both cases consistent with the values in

simulation.
The results are shown graphically as a function of

√
s

in Fig. 6, together with previous ATLAS measurements of
σtt̄ at

√
s = 7 TeV in the ee, µµ and eµ dilepton channels

using a count of the number of events with two leptons and
at least two jets in an 0.7 fb−1 dataset [51], and using a fit
of jet multiplicities and missing transverse momentum in
the eµ dilepton channel alone with the full 4.6 fb−1 dataset
[52]. The

√
s = 7 TeV results are all consistent, but cannot

be combined as they are not based on independent data-
sets. The measurements from this analysis at both centre-
of-mass energies are consistent with the NNLO+NNLL
QCD calculations discussed in Sect. 2. The

√
s = 7 TeV

result is 13 % higher than a previous measurement by the
CMS collaboration [53], whilst the

√
s = 8 TeV result is

consistent with that from CMS [54].
From the present analysis, the ratio of cross-sections

Rtt̄ =σtt̄(8 TeV)/σtt̄(7 TeV) was determined to be:

Rtt̄ = 1.326± 0.024± 0.015± 0.049± 0.001

with uncertainties defined as above, adding in quadrature
to a total of 0.056. The experimental systematic uncer-
tainties (apart from the statistical components of the lep-
ton isolation and misidentified lepton uncertainties, which
were evaluated independently from data in each dataset)
and the LHC beam energy uncertainty are correlated be-
tween the two centre-of-mass energies. The luminosity un-
certainties were taken to be uncorrelated between energies.
The result is consistent with the QCD NNLO+NNLL pre-
dicted ratio of 1.430±0.013 (see Sect. 2), which in addition
to the quoted PDF, αs and QCD scale uncertainties varies
by only ±0.001 for a ±1 GeV variation of mt.

7.1 Fiducial cross-sections

The preselection efficiency εeµ can be written as the prod-
uct of two terms εeµ = AeµGeµ, where the acceptance
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Fig. 6. Measurements of the tt̄ cross-section at
√
s = 7 TeV

and
√
s = 8 TeV from this analysis (eµ b-tag) together with

previous ATLAS results at
√
s = 7 TeV using the ee, µµ and

eµ channels [51] and using a fit to jet multiplicities and miss-
ing transverse momentum in the eµ channel [52]. The uncer-
tainties in

√
s due to the LHC beam energy uncertainty are

displayed as horizontal error bars, and the vertical error bars
do not include the corresponding cross-section uncertainties.
The three

√
s = 7 TeV measurements are displaced horizon-

tally slightly for clarity. The NNLO+NNLL prediction [2,3]
described in Sect. 2 is also shown as a function of

√
s, for fixed

mt = 172.5 GeV and with the uncertainties from PDFs, αs

and QCD scale choices indicated by the green band.

Aeµ represents the fraction of tt̄ events which have a true
opposite-sign eµ pair from t → W → ` decays (includ-
ing via W → τ → `), each with pT > 25 GeV and within
|η| < 2.5, and Geµ represents the reconstruction efficiency,
i.e. the probability that the two leptons are reconstructed
and pass all the identification and isolation requirements.
A fiducial cross-section σfid

tt̄ can then be defined as σfid
tt̄ =

Aeµσtt̄, and measured by replacing σtt̄εeµ with σfid
tt̄ Geµ in

Eq. (1), leaving the background terms unchanged. Mea-
surement of the fiducial cross-section avoids the system-
atic uncertainties associated with Aeµ, i.e. the extrapo-
lation from the measured lepton phase space to the full
phase space populated by inclusive tt̄ production. In this
analysis, these come mainly from knowledge of the PDFs
and the QCD scale uncertainties. Since the analysis tech-
nique naturally corrects for the fraction of jets which are
outside the kinematic acceptance through the fitted value
of εb, no restrictions on jet kinematics are imposed in the
definition of σfid

tt̄ . In calculating Aeµ and Geµ from the
various tt̄ simulation samples, the lepton four-momenta
were taken after final-state radiation, and including the
four-momenta of any photons within a cone of size ∆R =
0.1 around the lepton direction, excluding photons from
hadron decays or produced in interactions with detector
material. The values of Aeµ are about 1.4 % (including
the tt̄→ eµννbb̄ branching ratio), and those of Geµ about
55 %, at both centre-of-mass energies.

The measured fiducial cross-sections at
√
s = 7 TeV

and
√
s = 8 TeV, for leptons with pT > 25 GeV and |η| <

2.5, are shown in the first row of Table 8. The relative un-

certainties are shown in the lower part of Table 3; the PDF
uncertainties are substantially reduced compared to the
inclusive cross-section measurement, and the QCD scale
uncertainties are reduced to a negligible level. The tt̄ mod-
elling uncertainties, evaluated from the difference between
Powheg+Pythia and MC@NLO+Herwig samples in-
crease slightly, though the differences are not significant
given the sizes of the simulated samples. Overall, the anal-
ysis systematics on the fiducial cross-sections are 6–11 %
smaller than those on the inclusive cross-section measure-
ments.

Simulation studies predict that 11.9±0.1 % of tt̄ events
in the fiducial region have at least one lepton produced via
W → τ → ` decay. The second row in Table 8 shows the
fiducial cross-section measurements scaled down to remove
this contribution. The third and fourth rows show the
measurements scaled to a different lepton fiducial accep-
tance of pT > 30 GeV and |η| < 2.4, a common phase space
accessible to both the ATLAS and CMS experiments.

7.2 Top quark mass determination

The strong dependence of the theoretical prediction for σtt̄
on mt offers the possibility of interpreting measurements
of σtt̄ as measurements of mt. The theoretical calculations

use the pole mass mpole
t , corresponding to the definition

of the mass of a free particle, whereas the top quark mass
measured through direct reconstruction of the top decay
products [55] may differ from the pole mass by O(1 GeV)
[56]. It is therefore interesting to compare the values of
mt determined from the two approaches, as explored pre-
viously by the D0 [57] and CMS [58] collaborations.

The dependence of the cross-section predictions (calcu-

lated as described in Sect. 2) on mpole
t is shown in Fig. 7 at

both
√
s = 7 TeV and

√
s = 8 TeV. The calculations were

fitted to the parameterisation proposed in Ref. [2], namely:

σtheo
tt̄ (mpole

t ) = σ(mref
t )

(
mref
t

mpole
t

)4

(1 + a1x+ a2x
2) (2)

where the parameterisation constant mref
t = 172.5 GeV,

x = (mpole
t −mref

t )/mref
t , and σ(mref

t ), a1 and a2 are free
parameters. This function was used to parameterise the
dependence of σtt̄ on mt separately for each of the NNLO
PDF sets CT10, MSTW and NNPDF2.3, together with
their uncertainty envelopes.

Figure 7 also shows the small dependence of the exper-
imental measurement of σtt̄ on the assumed value of mt,
arising from variations in the acceptance and Wt single
top background, as discussed in Sect. 6. This dependence
was also parameterised using Eq. (2), giving a derivative
of dσtt̄/dmt = −0.28± 0.03 %/GeV at 172.5 GeV for both
centre-of-mass energies, where the uncertainty is due to
the limited size of the simulated samples. Here, mt repre-
sents the top quark mass used in the Monte Carlo genera-
tors, corresponding to that measured in direct reconstruc-
tion, rather than the pole mass. However, since this exper-
imental dependence is small, differences between the two
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Table 5. Fiducial cross-section measurement results at
√
s = 7 TeV and

√
s = 8 TeV, for different requirements on the minimum

lepton pT and maximum lepton |η|, and with or without the inclusion of leptons from W → τ → ` decays. In each case, the
first uncertainty is statistical, the second due to analysis systematic effects, the third due to the integrated luminosity and the
fourth due to the LHC beam energy.

p`T (GeV) |η`| W → τ → `
√
s = 7 TeV (pb)

√
s = 8 TeV (pb)

> 25 < 2.5 yes 2.615± 0.044± 0.056± 0.052± 0.047 3.448± 0.025± 0.069± 0.107± 0.059
> 25 < 2.5 no 2.305± 0.039± 0.049± 0.046± 0.041 3.036± 0.022± 0.061± 0.094± 0.052
> 30 < 2.4 yes 2.029± 0.034± 0.043± 0.040± 0.036 2.662± 0.019± 0.054± 0.083± 0.046
> 30 < 2.4 no 1.817± 0.031± 0.039± 0.036± 0.033 2.380± 0.017± 0.048± 0.074± 0.041
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√
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√
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scale uncertainty. The measurements of σtt̄ are also shown,
with their dependence on the assumed value of mt through
acceptance and background corrections parameterised using
Eq. (2).

masses of up to 2 GeV have a negligible effect (< 0.2 GeV)
on the pole mass determination. A comparison of the the-
oretical and experimental curves shown in Fig. 7 therefore
allows an unambiguous extraction of the top quark pole
mass.

The extraction is performed by maximising the follow-
ing Bayesian likelihood as a function of the top quark pole

mass mpole
t :

L(mpole
t ) = (3)∫
G(σ′tt̄|σtt̄(m

pole
t ), ρexp) ·G(σ′tt̄|σ

theo
tt̄ (mpole

t ), ρ±theo )dσ′tt̄.

Here, G(x|µ, ρ) represents a Gaussian probability density
in the variable x with mean µ and standard deviation
ρ. The first Gaussian term represents the experimental

measurement σtt̄ with its dependence on mpole
t and un-

certainty ρexp. The second Gaussian term represents the
theoretical prediction given by Eq. (2) with its asymmet-
ric uncertainty ρ±theo obtained from the quadrature sum

Table 6. Measurements of the top quark pole mass deter-
mined from the tt̄ cross-section measurements at

√
s = 7 TeV

and
√
s = 8 TeV using various PDF sets.

mpole
t (GeV) from σtt̄

PDF
√
s = 7 TeV

√
s = 8 TeV

CT10 NNLO 171.4± 2.6 174.1± 2.6
MSTW 68 % NNLO 171.2± 2.4 174.0± 2.5
NNPDF2.3 5f FFN 171.3+2.2

−2.3 174.2± 2.4

of PDF+αs and QCD scale uncertainties evaluated as dis-
cussed in Sect. 2. The likelihood in Eq. (3) was maximised
separately for each PDF set and centre-of-mass energy to

give the mpole
t values shown in Table 6. A breakdown of

the contributions to the total uncertainties is given for
the CT10 PDF results in Table 7; it can be seen that the
theoretical contributions are larger than those from the

experimental measurement of σtt̄. A single mpole
t value

was derived for each centre-of-mass energy by defining
an asymmetric Gaussian theoretical probability density
in Eq. (3) with mean equal to the CT10 prediction, and a
±1 standard deviation uncertainty envelope which encom-
passes the ±1 standard deviation uncertainties from each
PDF set following the PDF4LHC prescription [4], giving:

mpole
t = 171.4± 2.6 GeV (

√
s = 7 TeV) and

mpole
t = 174.1± 2.6 GeV (

√
s = 8 TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 stan-
dard deviations. The top pole mass was also extracted
using a frequentist approach, evaluating the likelihood for

each mpole
t value as the Gaussian compatibility between

the theoretically predicted and experimentally measured
values, and fixing the theory uncertainties to those at

mpole
t = 172.5 GeV. The results differ from those of the

Bayesian approach by at most 0.2 GeV.

Finally, mpole
t was extracted from the combined

√
s =

7 TeV and
√
s = 8 TeV dataset using the product of likeli-

hoods (Eq. (3)) for each centre-of-mass energy and ac-
counting for correlations via nuisance parameters. The
same set of experimental uncertainties was considered cor-
related as for the cross-section ratio measurement, and
the uncertainty on σtheo

tt̄ was considered fully correlated
between the two datasets. The resulting value using the
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Table 7. Summary of experimental and theoretical uncer-
tainty contributions to the top quark pole mass determination
at
√
s = 7 TeV and

√
s = 8 TeV with the CT10 PDF set.

∆mpole
t (GeV)

√
s = 7 TeV

√
s = 8 TeV

Data statistics 0.6 0.3
Analysis systematics 0.8 0.9
Integrated luminosity 0.7 1.2
LHC beam energy 0.7 0.6

PDF+αs 1.8 1.7
QCD scale choice +0.9

−1.2
+0.9
−1.3
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Fig. 8. Comparison of top quark pole mass values determined
from this and previous cross-section measurements [57,58]. The
average of top mass measurements from direct reconstruction
[59] is also shown.

envelope of all three considered PDF sets is

mpole
t = 172.9+2.5

−2.6 GeV

and has only a slightly smaller uncertainty than the in-
dividual results at each centre-of-mass energy, due to the
large correlations, particularly for the theoretical predic-
tions. The results are shown in Fig. 8, together with previ-
ous determinations using similar techniques from D0 [57]
and CMS [58]. All extracted values are consistent with the
average of measurements from kinematic reconstruction of
tt̄ events of 173.34± 0.76 GeV [59], showing good compat-
ibility of top quark masses extracted using very different
techniques and assumptions.

7.3 Constraints on stop-pair production

Supersymmetry (SUSY) theories predict new bosonic part-
ners for the Standard Model fermions and fermionic part-
ners for the bosons. In the framework of a generic R-parity
conserving minimal supersymmetric extension of the SM
[60], SUSY particles are produced in pairs and the light-
est supersymmetric particle is stable. If SUSY is realised

in nature and responsible for the solution to the hierar-
chy problem, naturalness arguments suggest that the su-
persymmetric partners of the top quark—the top squarks
or stops—should have mass close to mt in order to ef-
fectively cancel the top quark loop contributions to the
Higgs mass [61]. In this scenario, the lighter top squark
mass eigenstate t̃1 would be produced in pairs, and could
decay via t̃1 → tχ̃0

1 if mt̃1
> mt + mχ̃0

1
, where χ̃0

1, the

lightest neutralino, is the lightest supersymmetric par-
ticle and is therefore stable. Stop-pair production could
therefore give rise to tt̄χ̃0

1χ̃
0
1 intermediate states, appear-

ing like tt̄ production with additional missing transverse
momentum carried away by the escaping neutralinos. The
predicted cross-sections at

√
s = 8 TeV are about 40 pb

for mt̃1
= 175 GeV, falling to 20 pb for 200 GeV. If the

top squark mass mt̃1
is smaller than about 200 GeV, such

events would look very similar to SM QCD tt̄ production,
making traditional searches exploiting kinematic differ-
ences very difficult, but producing a small excess in the
measured tt̄ cross-section, as discussed e.g. in Refs. [62].

The potential stop-pair signal yield was studied for top
squark masses in the range 175–225 GeV and neutralino
masses in the range 1 GeV< mχ̃0

1
< mt̃1

−mt using sim-

ulated samples generated with Herwig++ [63] with the
CTEQ6L1 PDFs [24], and NLO+NLL production cross-
sections [64]. The mixing matrices for the top squarks and
the neutralinos were chosen such that the top quark pro-
duced in the t̃1 → tχ̃0

1 decay has a right-handed polar-
isation in 95 % of the decays. Due to the slightly more
central |η| distribution of the leptons from the subsequent
t → Wq, W → `ν decay, the preselection efficiency εeµ
for these events is typically 10–20 % higher than for SM
QCD tt̄, increasing with mt̃1

. However, the fraction of
preselected events with one or two b-tagged jets is very
similar to the SM case. The effect of a small admixture
of stop-pair production in addition to the SM tt̄ produc-
tion is therefore to increase the measured cross-section by
Rt̃1 t̃1σt̃1 t̃1 , where Rt̃1 t̃1 is the ratio of εeµ values for stop-
pair and SM tt̄ production, and σt̃1 t̃1 is the stop-pair pro-
duction cross-section.

Limits were set on stop-pair production by fitting the
effective production cross-section Rt̃1 t̃1σt̃1 t̃1 multiplied by
a signal strength µ to the difference between the mea-
sured cross-sections (σtt̄) and the theoretically predicted
SM QCD production cross-sections (σtheo

tt̄ ). The two data-

sets were fitted simultaneously, assuming values of σtheo
tt̄ =

177.3+11.5
−12.0 pb for

√
s = 7 TeV and 252.9+15.3

−16.3 pb for
√
s =

8 TeV, including the uncertainty due to a±1 GeV variation
in the top quark mass. The limits were determined using a
profile likelihood ratio in the asymptotic limit [65], using
nuisance parameters to account for correlated theoretical
and experimental uncertainties.

The observed and expected limits on µ at the 95 % con-
fidence level (CL) were extracted using the CLs prescrip-
tion [66] and are shown in Fig. 9. Due to the rapidly de-
creasing stop-pair production cross-section with increasing
mt̃1

, the analysis is most sensitive below 180 GeV. Adopt-
ing the convention of reducing the estimated SUSY pro-
duction cross-section by one standard deviation of its the-
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Fig. 9. Expected and observed limits at 95 % CL on the signal
strength µ as a function of mt̃1

, for pair produced top squarks

t̃1 decaying with 100 % branching ratio via t̃1 → tχ̃0
1 to pre-

dominantly right-handed top quarks, assuming mχ̃0
1

= 1 GeV.

The black dotted line shows the expected limit with ±1σ con-
tours, taking into account all uncertainties except the theo-
retical cross-section uncertainties on the signal. The red solid
line shows the observed limit, with dotted lines indicating the
changes as the nominal signal cross-section is scaled up and
down by its theoretical uncertainty.

oretical uncertainty (15 %, coming from PDFs and QCD
scale uncertainties [67]), stop masses between the top mass
threshold and 177 GeV are excluded, assuming 100 % bran-
ching ratio for t̃1 → tχ̃0

1 and mχ̃0
1

= 1 GeV. The limits

from considering the
√
s = 7 TeV and

√
s = 8 TeV data-

sets separately are only slightly weaker, due to the large
correlations in the systematic uncertainties between beam
energies, particularly for the theoretical predictions. At
each energy, they correspond to excluded stop-pair pro-
duction cross-sections of 25–27 pb at 95 % CL.

The combined cross-section limits depend only slightly
on the neutralino mass, becoming e.g. about 3 % weaker at
mt̃1

= 200 GeV for mχ̃0
1

= 20 GeV. However, they depend

more strongly on the assumed top quark polarisation; in
a scenario with mt̃1

= 175 GeV and mχ̃0
1

= 1 GeV, and

squark mixing matrices chosen such that the top quarks
are produced with full left-handed polarisation, the lim-
its are 4 % weaker than the predominantly right-handed
case, rising to 14 % weaker for mt̃1

= 200 GeV. In this sce-
nario, top squarks with masses from mt to 175 GeV can
be excluded. Although the analysis has some sensitivity to
three-body top squark decays of the form t̃1 → bWχ̃0

1 for
mt̃1

< mt, the b-jets become softer than those from SM tt̄
production, affecting the determination of εb. Therefore,
no limits are set for scenarios with mt̃1

< mt.

8 Conclusions

The inclusive tt̄ production cross-section has been mea-
sured at the LHC using the full ATLAS 2011–2012 pp col-
lision data sample of 4.6 fb−1 at

√
s = 7 TeV and 20.3 fb−1

at
√
s = 8 TeV, in the dilepton tt̄→ eµννbb̄ decay channel.

The numbers of opposite-sign eµ events with one and two
b-tagged jets were counted, allowing a simultaneous deter-
mination of the tt̄ cross-section σtt̄ and the probability to
reconstruct and b-tag a jet from a tt̄ decay. Assuming a
top quark mass of mt = 172.5 GeV, the results are:

σtt̄ = 182.9± 3.1± 4.2± 3.6± 3.3 pb (
√
s = 7 TeV) and

σtt̄ = 242.4± 1.7± 5.5± 7.5± 4.2 pb (
√
s = 8 TeV),

where the four uncertainties arise from data statistics,
experimental and theoretical systematic effects, knowl-
edge of the integrated luminosity, and of the LHC beam
energy, giving total uncertainties of 7.1 pb (3.9 %) and
10.3 pb (4.3 %) at

√
s = 7 TeV and

√
s = 8 TeV. The

dependence of the results on the assumed value of mt is
dσtt̄/dmt = −0.28 %/GeV, and the associated uncertainty
is not included in the totals given above. The results are
consistent with recent NNLO+NNLL QCD calculations,
and have slightly smaller uncertainties than the theoret-
ical predictions. The ratio of the two cross-sections, and
measurements in fiducial ranges corresponding to the ex-
perimental acceptance, have also been reported.

The measured tt̄ cross-sections have been used to de-
termine the top quark pole mass via the dependence of

the predicted cross-section on mpole
t , giving a value of

mpole
t = 172.9+2.5

−2.6 GeV, compatible with the mass mea-
sured from kinematic reconstruction of tt̄ events.

The results have also been used to search for pair-
produced supersymmetric top squarks decaying to top
quarks and light neutralinos. Assuming 100 % branching
ratio for the decay t̃1 → tχ̃0

1, and the production of pre-
dominantly right-handed top quarks, top squark masses
between the top quark mass and 177 GeV are excluded at
95 % CL.
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14. T. Sjöstrand, S. Mrenna and P. Skands, J. High Energy
Phys. 0605 026 (2006), [arXiv:hep-ph/0603175].
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Addendum

The most precise measurement of the tt̄ cross-section (σtt̄)
in proton–proton collisions at

√
s = 8 TeV from the AT-

LAS Collaboration was made using events with an opposite-
charge electron–muon pair and one or two b-tagged jets
[68], and used a preliminary calibration of the integrated
luminosity. The luminosity calibration has been finalised
since [69] with a total uncertainty of 1.9 %, corresponding
to a substantial improvement on the previous uncertainty
of 2.8 %. Since the uncertainty on the integrated luminos-
ity contributed 3.1 % of the total 4.3 % uncertainty on the
σtt̄ measurement reported in [68], a significant improve-
ment in the measurement is possible by using the new
luminosity calibration, as documented in this Addendum.

The new calibration corresponds to an integrated lumi-
nosity of 20.2 fb−1 for the

√
s = 8 TeV sample, a decrease

of 0.2 %. The cross-section was recomputed taking into
account the effects on both the conversion of the tt̄ event
yield to a cross-section, and the background estimates,
giving a result of:

σtt̄ = 242.9± 1.7± 5.5± 5.1± 4.2 pb,

where the four uncertainties arise from data statistics, ex-
perimental and theoretical systematic effects, knowledge
of the integrated luminosity, and of the LHC beam energy,
giving a total uncertainty of 8.8 pb (3.6 %). The result is
consistent with the theoretical prediction of 252.9+13.3

−14.5 pb,
calculated at next-to-next-to-leading-order with next-to-
next-to-leading-logarithmic soft gluon terms with the top++
2.0 program [3] as discussed in detail in Ref. [68].

The updated value of the ratio of cross-sections Rtt̄ =
σtt̄(8 TeV)/σtt̄(7 TeV) is:

Rtt̄ = 1.328± 0.024± 0.015± 0.038± 0.001,

with uncertainties defined as above, adding in quadrature
to a total of 0.047. The largest uncertainty comes from
the uncertainties on the integrated luminosities, consid-
ered to be uncorrelated between the

√
s = 7 TeV and√

s = 8 TeV datasets. This result is 2.1σ below the ex-
pectation of 1.430 ± 0.013 calculated from top++ 2.0 as
discussed in Ref. [68].

The updated fiducial cross-sections, for a tt̄ decay pro-
ducing an eµ pair within a given fiducial region, are shown
in Table 8, updating Table 5 of Ref. [68]. The results are
given both for the analysis requirements of pT > 25 GeV
and |η| < 2.5 for both leptons, and for a reduced accep-
tance of pT > 30 GeV and |η| < 2.4. They are given
separately for the two cases where events with either one
or both leptons coming from t→W → τ → ` rather than
the direct decay t→W → ` (` = e or µ) are included, or
where the contributions involving τ decays are subtracted.
The results shown for the

√
s = 7 TeV data sample are un-

changed with respect to those in Ref. [68]. The results for
the top quark pole mass and limits on light supersym-
metric top squarks presented in Ref. [68] are derived from√
s = 7 TeV and

√
s = 8 TeV cross-section measurements

taken together, and would be only slightly improved by
the luminosity update described here.
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p`T |η`| W → τ
√
s = 7 TeV (pb)

√
s = 8 TeV (pb)

(GeV) → `
> 25 < 2.5 yes 2.615± 0.044± 0.056± 0.052± 0.047 3.455± 0.025± 0.070± 0.073± 0.059
> 25 < 2.5 no 2.305± 0.039± 0.049± 0.046± 0.041 3.043± 0.022± 0.061± 0.064± 0.052
> 30 < 2.4 yes 2.029± 0.034± 0.043± 0.040± 0.036 2.667± 0.019± 0.054± 0.056± 0.046
> 30 < 2.4 no 1.817± 0.031± 0.039± 0.036± 0.033 2.385± 0.017± 0.048± 0.050± 0.041

Table 8. Fiducial cross-section measurement results at
√
s = 7 TeV and

√
s = 8 TeV, for different requirements on the minimum

lepton pT and maximum lepton |η|, and with or without the inclusion of leptons from W → τ → ` decays, with the final 2012
luminosity calibration. In each case, the first uncertainty is statistical, the second due to analysis systematic effects, the third
due to the integrated luminosity and the fourth due to the LHC beam energy.
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M. Dunford58a, H. Duran Yildiz4a, M. Düren52, A. Durglishvili51b, M. Dwuznik38a, M. Dyndal38a, J. Ebke99,
W. Edson2, N.C. Edwards46, W. Ehrenfeld21, T. Eifert144, G. Eigen14, K. Einsweiler15, T. Ekelof167,
M. El Kacimi136c, M. Ellert167, S. Elles5, F. Ellinghaus82, N. Ellis30, J. Elmsheuser99, M. Elsing30,
D. Emeliyanov130, Y. Enari156, O.C. Endner82, M. Endo117, R. Engelmann149, J. Erdmann177, A. Ereditato17,
D. Eriksson147a, G. Ernis176, J. Ernst2, M. Ernst25, J. Ernwein137, D. Errede166, S. Errede166, E. Ertel82,
M. Escalier116, H. Esch43, C. Escobar124, B. Esposito47, A.I. Etienvre137, E. Etzion154, H. Evans60, A. Ezhilov122,
L. Fabbri20a,20b, G. Facini31, R.M. Fakhrutdinov129, S. Falciano133a, R.J. Falla77, J. Faltova128, Y. Fang33a,
M. Fanti90a,90b, A. Farbin8, A. Farilla135a, T. Farooque12, S. Farrell15, S.M. Farrington171, P. Farthouat30,
F. Fassi136e, P. Fassnacht30, D. Fassouliotis9, A. Favareto50a,50b, L. Fayard116, P. Federic145a, O.L. Fedin122,j ,
W. Fedorko169, M. Fehling-Kaschek48, S. Feigl30, L. Feligioni84, C. Feng33d, E.J. Feng6, H. Feng88, A.B. Fenyuk129,
S. Fernandez Perez30, S. Ferrag53, J. Ferrando53, A. Ferrari167, P. Ferrari106, R. Ferrari120a, D.E. Ferreira de Lima53,
A. Ferrer168, D. Ferrere49, C. Ferretti88, A. Ferretto Parodi50a,50b, M. Fiascaris31, F. Fiedler82, A. Filipčič74,
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P. Haefner21, S. Hageböck21, Z. Hajduk39, H. Hakobyan178, M. Haleem42, D. Hall119, G. Halladjian89,
K. Hamacher176, P. Hamal114, K. Hamano170, M. Hamer54, A. Hamilton146a, S. Hamilton162, G.N. Hamity146c,
P.G. Hamnett42, L. Han33b, K. Hanagaki117, K. Hanawa156, M. Hance15, P. Hanke58a, R. Hanna137, J.B. Hansen36,
J.D. Hansen36, P.H. Hansen36, K. Hara161, A.S. Hard174, T. Harenberg176, F. Hariri116, S. Harkusha91, D. Harper88,
R.D. Harrington46, O.M. Harris139, P.F. Harrison171, F. Hartjes106, M. Hasegawa66, S. Hasegawa102, Y. Hasegawa141,
A. Hasib112, S. Hassani137, S. Haug17, M. Hauschild30, R. Hauser89, M. Havranek126, C.M. Hawkes18,
R.J. Hawkings30, A.D. Hawkins80, T. Hayashi161, D. Hayden89, C.P. Hays119, H.S. Hayward73, S.J. Haywood130,
S.J. Head18, T. Heck82, V. Hedberg80, L. Heelan8, S. Heim121, T. Heim176, B. Heinemann15, L. Heinrich109,
J. Hejbal126, L. Helary22, C. Heller99, M. Heller30, S. Hellman147a,147b, D. Hellmich21, C. Helsens30, J. Henderson119,
R.C.W. Henderson71, Y. Heng174, C. Hengler42, A. Henrichs177, A.M. Henriques Correia30, S. Henrot-Versille116,
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K.Yu. Skovpen108, P. Skubic112, M. Slater18, T. Slavicek127, K. Sliwa162, V. Smakhtin173, B.H. Smart46,
L. Smestad14, S.Yu. Smirnov97, Y. Smirnov97, L.N. Smirnova98,af , O. Smirnova80, K.M. Smith53, M. Smizanska71,
K. Smolek127, A.A. Snesarev95, G. Snidero75, S. Snyder25, R. Sobie170,i, F. Socher44, A. Soffer154, D.A. Soh152,ae,
C.A. Solans30, M. Solar127, J. Solc127, E.Yu. Soldatov97, U. Soldevila168, A.A. Solodkov129, A. Soloshenko64,
O.V. Solovyanov129, V. Solovyev122, P. Sommer48, H.Y. Song33b, N. Soni1, A. Sood15, A. Sopczak127, B. Sopko127,
V. Sopko127, V. Sorin12, M. Sosebee8, R. Soualah165a,165c, P. Soueid94, A.M. Soukharev108, D. South42,
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J. Toth84,ah, F. Touchard84, D.R. Tovey140, H.L. Tran116, T. Trefzger175, L. Tremblet30, A. Tricoli30,
I.M. Trigger160a, S. Trincaz-Duvoid79, M.F. Tripiana12, W. Trischuk159, B. Trocmé55, C. Troncon90a,
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5 LAPP, CNRS/IN2P3 and Université de Savoie, Annecy-le-Vieux, France
6 High Energy Physics Division, Argonne National Laboratory, Argonne IL, United States of America
7 Department of Physics, University of Arizona, Tucson AZ, United States of America
8 Department of Physics, The University of Texas at Arlington, Arlington TX, United States of America
9 Physics Department, University of Athens, Athens, Greece
10 Physics Department, National Technical University of Athens, Zografou, Greece
11 Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
12 Institut de F́ısica d’Altes Energies and Departament de F́ısica de la Universitat Autònoma de Barcelona,
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della Calabria, Rende, Italy



30 The ATLAS Collaboration: Measurement of the tt̄ production cross-section using eµ events with b-tagged jets

38 (a) AGH University of Science and Technology, Faculty of Physics and Applied Computer Science, Krakow; (b)

Marian Smoluchowski Institute of Physics, Jagiellonian University, Krakow, Poland
39 The Henryk Niewodniczanski Institute of Nuclear Physics, Polish Academy of Sciences, Krakow, Poland
40 Physics Department, Southern Methodist University, Dallas TX, United States of America
41 Physics Department, University of Texas at Dallas, Richardson TX, United States of America
42 DESY, Hamburg and Zeuthen, Germany
43 Institut für Experimentelle Physik IV, Technische Universität Dortmund, Dortmund, Germany
44 Institut für Kern- und Teilchenphysik, Technische Universität Dresden, Dresden, Germany
45 Department of Physics, Duke University, Durham NC, United States of America
46 SUPA - School of Physics and Astronomy, University of Edinburgh, Edinburgh, United Kingdom
47 INFN Laboratori Nazionali di Frascati, Frascati, Italy
48 Fakultät für Mathematik und Physik, Albert-Ludwigs-Universität, Freiburg, Germany
49 Section de Physique, Université de Genève, Geneva, Switzerland
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104 Department of Physics and Astronomy, University of New Mexico, Albuquerque NM, United States of America
105 Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen,
Netherlands
106 Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam, Netherlands
107 Department of Physics, Northern Illinois University, DeKalb IL, United States of America
108 Budker Institute of Nuclear Physics, SB RAS, Novosibirsk, Russia
109 Department of Physics, New York University, New York NY, United States of America
110 Ohio State University, Columbus OH, United States of America
111 Faculty of Science, Okayama University, Okayama, Japan
112 Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK, United States of
America
113 Department of Physics, Oklahoma State University, Stillwater OK, United States of America
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v Also at LAL, Université Paris-Sud and CNRS/IN2P3, Orsay, France
w Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan
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